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Abstract 
Information-driven automated systems that deliver services proactively to citizens in need 
are heralded as the next level of digital government. There is, however, concern that such 
systems make welfare services less accessible to some citizens. This study uses the 
case of Norway’s child benefit system to discuss the general obstacles to having welfare 
policies implemented by proactive digital systems. Norway’s automated child benefit 
system uses data from Norway’s national resident register to award this benefit to eligible 
parents whom the system identifies. As such, it is representative of many government 
systems that use registry data to perform tasks previously done by caseworkers. While 
the eligibility rules for child benefits are simple, and the register has sufficient data to 
automate most cases, many parents are not awarded the benefit automatically. This 
article argues that when developing automated digital services, public administrators are 
faced with a trilemma. Ideally, proactive automation should be (1) precise in its delivery, 
(2) inclusive of all citizens, and (3) still support welfare-oriented policies that are 
independent of the requirements of the digital system. However, limitations with each 
requirement prevent all three from being realized at the same time. Only two can be 
simultaneously realized: a public administrator must decide which of them to forego. 
Consequently, automated services cannot meet all the expectations of policymakers 
regarding the benefits of digital government. Instead, governments need to find ways of 
utilizing the benefits of public digitalisation without infringing on citizens’ right to be 
treated equally and fairly by the government. 

Keywords 
administrative exclusion, automated decision-making, digital citizenship, digital divide, e-
government 

Proponents of  increased government digitalization see it as an opportunity to 
create a new paradigm for delivering and creating public services (Katsonis and 
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Botros 2015, Barcevičius et al. 2019). By using the data available in governmental 
databases, or so the argument goes, public administrators can create systems for 
service delivery that are context-sensitive and oriented toward citizens’ needs 
(Janowski 2015, Dunleavy et al. 2006). One of  the more ambitious innovations has 
been the use of  governmental registry data to proactively address the needs of  
citizens (Dornan and Hudson 2003). As described by Scholta et al. (2019), the 
most advanced forms of  welfare automation replace the citizen as the initiator of  
service delivery. No forms are needed as the government uses data from their own 
registries to provide services when they learn of  a citizen’s need and eligibility. 
Accordingly, no human bureaucrat is needed as the digital system rules on all 
cases, ostensibly without prejudice or discrimination.  

This approach to the provision of  welfare services is defined by its proactivity. As 
such, this type of  automation should not be confused with the more limited 
automation found in many computerized systems. All digital systems have some 
level of  automation, although the extent will depend on the design of  the system. 
A particularly controversial use of  automation in public services has been the rise 
of  automated decision-making, which takes power away from human bureaucrats 
and removes their discretionary power in providing services to citizens (Wihlborg, 
Larsson, and Hedström 2016, Bovens and Zouridis 2002). However, an automated 
and proactive system automates almost every step between a citizen being eligible 
for a public benefit and when they are awarded it. The argument for full proactive 
automation goes as follows: Unlike other forms of  automation used to increase 
cost-effectiveness and quality of  administration, proactive automated welfare 
services transfer the benefits to the citizens, who no longer have to spend time 
understanding their rights and going through the application process. 
Furthermore, while introducing or changing welfare policies usually requires 
substantial changes to the organization and administration of  public agencies, a 
policy that can be delivered through full digital automation can flow almost 
directly from the lawmaker’s pen to implementation, only pausing to be 
programmed by the IT developers. 

So far, delivering welfare services proactively through digital systems has been 
discussed more by scholars (Scholta et al. 2019, Scholta and Lindgren 2019, 
Sirendi et al. 2018) and by public administration reformers (Larsen 2018), than it 
has been realized in practice. There are, however, a few examples of  large-scale 
public programs that are being delivered by proactive automation. Two examples 
of  such systems in Norway are the child benefits that are granted automatically to 
many parents and, more recently, benefits to the unemployed during the Covid-19 
pandemic (Vågeng 2020, Andresen 2008). Both these systems have allowed the 
Norwegian government to award cash benefits to a large number of  people 
without a need for caseworkers to decide on the cases or for citizens to understand 
the eligibility criteria and go through the process of  applying. 

Automation of  service delivery is thus a means for making public goods more 
accessible and more cost-effective to administer. Proactive automation therefore 
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addresses a general concern in the implementation of  any social policy: making it 
available to all those who are entitled to it. After all, if  the benefits outlined in a 
social policy are not readily accessible, the policy itself  is unsuccessful. In previous 
research, the limits to accessibility have been studied as barriers that impede 
citizens’ ability to access public goods (Schaffer and Huang 1975, Bleiklie 1997). 
These barriers are usually created by the administrative demands of  the 
organization, for instance, demands that citizens engage in time-consuming or 
complicated paperwork (Herd et al. 2013, Herd and Moynihan 2019).  

However, while automation by the government might appear to be the solution to 
issues that have previously kept citizens from receiving assistance from government 
agencies, new problems are becoming apparent. Government databases were not 
created for the purpose of  supporting the delivery of  welfare services. The 
ordering of  data in databases requires the implementation of  information 
architecture. Ordering and categorizations are done for a particular purpose, 
which reduces their suitability for other uses (Dahlbom and Mathiassen 1993, 
Bowker and Star 2000). Government databases are designed to service many 
needs, most notably storing general data about citizens. Fulfilling these needs 
makes their quality and design inadequate for delivering specific public services 
(Peeters and Widlak 2018). Consequently, services are not properly delivered to all 
citizens who need them. Furthermore, even if  they are delivered to a citizen, it 
does not necessarily mean they are delivered to the citizen’s satisfaction or benefit. 
Digital automation also prevents human caseworkers from intervening on behalf  
of  citizens. Previous research has shown that removing decisions from street-level 
bureaucrats and delegating these instead to digital systems may lead to a loss of  
discretionary judgment (Bovens and Zouridis 2002, Wihlborg, Larsson, and 
Hedström 2016). Citizens who previously benefited from discretion being 
exercised in their favor, may find themselves rejected when rules are administered 
by machine logic. These rejections are still discretional, although the judgment 
was made by the developers when the system was designed (Reddick 2005). In 
proactive automated services, the rules and data that decide whether a citizen 
should receive a public good are positioned at the access point. Ineligible 
applicants are not just rejected if  they apply; they may be barred entirely from 
trying. 

The purpose of  this article is to discuss the actual implications of  welfare 
automation and to critically assess the possibility of  having welfare services that 
proactively allocate benefit payments and services to qualified citizens without the 
need for human caseworkers. An important prerequisite for welfare services is that 
they are socially oriented. Any digital delivery of  welfare policy must therefore do 
so without reducing its impact on the social challenges the policy is intended to 
address. Most welfare policy measures are intended to increase inclusion, equality, 
and participation in society, and to reduce the risk of  exclusion, poverty, and 
societal differences (Titmuss 1958, Le Grand 2018, Marshall 2006). Digital 
solutions must contribute to this. Our study assesses whether this is the case, and 
the following question is asked:  
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Can welfare policy be implemented by using digital systems 
that automatically and proactively deliver goods and services 
to the citizens who are entitled to them? 

From a societal and welfare perspective, the question raised in this article is 
important as the uncritical digitalization of  public services may damage the ability 
of  welfare organizations to support healthy and inclusive societies. In their 
development of  welfare services, governments may turn to digital systems to 
provide greater value for both governmental agencies and citizens. Some consider 
this to be a paradigm shift in how public administrators approach the task of  
administering public services (Margetts and Dunleavy 2013, Persson and Goldkuhl 
2010). While the administrative impact often comes to the forefront when digital 
government is discussed, scholars are increasingly questioning the value 
implications of  the digitalization of  government services (Bannister and Connolly 
2014, Scott, DeLone, and Golden 2016). Studying the effects of  digitalization on 
welfare that go beyond the administrative changes, helps to make visible the 
consequences of  digitalization in the welfare state from a broader perspective. 

While increases in digitalization are taking place in most modern welfare states, 
the illustrative case used in this article is from Norway. The Norwegian 
government has prioritized the digitalization of  its public services (Ministry of  
Local Government and Modernisation 2019), but it is representative of  an overall 
trend toward public digitalization in many countries. The case considered in this 
paper is a functioning automated welfare system within the Norwegian Labor and 
Welfare Administration (NAV). The child benefit system uses data from the 
national resident register to identify new potential recipients of  the country’s child 
benefit and then initiates a process that leads to the benefit being awarded and 
payment initiated. Because it uses government registry data to automate its 
bureaucratic processes, the system is arguably representative of  proactive 
automated service delivery in general. As Norway’s largest public agency, NAV has 
invested heavily in developing digital systems that provide value and benefits for 
both citizens and NAV itself. NAV was established between 2006 and 2011 as a 
merger of  Norway’s previously independent welfare agencies. As such, NAV’s 
range of  clients include, among others, pensioners, unemployed people, those on 
sick leave or disability, and, as used as a case-study in this paper, people receiving 
family-related benefit payments.  

The rest of  this paper is organized as follows. It begins with a short description of  
the research approach, followed by a review of  previous research on digitalization 
and government accessibility, including automated public services. This is followed 
by a description of  the case and how it currently and potentially delivers its 
services proactively. In the next section, informed by the presented case, the 
discussion offers a reflection on the obstacles to automated welfare systems in 
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general. Finally, the article concludes, summarizes its main arguments, and offers 
some questions for further research. 

Taking Apart the Machine 
The article’s contribution and reference literature are mainly within the field of  
public administration. This is a field that has grown to include many of  the new 
questions and issues being generated by the increased use of  digital tools in 
providing public services. As such, the field is less concerned with general ethical 
or philosophical questions regarding digital technology. Instead, it emphasizes the 
role, use, and consequences of  transitioning to or using digital technology in 
administering public services and policies. There is, however, a desire for public 
administrators not just to administer public services but to do so in a manner that 
is beneficial to society (Moore 1995). However, the study of  digital government is 
theoretically fragmented, with concepts and theories that draw on many different 
fields (Bannister and Connolly 2015). There is a need for a coherent theory that 
can provide a better understanding of  the different aspects of  public digitalization. 
While proactive automation is being pursued as a way of  improving public 
services, there are few studies considering its impact on social policy and welfare.  

This paper is conceptually oriented, and it is rooted in theories relating to public 
digitalization and accessibility to welfare services. As mentioned previously, its 
empirical foundation lies in the efforts being made by the Norwegian Labor and 
Welfare (NAV) administration to create more efficient administration by 
automating their delivery. In answering the research question, we have combined 
two methodical approaches. First, the study explores the illustrative case of  child 
benefits in Norway to uncover how well the system delivers welfare services and if  
there are systemic barriers that prevent it being improved. This paper is based 
mainly on a conceptual model, but much of  the knowledge about how automated 
welfare works in practice is based on a study done previously by one of  the 
authors (Larsson 2021).  Furthermore, we use empirical findings from previous 
studies in the field of  public digitalization and established theory to highlight and 
deepen the conceptual framework. This study is thus concordant with Jaakola’s 
(2020) definition of  a conceptual model paper, the purpose of  which is to present 
new relationships between constructs and explain why particular elements lead to 
certain outcomes. Further, using Jaakola’s terminology, it uses proactive 
automation as the ‘focal phenomenon’ to guide the conceptualization. In the 
current literature, which we will come to shortly, this phenomenon is gradually 
being incorporated into existing theories involving public service delivery. The role 
of  a case study is, among other things, to enable the creation of  theories and 
concepts that will make possible further inquiries into the phenomenon (Dooley 
2002). As such, the present article brings together several strains of  research and 
shows how they are related. This is beneficial to our understanding of  the 
automation of  welfare policies and supports future inquiries into this issue.  
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Welfare Access Through Technology 
The late 1990s saw increased attention from both public administrators and 
researchers regarding the benefits of  integrating government services into so-
called, one-stop shops (Kubicek and Hagen 2000). With government services 
consolidated, citizens could more easily navigate bureaucracies and get the help 
they needed. As government services were also increasingly moving online, web 
pages were suggested as unified fronts for government agencies, offering single 
points of  entry for citizens requiring public services (Wimmer 2002). By digitizing 
services and placing them online, citizens could service themselves. As an added 
benefit for public agencies, government web pages rarely close and require little 
staffing. Additionally, while public servants are often specialized in the assistance 
they provide, a web page can contain services and information that can be both 
general and specialized. By providing a single digital point of  entry on the 
internet, citizens can easily find the ‘counter’ for the government agency they 
require services from. Beyond this initial frontpage, there is nearly no limit to how 
much specialized information a government agency can make available.  

However, as the internet became more important in everyday life, the 
consequences for people not having access to it, or being unable to use it properly, 
became apparent (DiMaggio and Hargittai 2001, DiMaggio et al. 2004, Hargittai 
2001). Many citizens struggle to use the internet when requiring public services 
(Madsen and Kræmmergaard 2016). While the front page of  a government 
website can be easy to find, the citizen may not know to go there. Furthermore, 
even after finding the front page, citizens are then left on their own, both to find 
the specific information they need and to understand it. The digital development 
of  public services thus needs to be mindful of  the population’s ability to use digital 
technology and not advance too quickly. However, while slowing down the pace of  
digitalization might ensure that no citizen was left with poor access to public 
services, developing more advanced digital services is also proposed as a solution 
by which to achieve the same goal (Linders, Liao, and Wang 2018). One of  the 
solutions to these new issues was—and remains—the full automation of  services. 
The one-stop shop was not enough; instead, governments could create ‘no-stop 
shop’ (Scholta et al. 2019). In a no-stop shop, the recipient of  a public service 
plays no active role in acquiring it. Instead, data in national registries and 
databases identify the needs of  the citizen and act automatically to fulfil the 
mandates of  the welfare policies.  

A conceptual description of  proactive automated services has been offered by 
Sirendi et al. (2018). While most digital systems are highly complex, Sirendi et al. 
have nevertheless identified the essential components of  a proactive automated 
system for providing public services. They visualize the system as being a chain of  
events and triggers. At the start of  the chain, is a life event: the reason the citizen 
needs a public service. Examples of  such life events are unemployment, sickness, 
the birth of  a child, homelessness, and so on. These events are often within the 
scope of  public policy. To enable proactive automation, there needs to be what 
Sirendi et al. call a ‘proactive agent’. This is the bridge between the life event of  
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the citizen and the digital solutions provided by the state. Sirendi et al. discuss 
several possible types of  proactive agents. For instance, it could be a caseworker, or 
the citizen could play the role themself  by actively triggering the automated 
service the government offers. However, from the perspective of  the proactive 
automation described by Scholta et al. (Scholta et al. 2019), the most advanced 
proactive agents are found in government registries. Data collected during the 
pursuit of  other activities, such as collecting taxes, employment records, or birth 
certificates, provide the government with the proactive agent it needs to trigger the 
delivery of  services. The citizen plays no active role as the proactive agent is 
embedded in the already established collecting of  data. 

Naturally, such automated services increase governments’ efficiency. They reduce 
the need for caseworkers as claims and applications can be handled automatically. 
At the same time, they also remove some of  the social complications inherent in 
public digitalization. The risk that some citizens could be excluded due to their 
lack of  digital competency is inconsequential if  the citizens never have to interact 
with the digital system. The concept of  a no-stop shop is a natural continuation of  
anticipated trends in public digitalization. As governments become richer in data 
about their citizens, they can put this data to use by actively employing it to carry 
out their public programs. For instance, when a citizen’s information is entered 
into their medical records, it can be used to award them sick leave benefits, or if  
their employment status changes, it may initiate payment of  unemployment 
benefits. When the government designs its policies, automation can give them 
greater flexibility in ensuring that the public goods of  a policy reach those in need 
of  them.  

Automation is, in this respect, part of  a larger picture as most models of  the 
development of  public digitalization predict an increasing use of  data to make 
services more centered around the users and their needs (Janowski 2015, Margetts 
and Dunleavy 2013, Katsonis and Botros 2015). However, governments’ 
development of  digital services has not been straightforward, and complex rules 
and needs for discretionary decisions in many bureaucratic processes have proven 
to be obstacles when these processes are to be digitized (Henriksen 2018). Even 
though the needs of  citizens are correctly identified by the policymakers, and the 
same policymakers decide on policies that will help meet those needs, they still 
have to be made into workable law. Finally, if  digital systems are to be involved, 
that law has to be programmed into a form that is usable by the digital system, 
and the data required to run it has to be made available.  

While the public administration literature recognizes the difficulties in creating 
automated public services, there is also growing interest in the consequences of  
digital innovation when it is successfully implemented. Several recent articles have 
raised questions about how to understand the social ramifications and the public 
value generated or destroyed by the digitalization of  public services (Bannister and 
Connolly 2014, Scott, DeLone, and Golden 2016, Twizeyimana and Andersson 
2019). Using the concept of  public value, these articles have argued for a widening 
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of  how the impact of  digital technology on public services is evaluated. In their 
view, the consequences of  digital innovation in the public sector are understudied 
and often overlooked when considering the impact of  the digital state. From this 
perspective, digitalized services should not be evaluated only by how user-friendly 
or efficient they are but also by how they impact social values, such as equality, 
trust, inclusion, and social justice. While a digital service may increase accessibility 
or be cost-effective, it can fail in creating public value if  it provides services in a 
way that discriminates or marginalizes groups of  people.  

As digital technology becomes an increasing part of  how governments carry out 
their social policies, how the government designs their systems and how citizens 
use them has a great impact on the quality of  the service the citizens receive. 
Recognizing the role of  digital technology in determining how well citizens can 
interact with the government, has led some scholars to argue that the 
opportunities, rights, and obligations people have in relation to the use of  digital 
technology in society are aligned with the concepts of  citizenship (Mossberger, 
Tolbert, and McNeal 2007, Shelley et al. 2004). These scholars equate digital 
rights with social rights, as discussed by Marshall (2006) in his classic work on 
social citizenship from 1949. In his view, a just state should extend the rights it 
affords its citizens not just to the civic realm but also to the social and economic 
realms. Marshall recognized that in order to be fully part of  a free society, the 
citizen should not only be awarded civic and economic rights, but also have social 
rights to ensure their social and economic well-being. Such social rights would 
diminish some of  the traditional class divisions and enable all classes to participate 
fully in society. This view of  social citizenship has become an integral part of  how 
the modern welfare state, particularly in the Nordic countries, has been developing 
(Esping-Andersen 1990). In most modern welfare states, the state is obliged to 
secure the social and economic well-being of  all citizens. Since digital technology 
has become integral to many aspects of  participation in society, digital citizenship 
includes the same ethical considerations (Choi, Glassman, and Cristol 2017). If  
public services require a citizen to have access to and skill with digital tools, the 
government is obliged to ensure that citizens have the opportunity to both receive 
and learn to use digital tools, while also providing alternatives for those who will 
still remain digitally excluded.  

The potential applications of  government data are extensive, but regardless of  
what the data are used for, citizens have rights. In cases involving surveillance, 
profiling, and targeting, citizens have the right to privacy and the right to be 
protected from persecution; in the case of  beneficial welfare services delivered on 
the basis of  governmental registry data, citizens have the right to be included 
without discrimination. This duality shows the paradox of  the importance of  data 
in modern society. On the one hand, data about a person can be an instrument of  
surveillance and can be used to oppress and control. On the other hand, data can 
provide knowledge about a person’s needs, which can be used to solve those needs 
(Dornan and Hudson 2003). This duality in modern digital society was recognized 
by Jupp and Six (2001) as they divided the different consequences data could have 
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for a person into three categories. In addition to data being structured and 
categorized to support those the authorities view as being worthy, or to punish 
those viewed as unworthy, Jupp and Six also recognized that people can be 
discriminated against if  the data about them are poor or unavailable.  

While governmental surveillance is not without its problems, welfare services are 
usually provided with the citizens’ best interests in mind (Dornan and Hudson 
2003). However, this does not necessarily mean that they are unaffected by Jupp 
and Six’s (2001) three types of  data categorization. While a citizen may willingly 
give data to the government in order to receive welfare services, the government 
will then decide how to use that data. The value the government places on 
different categories of  citizens affects how the welfare services will be delivered. 
Previous studies have shown how welfare services, can be more beneficial those 
who are already well-off, rather than helping the poor who need it the most (Le 
Grand 2018). If  data are used to automate and regulate access to welfare goods 
and services, digitalization could contribute to such inequality. Consequently, the 
risk of  social policies reinforcing rather than solving social injustices is not 
prevented by the use of  digital systems. 

Automation of Child Benefits in NAV 
Digitalization is a priority for the Norwegian government. Norway’s ambitions for 
digitalization have been outlined in a series of  national strategies: a strategy for 
digitalization in general (Ministry of  Local Government and Modernisation 2016), 
a strategy for digitalization of  the public sector (Ministry of  Local Government 
and Modernisation 2019), and most recently, a strategy for the application of  
artificial intelligence (Ministry of  Local Government and Modernisation 2020). 
While these strategies have different focuses, they are similar in that they all view 
digital technology as an opportunity for increased productivity and improved 
service quality. As outlined in the national strategies, various types of  
digitalization, if  used correctly, can improve the life of  citizens and the state’s 
ability to govern well. Further supporting its effort for increased digitalization, the 
Norwegian government even created the position of  a Minister of  Digitalization 
in 2019. Internationally, Norway is rated as highly developed in terms of  
government digitalization (Mukhoryanova et al. 2016, United Nations 2020). As 
NAV is Norway’s largest welfare organization—with a portfolio of  services and 
programs relating to sick leave, unemployment, family, and pensions—it plays an 
important part in the government’s overall digitalization effort.  

While NAV has modernized and digitalized many of  its functions, only one of  its 
benefit programs is fully automated. Since 1998, NAV has had a digital system 
that automatically awards its child benefit to the parents of  newborn children. 
NAV’s system extracts data from the national resident register and creates a claim 
for the benefit when a new child is entered into the register (Andresen 2008). In 
the course of  the automated process, NAV has built two safeguards into the 
system, with the potential of  halting the automatic process. There is a latency 
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period from the time the case is created to when the payment commences. NAV 
notifies the potential recipient that the benefit is about to be awarded, giving them 
the opportunity to inform the agency if  a mistake has been made. Additionally, 
caseworkers from NAV routinely check newly generated claims for irregularities. If  
there are no objections, payments commence the month after the child is born. 

The child benefit scheme was suitable for this type of  digitalization because of  the 
simplicity of  its eligibility rules. To receive the benefit, a person needs only be a 
legal resident of  Norway and the caretaking parent of  a child younger than 18. 
Additionally, only one parent per child can receive the benefit. However, despite 
the simple eligibility rules and the accessibility of  the registry data, NAV has 
excluded many citizens from automatically receiving the benefit. Those not 
automatically awarded the benefit must apply using traditional forms that are 
handled by caseworkers. NAV’s website provides the following information 
regarding who needs to apply manually for the benefit. 

‘[…], you must apply for child benefit if: 

The mother is not registered as living in Norway. 

The child is older than six months when entitlement to child 
benefit starts. 

The child is not born in Norway. 

You may be entitled to extended child benefit. 

The father is or has received child benefit for other children. 

The parents have signed a written dual domicile agreement for 
the child and want to share the child benefit. 

The child benefit is to be assessed according to the rule of the 
EEA agreement or other national insurance agreements. 

The mother wants the father to receive the child benefit. 

You are in charge of the child. In cases like this, the child will 
be the applicant.  

You are the child’s foster parent.’   1

 Collected September 17, 2020, from https://www.nav.no/en/home/benefits-and-services/1

relatert-informasjon/child-benefit#chapter-5   https://www.nav.no/en/home/benefits-and-
services/relatert-informasjon/child-benefit#chapter-5
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Each of  these conditions is in some way related to the eligibility rules. For 
instance, an applicant must apply manually if  the parent is not registered as living 
in Norway or if  the child was not born in Norway, situations common to many 
foreign workers. Another situation is when there is uncertainty regarding which of  
the parents is to receive the benefit. Single parents can receive an extended benefit 
and are also not covered by the automation. Additionally, if  the father has one or 
more children from previous relationships, he is also excluded from being 
automatically awarded the benefit. In most of  these instances, the necessary data 
are available in the national resident register, although uncertainties in whether 
applicants in these categories are eligible for the benefit prevent the payment from 
being initiated automatically. Overall, the time window for automatically receiving 
the benefit is narrow. While a child can be entered into the register at any time, 
the system is only triggered if  the entry is made within six months of  birth, and 
even then, there are, as shown above, other criteria that could stop an automatic 
payment. 

Changes in society have, in some ways, caught up with the automated child 
benefit system. When it was first developed, a lower percentage of  recipients were 
in one of  the excluded categories described. In particular, an increase in foreign 
workers has resulted in a smaller proportion of  eligible citizens receiving the 
benefit through the automated system. Citizens of  countries covered by the 
European Union’s regulations can claim benefits in Norway as residents. However, 
these residents often find themselves in one of  the excluded categories. They form 
a substantial group who are not covered by the automated awarding of  the 
benefit. While the law has remained largely the same, changes in society have 
made the digital system delivering it less effective. However, it does not necessarily 
have to be this way. As laws can be changed to reflect developments in society, they 
can also be changed to enable new uses of  digital technology or to overcome new 
barriers to the use of  digital technology. Scholars recognize that using digital 
technology to make legal decisions is a two-way relationship. For instance, while 
computers can be programmed to make decisions according to the law, the laws 
can also be rewritten to be more easily programmable (Schartum 2010). 

A recent study on NAV’s child benefit case handling system gives an indication of  
the size of  the group not covered by automation (Larsson 2021). The study shows 
that in 2019, a total of  36,583 people received the child benefit as a result of  being 
identified by the automated system. In comparison, 16,840 people were awarded it 
after applying manually. In percentage terms, 31.5% of  all recipients were 
awarded the benefit by applying manually. 

The Automation Trilemma 
The exclusionary practices of  NAV’s automatic system support previous studies’ 
findings that automated systems may be of  lesser benefit to atypical citizens 
(Wihlborg, Larsson, and Hedström 2016, Lindgren et al. 2019). Previous scholars 
have discussed the role of  the government in defining what is ‘normal’. 
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Classification, ordering and registration are all tools used by the government in the 
act of  governing (Foucault 1980). Old manuscripts, like the 11th century British 
Doomsday Book, show how authorities surveyed and registered their populations 
well before the establishment of  modern states. However, the introduction of  
digital systems has given new weight to how governments conduct their surveys 
and registrations (Peeters and Widlak 2018). The information that governments 
can now survey with ease and certainty makes for more reliable data, which again, 
can be used in automation. However, many people live in conditions of  
uncertainty and precariousness, outside the norms that society deems desirable, 
but nevertheless pushed there by social and labor politics (Standing 2011, Della 
Porta et al. 2016). Uncertainty is hard to categorize and creates poor data for 
digital systems.  

The child benefit program is intended to alleviate some of  the economic hardships 
of  providing for children, and while it is a universal benefit, it is economically 
more significant for families with a lower income (Epland and Kirkeberg 2016). 
The automation of  the program, however, works best for parents who are 
established residents of  Norway and who live in traditional family units. For the 
sake of  precision and to avoid issuing erroneous payments, residents with a weaker 
residential connection to Norway and people living outside the typical family unit 
have a higher likelihood of  not being awarded the benefit automatically. As long 
as they have to apply manually, the application process is not equal or inclusive. 
Although the system is automated, it is only automated for some. The no-stop 
shop is in reality a some-stop shop. Hypothetically, if  the laws were different and 
more in line with the limitations of  the digital system, more cases could be 
awarded automatically. However, this would also entail a loss of  benefits for many 
people. Furthermore, NAV could be less restrictive when it automatically initiates 
payment, although this could lead to more citizens having to return payments they 
had been given by mistake. 

Returning to the research question, is it possible for welfare policies to be 
implemented using digital systems that automatically and proactively deliver goods 
and services to the citizens who are entitled to them? Considering the options and 
the limitations described above, the answer seems to be ‘no.’ The case study has 
shown that automated systems cannot implement welfare policy proactively and 
automatically to eligible recipients only. The most obvious conflict lies in whether 
the automation is either precise or encompasses all citizens. If  more eligible people 
are covered, it also means that more erroneous payments will be made. However, 
these two criteria can still be covered if  the social policy is limited to what is 
programable. However, such a path would limit social policy to the requirements 
of  digitalization (see Figure 1). As the case has shown, automation can only realize 
two goals. Prioritizing two of  the goals will weaken the third. In other words, there 
is a trilemma that prevents governmental agencies from fully automating their 
services. The choices are between (1) creating a service that is completely inclusive, 
(2) achieving a high level of  precision that rarely awards the service erroneously, 
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and (3) an independent welfare policy that is not adapted to suit the requirements 
of  digital implementation. 

 
  
Figure 1: The Automation Trilemma 

In the context of  the illustrative case, the digital system is designed to meet two of  
the goals above. First, by excluding several groups, NAV has decided to prioritize 
precision and the avoidance of  making erroneous payments. Second, Norwegian 
lawmakers did not design the child benefits law with full digitalization in mind; as 
such, the welfare policy is independent of  the needs of  digitalization. For that 
reason, the automated service is exclusive. Not all groups covered by the child 
benefit policy are included in the automated system because the risk of  its making 
errors is too high. These groups are still eligible and can apply manually. Overall, 
these applicants wait longer to receive the benefit, and often have to apply 
multiple times to prove their eligibility before being awarded the benefit (Larsson 
2021). 

In theory, NAV could have made different choices. With the support of  
lawmakers, the framing of  the eligibility rules for the benefit could be made to 
circumvent international obligations. Norwegian lawmakers could thus have 
changed the legal requirement so that the child benefit legislation did not include 
foreign workers. This change, and others like it, could be used to remove user 
groups that are not covered by the automation from being covered by the child 
benefit program. However, doing so would make the welfare considerations of  the 
policy secondary to its technological considerations. Consequently, the social 
policy would be less able to provide welfare, as citizens would be excluded for no 
better reason than to make the administration of  the service more cost-effective. 
Finally, NAV could simply accept the added risk of  automating payments for all 
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recipients the system identifies. This would lead to more erroneous payments but 
would also cover all eligible citizens without challenging the integrity of  the 
welfare policy itself. In other words, it would shift the burden from eligible citizens 
applying because they were not automated to ineligible citizens taking the time to 
correct the mistake of  an erroneous endowment. In the literature on 
administrative burdens, the inaccessibility of  a service creates additional burdens 
for the citizen (Herd and Moynihan 2010). When a service is awarded proactively 
but erroneously, ineligible citizens are burdened with the responsibility of  notifying 
the public agency responsible and returning what was awarded to them. 

Looking beyond the illustrative case, there has been little research into government 
automation that evaluates what choices governments make when creating digital 
systems to provide services proactively. In addition, such choices would be heavily 
dependent on what type of  service is being offered proactively. When automating 
schemes and programs, it seems likely that governments would choose to prioritize 
precision. Automation is, after all, an attempt to create value by using the 
government’s data assets; instead of  risking their value by relying on poor data, 
governments are trying to improve their quality. For example, data the Norwegian 
Tax Administration collects are widely used in the delivery of  other services, and 
in improving the quality of  this registry data, the government intends to better 
information sharing among government agencies (Ministry of  Local Government 
and Modernisation 2019).  

In the context of  the trilemma’s third option—the design of  welfare policy that is 
independent of  technological considerations—there has been increasing 
willingness to consider changing laws in order to ensure a more easily digitized 
legal framework (Schartum 2016), although bearing always in mind the potential 
tradeoffs between an easily automated digital system and the social benefits of  
welfare policies (Citron 2007). In Norway, leading public administrators and 
business leaders have called for increasing willingness to change laws and 
regulations to facilitate increased digitalization and automation (NorStella 2019, 
Larsen 2018). While it is hard to deconstruct all the considerations that go into 
creating public policies, there is some evidence that changes in welfare laws are 
being motivated by the benefits of  digital systems. In 2016, Norwegian lawmakers 
made changes to how the size of  sickness and family-related cash benefits were 
calculated (Prop. 37 2016). While the statute explicitly states that the changes will 
not entail a lowering of  benefits for citizens, it does argue its benefit in reducing 
discretion and enabling more digitalization. No study has been done to evaluate if  
these changes have affected some citizens negatively. However, the goal of  
reducing discretion is, in itself, noteworthy. As previous studies have shown, the 
discretionary power of  bureaucrats is sometimes necessary to ensure the fair 
treatment of  citizens and the successful execution of  public policy (Lipsky 2010, 
Molander 2016, Bovens and Zouridis 2002). Consequently, discretion is not always 
to be avoided, but it is rather a necessity in ensuring an equality that rigid 
bureaucratic regulations or digital systems are unable to give. Arguing that a 
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reduction in discretion will only increase quality and will not affect any citizens 
adversely, as the notes on the Norwegian law do, seems unduly optimistic. 

Designing digital systems is meticulous work. Deciding what data to use and how 
to use it is at the heart of  the process (Dahlbom and Mathiassen 1993). The 
question of  which citizens to digitally include or exclude is discussed continually as 
digital systems continue to be developed and improved. While human bureaucrats 
have the ability to make case-by-case judgments, digital systems must exclude or 
include on a larger scale. The same is true of  public policy. With some groups 
already at risk for being marginalized from the scope of  social policies, a lack of  
quality data could position them at an even greater distance from public welfare. 

Designing Tomorrow’s Public Welfare  
In this paper, we have used a case from Norway to argue that it is almost 
impossible to develop information-driven computer systems that deliver welfare 
services proactively to citizens in a manner that is in keeping with socially 
beneficial welfare policies. Standing in the way of  the idealized digital system is a 
trilemma of  choices. It is not possible for proactive automation to be directed to all 
eligible citizens, to be exclusive of  ineligible citizens, and still support laws that 
adhere to the social requirements of  welfare policies. One of  these goals must be 
rejected when creating a digital system that delivers welfare services proactively. 
Nevertheless, even in the light of  the issues identified, an automated system can 
still be an improvement relative to previous methods of  delivering welfare services. 
To ensure that digital welfare services and policies continue to benefit society, the 
automation trilemma’s three options need to be better understood. This article has 
looked at the relationship between the three options, but more academic study 
should be given to each of  these options and the consequences when they are not 
prioritized in welfare automation or if  there are alternative solutions that could 
better resolve the issues between them. With that purpose in mind, this article 
concludes with some suggestions for further research. 

Of  the three options, the question of  exclusion has recently received increased 
attention. Since governmental data demands categorization, automation that uses 
this data has been shown to create unfavorable results for some citizens acquiring 
welfare services (Peeters and Widlak 2018, Wihlborg, Larsson, and Hedström 
2016). This has also been tied to the concept of  administrative burden: a field of  
research aiming to explore the mechanisms of  how and why bureaucratic and 
administrative practices place burdens on those seeking public services (Herd and 
Moynihan 2019, 2010). As more cases become available, the relationships between 
automation, exclusion, and administrative burden should be further explored. 

Second, while the legal requirements of  government digitalization have been 
discussed for several decades, little attention has been paid to the consequences of  
adapting welfare-related social policies to suit the needs of  digitalization. Previous 
studies on various welfare models have shown how countries have different values 
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in government, causing them to pursue different policy agendas (Esping-Andersen 
1990). As digital government is often framed as a new model, a more thorough 
exploration of  the guiding values and principles of  old and new models should be 
conducted. 

Finally, early research into e-government found that people were reluctant to use 
online services because they did not trust their government (Reddick 2005). In the 
context of  this study’s illustrative case, the opposite is shown to be true. While 
some recipients are awarded the benefit automatically, with a preliminary 
notification, others are not. If  welfare organizations allow for imprecise 
automation, increased trust and responsibility are placed on citizens to correct 
mistakes. The effects of  public digitalization in terms of  how far and to whom 
governments can extend their trust remain understudied. Usually, the question of  
trust between government and its citizens relates to how much influence the 
citizenry is given in public decision-making (Yang 2005, Migchelbrink and Van de 
Walle 2021). Still, many digital services provided by the government expect 
citizens to self-service themselves (Breit 2019). How much, then, is the citizen 
allowed to do without control or supervision? It seems detrimental to the trust that 
people place in government if  they learn that the government places more trust in 
their digital systems than in the citizenry.  
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