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ABSTRACT
Recently, many users prefer online shopping to purchase items from the web.
Shopping websites allow customers to submit comments and provide their feedback
for the purchased products. Opinion mining and sentiment analysis are used to
analyze products’ comments to help sellers and purchasers decide to buy products or
not. However, the nature of online comments affects the performance of the opinion
mining process because they may contain negation words or unrelated aspects to
the product. To address these problems, a semantic-based aspect level opinion
mining (SALOM)model is proposed. The SALOM extracts the product aspects based
on the semantic similarity and classifies the comments. The proposed model
considers the negation words and other types of product aspects such as aspects’
synonyms, hyponyms, and hypernyms to improve the accuracy of classification.
Three different datasets are used to evaluate the proposed SALOM. The experimental
results are promising in terms of Precision, Recall, and F-measure. The performance
reaches 94.8% precision, 93% recall, and 92.6% f-measure.

Subjects Artificial Intelligence, Data Mining and Machine Learning, Methods and Theory,
Natural Language and Speech
Keywords Opinion mining, Sentiment Analysis, Aspect Lexicon, Wordnet

INTRODUCTION
People all over the world use social networking sites to share their experiences, opinions
and thoughts on specific topics with others. These opinions and thoughts are an important
reference to others in evaluating the products and taking decisions on which product
to purchase. Therefore, opinions collection and analysis play a vital role in the product
design and marketing. However, the large number of opinions is considered as beneficial as
challenging to analyze. Manual analysis is a time consuming and may fail or cause
incorrect decisions. Therefore, opinion mining is used to solve this problem by monitoring
the peoples’ feelings and emotions toward specific products or services (Arunkarthi &
Gandhi, 2016). Opinion mining is useful for filtering the users’ opinions and generating
a quick summary from a large amount data in an acceptable time. Thus, the opinion
mining can be used in different fields of life, such as commerce, politics, finance,
purchasing items, entertainment and others (Singh et al., 2019). Opinion mining consists
of three main parts: opinion holder, opinion object, and opinion orientation (Neshan &
Akbari, 2020). Opinion holder is the person who gives his/her opinion. Opinion object
is the property or aspect that can be expressed by the opinion holder. Opinion polarity is
the orientation of the opinionated object as a positive or negative.
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Opinion mining uses information retrieval and natural language processing techniques
to analyse opinions. Therefore, the opinion mining methods are categorized according to
the level of analysis into three levels (Sharma, Nigam & Jain, 2014): document, sentence,
and aspect. The document level opinion mining, which classifies the whole document
or review with positive or negative based on the number of negative and positive sentiment
words that appeared in the review. In this level, the review is assumed to have opinions
related to a single object, although the same review may contain different objects with
different opinions of the same person. Therefore, this level of analysis is not accurate for
decision making. The second level is the sentence-level opinion mining where each
sentence is considered as a single review which contains only one opinion. The third one is
the aspect level opinion mining. The product aspects are defined as the attributes or
properties of the product. The aspects are categorized into implicit and explicit aspects.
Implicit aspects are not explicitly written in the review, but extracted from the
meaning. Explicit aspects are explicitly located in the review. In aspect level opinion
mining, the review is classified into positive and negative label according to the product
aspects appeared in the review sentences, whereas the same review may have different
aspects with different sentiments. The aspect level opinion mining is the most powerful
for decision making as it determines the points of strength and weakness of a product
or service.

The aspect level opinion mining has two main steps. The first one is the aspect
extraction step where the aspects of the product are extracted from the users’ reviews or
comments. The second step is the reviews classification based on the extracted product
aspects. Consider the following review from the mobile phone dataset, “the fm radio is
cool.” Firstly, “fm radio” is extracted as aspect of mobile phone and (“cool”) as opinion
word. Then, the review is classified according to “fm radio” as positive because “cool” is a
positive oriented sentiment. The performance of the aspect-based opinion mining process
is affected by the presence of negation words and spam aspects which are not related to
the product. Therefore, in this paper a semantic-based aspect level opinion mining
(SALOM) model is proposed to handle these issues and improve the efficiency of the
aspect-based reviews classification. From this perspective, the proposed SALOM does the
following: it identifies the actual aspects of the product based on the semantic similarity
(Aboelela, Gad & Ismail, 2019). Furthermore, it handles the negation words appeared
in the reviews’ sentences to assign accurate orientation scores. The proposed SALOM uses
different types of product aspect (nearest aspect synonym, hyponym, and hypernym) to
consider more reviews. These aspect types are extracted based on Wordnet taxonomy
(Sharma, Nigam & Jain, 2014), and semantic similarity (Wan & Angryk, 2007). SALOM
can deal with more than one aspect in the same review sentence. In addition, it uses a
sentiment lexicon and two lists of the most popular positive and negative sentiment words
to give more accurate sentiment scores. Finally, the proposed model generates a
meaningful aspect-based review summary that helps producers and consumers make a
decision. The experimental results show a promising performance compared to other
methods. SALOM reaches to 94.8%, 93%, and 92.6% in terms of Precision, Recall and
F-measure respectively.
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The rest of the document is organized like this. Related work in “Related Work”
presents a summary of previous studies in the area of opinion mining. How the SALOM
model woks are described and explained in “The Proposed Semantic-based Aspect Level
Opinion Mining (SALOM)Model”. “Experiments and Results” presents the characteristics
of the dataset used, evaluation measures, experiments and outcomes. A discussion can
be found in “Discussion”. The conclusion and future work are discussed in “Conclusion
and Future Work”.

RELATED WORK
The related work section provides an overview of some studies in the field of opinion
mining and sentiment analysis. Two types of studies are given. The first type is linked only
to aspect extraction step. The second is related to the opinion mining process at the aspect
level (aspect extraction + aspect-based reviews classification).

A pattern knowledge approach is proposed in Htay & Lynn (2013). They defined some
patterns to extract the opinionated aspects from the product’s reviews dataset. Nouns
and noun phrases are assumed to be product aspects. Examples of the predefined patterns:
(adjective, singular noun/plural noun) and (adverb/comparative adverb/superlative
adverb, adjective/adverb/comparative adverb/superlative adverb, singular noun/plural
noun). Stanford part of speech (POS) tagger (Chinsha & Joseph, 2015) is used to extract the
defined patterns from reviews.

Khan, Baharudin & Khan (2014), the authors identified the product aspects by using the
semantic relation and the syntactic sequence. The semantic relation is based on polarity
adjectives and the syntactic sequence is based on linguistic patterns.

Nouns and noun phrases are considered as product aspects inMaharani, Widyantoro &
Khodra (2015). A syntactic pattern approach based on aspects observation is proposed to
extract the product aspects from reviews dataset. To extract the aspects that match the
predefined patterns, Stanford part of speech (POS) tagger is used. The proposed approach
considered the part of speech tag of the current word, previous and next words (current,
(current − 1), and (current + 1)).

In Bagheri & Nadi (2018), a framework is proposed to extract the single and multi-word
aspects from customer reviews. The authors extracted five products’ datasets from
Amazon.com to test the presented framework. The words with noun tags are considered as
single-word aspects. For multi-word aspects, several patterns are defined to extract the
aspects from reviews’ sentences. Moreover, the c-value measure is calculated for each
extracted multi-word aspect to rank the aspects and select the important ones. For each
candidate aspect, the Pointwise Mutual Information (PMI) association measure is
calculated to extract the final product aspects. Table 1 presents a summary of the studies
performed aspect extraction only.

In Aboelela, Gad & Ismail (2019), the exact product aspects are extracted by using the
WU-Palmer semantic similarity (Wan & Angryk, 2007). Nouns and noun phrases are
considered as product aspects. Stanford part of speech (POS) tagger is used for tagging the
reviews. The experiments are performed on three different product datasets and achieved
promising results in terms of average recall, precision, and f-measure performance measures.
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InHu & Liu (2004), association mining rules and pruning algorithms are applied to find
the product aspects from customer reviews. Whereas, the product aspects are assumed to
be nouns and noun phrases, and the sentiment words assumed to be adjectives only.
The experiments are performed on five products’ datasets collected from the Amazon.com.
Wordnet lexicon is used to get the adjectives’ synonyms and antonyms. The negation and
but clause are handled.

In Samha, Li & Zhang (2014), an opinionated summary is generated from user reviews.
Main four tasks are presented: aspects and opinions extraction and classification of
each aspect, grouping aspects based on similarities, find the most popular aspect sentences
and finally, generate an opinionated summary. The authors used an opinion lexicon
which contained a few numbers of sentiment words and a manually labeled sentiment
lexicon to get the sentiment scores of aspects.

In Chinsha & Joseph (2015), adjectives and verbs are used as sentiment words. More
combinations are proposed as opinion phrases such as adverbs, adjective combinations,
and adverb, verb combinations. Stanford dependency parser (Marneffe, MacCartney &
Manning, 2006) is used to extract the aspect related sentiment words from reviews.
SentiWordnet (Esuli & Sebastiani, 2006) is used to detect the aspect orientation and
Wordnet to get the aspect synonyms. Negative words are handled in classification phase.

Nouns and noun phrases are considered as product aspects in Sarawgi & Pathak
(2017). The reviews are extracted from Amazon web services. Natural Language (NL)
processor is used for sentence segmentation. Part Of Speech (POS) tagging and Apriori
algorithm are used to get the most frequent aspects. Moreover, SentiWordnet lexicon is
used to get the sentiment words (adjectives) orientation.

Four modules are presented in Asghar et al. (2017) for aspect-based opinion mining,
which namely aspect-sentiment extraction, aspect grouping, aspect-sentiment
classification, and aspect-based summary generation. The accuracy of the classification is
enhanced by using a sentiment lexicon and a revised corpus. The presented aspect
extraction module is an improvement to the work proposed in Khan, Baharudin & Khan
(2014). Nouns, noun phrases, and verbs are considered as product aspects. Therefore, an
extended set of heuristic patterns is defined to gather the product aspects from dataset
reviews. The presented approach achieved the highest precision compared to the other
methods in Chinsha & Joseph (2015) and Samha, Li & Zhang (2014). Their approach did
not consider the following: extracting the implicit aspects, handling multiple aspects and
their related sentiments, slang, and emotions.

Table 1 Summary of studies performed aspect extraction only.

Studies Advantages Disadvantages

Htay & Lynn (2013), Khan, Baharudin &
Khan (2014), Maharani, Widyantoro &
Khodra (2015) and Bagheri & Nadi (2018)

� Defined patterns to extract the
opinionated product aspects.

� The extracted aspects using the defined
patterns contained spams.

� The review classification step is not performed.

Aboelela, Gad & Ismail (2019) � Extracted the accurate product
aspects by using semantic similarity measure.

� The review classification step is not performed.
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A supervised learning model is presented in Haque, Saber & Shah (2018) to classify
different unlabeled products’ datasets that come from Amazon.com. The datasets are
labeled manually and different classifiers are used to get the right class label. The labeled
datasets are processed to extract the aspects of each product. Bag of words, TF-IDF,
and chi-square approaches are used to extract the aspects. Different classifiers have also
been tested to classify the reviews according to the extracted aspects and to achieve the best
classification performance. The used classifiers are the Linear Support Vector Machine,
Multinomial Naïve Bayes, Stochastic Gradient Descent, Random Forest, Logistic
Regression, and Decision Tree.

In Güner, Coyne & Smit (2019), three different machine learning algorithms are
experimented to classify product reviews that come from Amazon.com. The algorithms are
the Multinomial Naïve Bayes (MNB), the Linear Support Vector Machine (LSVM), and
the Long short-term memory network (LSTM). The experiments showed that the long
short-term memory network (LSTM) achieved the highest accuracy. The main tasks of the
approach presented in Güner, Coyne & Smit (2019) are aspect extraction, review
classification. TF-IDF (Qaiser & Ali, 2018) and tokenization techniques are used for
aspects extraction. For the classification with MNB and LSVM, the TF-IDF technique is
applied. For classification with LSTM, the tokenization technique is performed. The
tokenization technique consisted of three phases which are fitting on the training set,
converting text to sequences, and padding sequences. Fitting on the training set was
dependent on the number of unique words that existed in the reviews. Converting text to
sequences was replacing the review words to unique integers, padding the sequences
was making the sequenced arrays are equally sized by adding zeros to arrays.

Two aspect-based methods are proposed in Mowlaei, Abadeh & Keshavarz (2020) to
generate dynamic lexicons. The first method used statistical methods and the other one
used a genetic algorithm. The dynamic lexicons are context sensitive so, they assigned
accurate scores to the words related to the context. The results showed that the use of these
dynamic lexicons with most commonly used lexicons such as Bing Liu’s sentiment lexicon,
MPQA Subjectivity lexicon, and SentiWordnet achieved better performance than using
these known lexicons with each other.

In Neshan & Akbari (2020), a hybrid method is presented which used the lexicon-based
techniques along with the machine learning methods to improve the accuracy of reviews
classification. Parts of speech tagging is applied and verbs, adjectives and adverbs are
considered as sentiment words. Lemmatization is performed for the extracted verbs,
adjectives and adverbs and negation words are considered. SentiWordnet Score, positive
and negative words ratios, Liu’s lexicon score, and SentiStrength score are used together to
calculate a polarity score for each extracted sentiment word. The output polarity scores are
used as input of a meta-classifier which classified the reviews to positive and negative based
on four machine learning algorithms called Naïve Bayes, Support Vector Machine,
Artificial Neural Network, and Decision Table. The results showed that the use of a
meta-classifier improved the performance of reviews classification.
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Machine learning methods and lexicon-based techniques are used in Keyvanpour,
Zandian & Heidarypanah (2020) to enhance the performance of opinions classification.
Lexicon-based techniques are applied first and then the machine learning methods. Some
documents are considered in the lexicon-based classification such as a document of stop
words, a document of emotions along with their orientation, and a document of some
positive and negative sentiment words. An enhanced neural fuzzy network is used to
improve the performance of the proposed Opinion Mining Method based on Lexicon and
Machine Learning (OMLML) method.

Regarding to the mentioned disadvantages in Tables 1 and 2, the previous lexicon-based
studies tried to improve the accuracy of reviews classification. However, they did not use
the semantic tree to extract the aspects related to the product domain. In addition, they
did not consider different types for product aspects. Moreover, most of these studies used
only a sentiment lexicon, although it is insufficient to give accurate sentiment scores.
Therefore, a semantic-based aspect level opinion mining (SALOM) model is proposed to
address these challenges. The proposed model aims to enhance the performance of the
opinion mining process and generate a helpful aspect-based review summary.

THE PROPOSED SEMANTIC-BASED ASPECT LEVEL
OPINION MINING (SALOM) MODEL
In this section, we describe our proposed solution, a semantic-based aspect level opinion
mining (SALOM) model. The proposed model extracts the actual aspects of the product
from reviews based on semantic similarity measure. Then, it classifies the reviews based
on different product aspect types. The proposed model consists of two main modules:

� Aspects and related words extraction module.

� Orientation detection module.

The proposed SALOM model works as follows: firstly, the most frequented nouns and
noun phrases in the dataset are extracted. Then, the semantic similarity is performed to
obtain the aspects related to the product domain. The aspect synonyms and related
words are important in SALOM. Therefore, for each exact aspect, the nearest synonym,
hyponym and hypernym are extracted and considered as product aspects. Whereas, the
reviews that have product aspects (actual aspects/aspects’ synonyms/hyponyms/
hypernyms) are considered in the classification step. The reviews are preprocessed and
tagged to extract the opinion words that express the product aspects. Then, they are
classified according to the product aspects into positive or negative based on the polarity of
opinion words. Finally, an aspect-based review summary is generated. The overall steps of
the proposed SALOM model are shown in Fig. 1 and illustrated in Algorithm 1.

Aspects and related words extraction
In this module, product aspect lexicon is built using Wordnet glossary (Sharma, Nigam &
Jain, 2014) and semantic similarity. The aspect lexicon consists of the exact product
aspects. Each aspect is associated with its nearest synonym, hyponym, and hypernym. In

Aboelela et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.558 6/22

http://dx.doi.org/10.7717/peerj-cs.558
https://peerj.com/computer-science/


Table 2 Summary of studies performed opinion mining at aspect level.

Studies Advantages Disadvantages

Hu & Liu (2004) � Negation is considered. � Only adjectives are assumed as
sentiment words.

� Only frequent aspects are considered.
� The extracted frequent aspects

contained spams.

Samha, Li & Zhang (2014) � An opinion lexicon and a manually built
sentiment lexicon are used to assign
sentiment scores.

� The frequent words and their synonyms
are considered as product aspects.

� Negation is not considered.
� The extracted aspects set contained

spams.
� The used opinion lexicon consisted of a

limited number of opinion words that
are assigned scores manually.

Chinsha & Joseph (2015) � Negation is considered.
� The frequent words and their synonyms

are considered as product aspects.

� The extracted aspects set contained
spams.

� SentiWordnet lexicon is only used to
assign polarity scores.

Sarawgi & Pathak (2017) � Opinion mining at aspect level is
performed.

� Negation is not considered.
� Only frequent aspects are considered.
� Only adjectives are assumed as

sentiment words.
� The extracted frequent aspects

contained spams.
� The only SentiWordnet lexicon is used

to assign polarity scores.

Asghar et al. (2017) � Negation is considered.
� A sentiment lexicon and a revised corpus

are used to assign accurate sentiment
scores.

� The semantic similarity measure is
applied to group the aspect synonyms.

� The extracted aspects by using the
defined patterns contained spams.

Haque, Saber & Shah (2018) and
Güner, Coyne & Smit (2019)

� A supervised learning approach is used
at aspect level.

� The extracted aspects contained spams.

Mowlaei, Abadeh & Keshavarz (2020) � Negation is considered.
� The generated dynamic lexicons are used

with a group of popular sentiment
lexicons to assign accurate sentiment
scores.

� Only frequent aspects are considered.
The generated aspects contained
spams.

Neshan & Akbari (2020) � Negation is considered.
� Lexicon-based techniques are used with

machine learning methods to get the
reviews polarity.

� Aspect extraction step is not
considered.

Keyvanpour, Zandian &
Heidarypanah (2020)

� Lexicon-based techniques are used with
machine learning methods to get the
aspect-based reviews polarity.

� Negation is not considered.
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addition, the aspect lexicon is used to filter the product reviews before classification step.
Aspects and Related words extraction module consists of:

� Product related aspects extraction.

� Nearest aspects’ synonyms and related words extraction.

Product related aspects extraction
The product related aspects extraction step aims to extract the actual product aspects from
customers’ reviews. Nouns and noun phrases are assumed to be product aspects. Noun
phrases are defined as a sequence of nouns or a combination of adjectives and nouns.
Therefore, for each product review, the part of speech (POS) tag is used to extract nouns and
noun phrases. For example, the review “the moveable lcd screen is great.” is tagged into
(S the/DT moveable/JJ (NP lcd/NN screen/NN) is/VBZ great/JJ. /.) where, the “lcd screen”
noun phrase is identified as a candidate product aspect. Then, the frequency is calculated
for each extracted noun and noun phrase. The frequency is defined as the number of
occurrences of a word. Then, a cutoff threshold is defined to extract the most frequent nouns
and noun phrases. Afterwards, the aspects related to the product domain are identified by
using the WU-Palmer semantic similarity measure (Wan & Angryk, 2007). The semantic
similarity is calculated between the product name and each extracted frequent noun and
noun phrase. Then, according to a predefined threshold, the frequent nouns and noun phrases
that have the highest semantic similarity score are considered as the actual aspects of the
product (Aboelela, Gad & Ismail, 2019). The semantic similarity is calculated using Eq. (1).

WUP Sim ¼ 2� depthðlcsðc1; c2ÞÞ
depthðc1Þ þ depthðc2Þ (1)

Figure 1 The proposed semantic-based aspect level opinion mining SALOM model.
Full-size DOI: 10.7717/peerj-cs.558/fig-1
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Where, depth (c1, c2) is the depth of the product name sense and each extracted
frequent noun and noun phrase sense in the taxonomy. Lcs (c1, c2) is the least common
subsume of the senses c1 and c2.

Nearest aspects’ synonyms and related words extraction
The nearest aspects’ synonyms and related words extraction step is applied to each exact
aspect. Therefore, for each exact product aspect firstly, its synonyms, hyponyms, and
hypernyms are extracted using Wordnet glossary. The word synonym is defined in
Wordnet as a synset or a set of words (may be a noun or phrase) that share the same
meaning of the word. However, hypernym and hyponym of a word; are defined as upper
and lower words (nouns or phrases) that are semantically related to the word in the
Wordnet hierarchy. Then, the nearest synonym, hyponym, and hypernym of a product
aspect are calculated using the WU-Palmer semantic similarity as follows. Firstly, for noun
aspects, the nearest synonym to the aspect is measured by calculating the semantic
similarity between the aspect, and each word “noun or phrase” exists in its synonym’s
bag of words. Then, the word with the greatest semantic similarity score is considered
as the nearest synonym to the aspect as shown in Algorithm 2. For example, the
synonyms of the word “radio” which is a component or aspect of mobile phone are
(‘radiocommunication’, ‘wireless’, ‘radio receiver’, ‘receiving set’, ‘radio set’, ‘tuner’), its
hypernyms are (‘broadcasting’, ‘receiver’, ‘receiving system’, ‘communication system’), and
its hyponyms are (‘clock radio’, ‘crystal set’, ‘heterodyne receiver’, ‘superheterodyne
receiver’, ‘superhet’, ‘push-button radio’, ‘radiotelegraph’, ‘radiotelegraphy’, ‘wireless
telegraph’, ‘wireless telegraphy’). After applying the WU-Palmer semantic similarity the

Algorithm 1 Semantic-based aspect level opinion mining (SALOM) steps.

Input: reviews dataset→Rds, Sentiment lexicon→S_lex, two lists of positive and negative sentiments

→Lst_1, →Lst_2, Wordnet lexicon→Wnet_Lex, negation set→Neg_set, product name→Prod_nm.

Output: aspect-based reviews summary→Asp_Sumry

1: for each review R in Rds do

2: Frequented noun and noun phrase aspects Asp_lst = Get frequented aspects (Review POS Tags RPOS)

3: Actual product aspects Prd_Asps = Apply semantic similarity (Prod]_nm, Asp_lst, Wnet_Lex)

4: Nearest Aspect’s synonym, hyponym, and hypernym Asp_Lex = Apply semantic similarity

(Prd_Asps, Wnet_Lex)

5: end for

6: for each aspect Asp in Asp_Lex do

7: for each review R in Rds do

8: Preprocessed Opinionated Review sentence Op_SentPr = Get sentence (R, Asp, Asp_Lex)

9: Extracted sentiment words S_wrds = Identify sentiment words (Op_SentPr, Asp, Asp_Lex, sentence
POS Tags Op_SentPOS)

10: Asp_Sumry[Asp] = Review classification(R, S_lex, Lst_1, Lst_2, Neg_set)

11: end for

12: end for
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nearest synonym, hypernym, and hyponym to the aspect “radio” in the mobile phone
domain are ‘radio receiver’, ‘communication system’, and ‘wireless telegraphy’ respectively.

Secondly, for noun phrase aspects, the aspect is initially divided into words. Then,
the nearest synonym for each word in the phrase aspect is identified by applying
Algorithm 2. Afterwards, the resulted nearest synonyms of the phrase aspect words are
concatenated to get the final nearest synonym to phrase aspect. The same method is
applied for hypernym and the hyponym bag of words to find the nearest hyponym and
hypernym to the product aspect “noun or noun phrase”.

Orientation detection
The orientation detection module aims to classify the product reviews to positive label
or negative label. The reviews are filtered using the aspect lexicon to distinguish between
necessary and unnecessary reviews. Whereas, the reviews that have aspect/aspect
synonym/aspect hyponym/aspect hypernym from the aspect lexicon are considered in the
classification process. The orientation detection module consists of:

� Review selection and preparation.

� Aspect related sentiment words identification.

� Review classification.

Review selection and preparation
The proposed SALOM considers the aspect, aspect synonym, aspect hyponym, and aspect
hypernym as product aspects. From this perspective, the review selection and preparation
step works as follows. For each review, if the product aspect is not found, the aspect

Algorithm 2 Nearest aspect synonym, hyponym, and hypernym extraction.

1: function GET_WORD_WITH_MAX_SCORE (synonym/hyponym/hypernym bag of words Lst,

aspect bag of words AS_syns)

Input: synonym/hyponym/hypernym bag of words→Lst, aspect bag of words→AS_syns

Output: nearest aspect synonym/hyponym/hypernym→Nearst_Wrd

2: Mx = −1, Sim_Score = 0 : integer variables

3: for each Word W in Lst do

4: get synset of W→Word_syns

5: Sim_Score = AS_syns.WUP_Similarity (Word_syns)

6: if (Sim_Score > Mx) then

7: Mx = Sim_Score

8: Nearst_Wrd = W

9: end if

10: end for

11: return Nearst_Wrd

12: end function
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synonym or aspect hyponym or aspect hypernym from the aspect lexicon will be used. So,
the review sentence that has the aspect or aspect synonym or aspect hyponym or aspect
hypernym is extracted. Then, the unwanted words such as stop words, non-alphabetic
characters, and numbers are removed from the sentence.

Aspect related sentiment words identification

The proposed semantic-based aspect level opinion mining (SALOM) model assumes the
adjectives, adverbs, verbs, nouns, and all their forms are sentiment words. Therefore, to
identify the sentiment words that express the product aspects in the review sentences
SALOM works as follows.

Initially, the sentence length (the number of words in a sentence) is checked and then it
is divided into sized pairs. The pair size is determined according to the aspect length and
the sentence length. Therefore, for noun aspects (consist of one word): if the sentence
length equals two, then, the pair size is two. However, if the sentence length is greater than
two, then, each pair size equals three. But for noun phrase aspects (which consist of two
or more words), the sentence length must be greater than two words and each pair size
equals (the phrase aspect length + 1). Afterwards, the noun aspect is searched for in all
pairs and once it is found, the (POS) tag and the orientation of its associated words in a
pair are checked because they are candidates to be sentiment words. However, if the
phrase aspect is not found in all pairs, then, it is divided into words and each word is
considered as a noun aspect. Algorithm 3 describes how to extract the sentiment words
that express the aspect in the sentence.

Review classification
In the proposed (SALOM) model, the review is classified according to each exact product
aspect and aspect synonym, hyponym, and hypernym. The polarity of the aspect
related sentiment words is detected by using a sentiment lexicon and two auxiliary lists
containing the most known positive and negative sentiment words. These auxiliary lists are
used in the case that the sentiment lexicon identified the sentiment word as a neutral
oriented word.

Two sentiment lexicons “SentiWordnet and Subjectivity lexicon for English adjectives”
are used to assign polarity or sentiment scores. The inputs of the two lexicons are different.
The SentiWordnet lexicon input is the sentiment word. However, the input of the
Subjectivity lexicon for English adjectives is the whole sentence. The experimental results
show that the SentiWordnet has better classification performance compared to the
subjectivity lexicon. Therefore, SentiWordnet is used in the proposed SALOM model.
Moreover, to enhance the accuracy of the review classification and assign more accurate
sentiment scores, SALOM considers the negation words that appeared with aspect related
sentiment words in the review sentences. Whereas, the existence of these negation
words inverts the polarity of the sentiment words. For example, the following two
sentences “the vibration is top” and “the vibration is not top” have different orientations.
The first sentence is a positive oriented sentence. The negation word “not” in the second
sentence reversed the polarity from positive to negative. Therefore, a set of negation
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word list such as no, not, isn’t, are not, nothing, etc. is used. Algorithm 4 illustrates if the
sentiment word is in a negative relation or not. The proposed SALOMmodel distinguishes
between the negative word “not” and “not only”. Whereas, the “not only” word does
not invert the orientation.

EXPERIMENTS AND RESULTS
Dataset description
To assess the performance of the proposed SALOM model, we experimented three
different benchmark Amazon products’ datasets for mobile phone, mp3 player, and digital
camera which available on (https://www.cs.uic.edu/liub/FBS/sentiment-analysis.html).

Algorithm 3 Aspect or aspect synonym or aspect hyponym or aspect hypernym related sentiment
words extraction.

1: function EXTRACT_SENTIMENT_WORDS (preprocessed review sentence Rev_Sent, aspect Asp)

Input: preprocessed review sentence→Rev_Sent, aspect →Asp

Output: list of sentiment words that express the aspect→SntW_Lst

2: if (length(Asp) == 1) and (length (Rev_Sent) == 2) then

3: Split Rev_Sent into pair of (w1,w2)

4: Extract the aspect from the pair = Search for the aspect in the pair (Asp)

5: Check POS and orientation of the word associated with the aspect in pair then append it to
SntW_Lst

6: else if ((length(Asp) == 1) or (length(Asp) > 1)) and (length(Rev_Sent) > 2) then

7: if (length(Asp) == 1) then

8: Split Rev_Sent into pairs each of (w1,w2,w3)

9: else

10: Split Rev_Sent into pairs each of size = length(Asp)+1

11: Split the aspect Asp into words Ph_wrds

12: end if

13: Extract the pair that contains the aspect Pr = Search for the pair (Asp)

14: Check POS and orientation of the words associated with the aspect in pair then append them to
SntW_Lst

15: if (length(Asp) > 1) and (Pr == ””) then

16: for word w in Ph_wrds do

17: Extract the pair that contains the word (w)

18: Check POS and orientation of the words associated with the aspect in pair then append
them to SntW_Lst

19: end for

20: end if

21: end if

22: return SntW_Lst

23: end function
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The three datasets are designed, compiled by Hu & Liu (2004) and previously used in
Samha, Li & Zhang (2014), Chinsha & Joseph (2015), Asghar et al. (2017), Güner, Coyne &
Smit (2019) and Mowlaei, Abadeh & Keshavarz (2020). Table 3 shows the details of each
dataset. In the datasets, the reviews are labeled as positive and negative based on their
identified aspects. Moreover, they rated from 3 (strongest) to 1 (weakest). Then, the review
started after the ## sign. Figure 2 presents sample reviews from the digital camera dataset.

The datasets have many problems such as:

� Some words are marked as aspects in the dataset but they were not. For example, “8mb
card” is labeled as an aspect of the digital camera, but it was not an aspect.

� Some words are defined as aspects in some reviews, but they have not been defined in
others, though they are found. For example, “voice dialing” is marked as aspect in some
reviews in the mobile phone dataset but not in other reviews.

Algorithm 4 Negation handling.

1: function CHECK_NEGATION(Parsed sentence S, Sentiment word Op_Wrd, set of negative words
Neg_Wset)

Input: Parsed sentence→S, Sentiment word→Op_Wrd, set of negative words→Neg_Wset

Output: Boolean variable→Flag

2: define Neg_wrd = ”” : string variable

3: for each Word W in S do

4: if (W in Neg_Wset) then

5: Neg_wrd = W

6: break

7: end if

8: end for

9: if ((Neg_wrd! = ””) and (S.index(Neg_wrd) < S.index(Op_Wrd))) then

10: if (Neg_wrd == “not”) then

11: if ((“only” in S) and ((S. index(“only”))−(S. index(“not”)) == 1)) then

12: Flag = False

13: else

14: Flag = True

15: end if

16: else

17: Flag = True

18: end if

19: end if

20: return Flag

21: end function
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� The same aspect could have two spellings. For example, the word ringtone had two
spellings in the mobile phone dataset “ring tone” and “ringtone”.

� Some aspects are labeled as implicit ones, but they were explicit. For example, the review:
“impossibly tiny size and difficult to operate, barely visible, power button”. The “size”
aspect has been explicitly defined in the review, but is defined in the dataset as an
implicit aspect.

� There are some reviews did not contain labeled aspects, but they were associated with a
title as presented in Fig. 2.

� There were some reviews had only implicit aspects.

The proposed (SALOM) model solves the previously mentioned datasets’ problems as
follows:

� For those reviews that were associated with a title or not and did not have labeled
aspects, the aspects, aspects’ synonyms, hyponyms, and hypernyms are extracted and
labeled.

� Reviews that contained implicit aspects and did not explicitly have aspects or aspects’
synonyms/hyponyms/hypernyms from the built aspect lexicon are ignored and
considered as spam reviews.

� Each review is analyzed to extract its main aspects that are not mentioned in the dataset
and labeled.

� The wrong aspects are deleted.

� The wrong spelling of words is corrected.

� Reviews are divided into sentences.

Figure 2 Sample reviews from the digital camera dataset.Full-size DOI: 10.7717/peerj-cs.558/fig-2

Table 3 Details of products’ datasets.

Dataset #Total reviews #Reviews associated with a title #Aspects Labeled reviews

#Implicit #Explicit #Pos #Neg

Digital camera 579 311 32 254 225 61

Mobile phone 546 206 30 310 254 86

Mp3 player 1716 868 116 732 516 332
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Performance measures
Three performance measures called Recall, Precision, and F-measure are used to evaluate
the proposed model.

Precision (Pr): is defined as the ratio of correctly classified instances as aspects to the
total of positive classified instances.

Pr ¼ TP
TP þ FP

(2)

Recall (R): is defined as the ratio of correctly classified positive instances as aspects to the
total classified instances.

R ¼ TP
TP þ FN

(3)

F-measure (Fm): is a metric that combines precision and recall.

Fm ¼ 2� recall � precision
recall þ precision

(4)

In the above formulas, TP (True-Positive) identifies the number of words that are
correctly classified as product aspects. FP (False-Positive) identifies the number of words
that are in correctly classified as product aspects. FN (False-Negative) identifies the
number of words that are incorrectly classified as not product aspects. TN (True-Negative)
identifies the number of words that are correctly classified as not product aspects.

Results and analysis
The proposed semantic-based aspect level opinion mining (SALOM) model is assessed by
using the SentiWordnet lexicon and the Subjectivity lexicon for English adjectives. Each
lexicon is used with two lists of well-known positive and negative sentiment words.
The assessment of the proposed SALOM is based on using different types of aspect:
product aspect (frequent and exact), aspect synonym, aspect hyponym, and aspect
hypernym as follows:

� F-A: frequent aspects.

� FE-A: frequent exact product aspects by using the WU-Palmer semantic similarity.

� A-ASyns: product aspects and aspects’ synonyms.

� A-ASyns-ARel: product aspects, aspects’ synonyms and Aspects’ related words
(hypernyms and hyponyms).

Table 4 shows a comparison between the SentiWordnet lexicon and the Subjectivity
lexicon using different types of aspects.

As shown in Table 4, the performance of the SentiWordnet lexicon and the subjectivity
lexicon for English adjectives is improved while considering different kinds of product
aspects, whereas for aspect type (F − A), the two lexicons achieve the lowest classification
performance because the aspects set contains spams. However, after the application of
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semantic similarity and the use of real aspects of the product (FE − A) the results are
improved. Afterwards, the aspect set is extended by another aspect types (A − ASyns)
and (A − ASyns − ARel) to achieve higher performance. As shown in Table 4, some results
are not changed after adding a specific aspect type. For example, in mobile phone dataset,
results from aspect types (FE − A) and (A − ASyns) using the SentiWordnet lexicon are
identical. This means that some reviews have neither the aspect nor the aspect synonym.

Table 4 Comparison between the SentiWordnet lexicon and Subjectivity lexicon using the three products’ datasets.

Lexicon Aspect types Datasets

Mobile phone Digital camera Mp3 player

R (%) Pr (%) Fm (%) R (%) Pr (%) Fm (%) R (%) Pr (%) Fm (%)

SentiWordNet Lexicon F − A 75 75 74.8 76.7 84.6 78.8 74.8 73.5 72.6

FE − A 98.5 97.2 97.6 81.8 90.4 84 92.7 88.3 88.5

A − ASyns 98.5 97.2 97.6 82.2 90.6 84.5 92.7 89.3 90

A − ASyns − ARel 98.7 97 97.7 88 97.5 91.3 92 90 88.8

Subjectivity Lexicon for
English Adjectives

F − A 62.8 64.8 62.8 83 62.8 68.3 69.4 67 65.3

FE − A 84.4 71.4 75.5 84.4 71.8 74 63.8 70 64.6

A − ASyns 81.6 74.6 74.7 77 76.3 75.6 72.5 72.7 69

A − ASyns − ARel 82.6 86.8 83 82.6 80 80 68 74.5 68.4

Note:
Results of the A − ASyns − ARel aspect type for each lexicon are shown in bold.

Figure 3 Average recall, precision, and f-measure of the SentiWordnet lexicon and Subjectivity
lexicon. Full-size DOI: 10.7717/peerj-cs.558/fig-3

Aboelela et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.558 16/22

http://dx.doi.org/10.7717/peerj-cs.558/fig-3
http://dx.doi.org/10.7717/peerj-cs.558
https://peerj.com/computer-science/


Figure 3 shows the average recall, precision and f-measure of the three products’ datasets
by using the SentiWordnet lexicon and the Subjectivity lexicon for English adjectives.

As indicated in Fig. 3, the performance of SALOM using the SentiWordnet lexicon
exceeds the performance of the Subjectivity lexicon for English adjectives for (A − ASyns −
ARel) aspect type, where the model reaches to 94.8%, 93%, and 92.6% in terms of precision
(PR), recall (R), and f-measure (Fm). The reason for this superiority is that the
SentiWordnet lexicon considers all part of speech (POS) tags of sentiment words, while the
subjectivity lexicon considers only adjective sentiments.

A sample execution example of the proposed SALOM model is presented in Fig. 4.
As shown in Fig. 4, the proposed SALOM input is the product reviews dataset. Then,

internet, person, radio, alot, t-zone, etc… are extracted from reviews as candidate product
aspects. Next, semantic similarity is applied to eliminate the noisier aspects and extract
the real aspects of the product. Afterwards, for each aspect of the product, the related
synonym, hyponym and hypernym are extracted as indicated in step 3. Then, the aspect
related sentiment words are extracted in step 4 where the sentiment word “hard” in pair
(hard, time) expresses the “battery life” aspect. This means that, for a particular review,
SALOM finds neither the aspect “battery life” nor its separate words “battery” and “life”
nor the aspect synonym “Barrage living” nor its separate words nor the aspect hypernym
“Artillery unit time period”. However, SALOM finds the aspect hypernym word “time”
and extracts its sentiment word “hard”. Moreover, the sentiment word “right” in the pair
(right, box) expresses the aspect “camera” because the word “box” comes from the
camera hyponym “camera box”. In step 5, for each aspect of the product, the number of
positive and negative reviews is determined. According to the “sound quality” aspect in the
pair (not, good, sound quality), The existence of the negation word “not” changes its

Figure 4 A sample execution example of SALOM model. Full-size DOI: 10.7717/peerj-cs.558/fig-4
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polarity from positive to negative. Finally, the aspect-based review summary is generated
as stated in step 6.

A comparison between the proposed SALOM model and other methods in Hu & Liu
(2004), Samha, Li & Zhang (2014), Chinsha & Joseph (2015), Asghar et al. (2017), Güner,
Coyne & Smit (2019) and Mowlaei, Abadeh & Keshavarz (2020) is presented in Table 5 to
show how each of them extracts the product aspects.

Table 6 shows a performance comparison between the proposed semantic-based aspect
level opinion mining (SALOM) model and the methods presented in Hu & Liu (2004),
Samha, Li & Zhang (2014), Chinsha & Joseph (2015), Asghar et al. (2017), Güner, Coyne &
Smit (2019) and Mowlaei, Abadeh & Keshavarz (2020).

As shown in Table 6, the proposed model achieves better performance compared to
other methods in terms of Recall, Precision and F-measure respectively. As, the proposed
SALOM model uses the semantic similarity to avoid spam product aspects. In addition,
it uses different types of product aspect, such as aspect synonym, hyponym, and hypernym
which also related to the product domain. Moreover, SALOM handles the negation
words and differentiates between the negation word “not” and “not only”. Finally, SALOM
can deal with different aspects exist in the same review sentence.

Table 5 A comparison between the proposed SALOM model and other methods for aspect extraction.

Reference Method

Hu & Liu (2004) Association mining rules are used to extract the frequent nouns and noun phrases (recommended to be
product aspects). Then, some pruning techniques are applied to eliminate the meaningless frequent
aspects and extract the actual product aspects.

Samha, Li & Zhang (2014) Initially a list of predefined product specifications/aspects and their synonyms is considered. Then, the
part of speech tagging is performed to extract the frequent tag sets from customer reviews. Finally, the
product aspects are extracted from the frequent tags based on the list of product specifications and their
synonyms.

Chinsha & Joseph (2015) Part of speech tagging is applied to get the frequent noun and noun phrase words. Then, unneeded words
are removed and synonyms words are grouped to generate the final product aspects.

Furthermore, the aspects’ synonyms are considered as product aspects.

Asghar et al. (2017) An expanded patterns set than the one proposed by Khan, Baharudin & Khan (2014) is used to extract the
product aspects. Whereas, the patterns considered nouns, noun phrases, and verbs as product aspects.

Güner, Coyne & Smit (2019) Two techniques called TF-IDF Vectorizer and tokenization technique are presented for product aspect
extraction. The type of classifier used to determine the technique used to obtain aspects of the product.
The tokenization technique involved three steps which are (1) getting the maximum number of reviews
unique words, (2) converting each review into array of unique integer numbers, and (3) making the
arrays equally sized.

Mowlaei, Abadeh & Keshavarz (2020) Predefined part of speech tags are used to extract words that are candidates to be product aspects.

Each extracted word assigned a score, which depended on the following considerations: (1) The frequency
of the word in positive and negative sentences, (2) The number of positive and negative aspects in the
dataset, and (3) The distance between the word and the existing aspects in the training corpus. The words
with maximum scores are considered to be product aspects.

Proposed SALOM Part of speech tagging is applied to extract the most frequent nouns and noun phrases. Then, semantic
similarity is performed to extract the actual product aspects. Moreover, the closest synonym, hypernym,
and hyponym to aspects are considered as product aspects.
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DISCUSSION
The proposed SALOM is assessed using four experiments to discover the effectiveness of
semantics in the opinion mining process. The experiments are based on the SentiWordnet
lexicon, which achieved better performance than the subjectivity lexicon. Whereas, the
SentiWordnet lexicon targets all the words, regardless their part of speech tags, unlike
the subjectivity lexicon, that targets adjectives only. To give more accurate sentiment
scores, the SentiWordnet is used with two lists of most known negative and positive
sentiments. The first experiment used the frequently mentioned words in the dataset as
product aspects. However, SALOM achieved low precision, recall, and f-measure because
of spam words that are considered as product aspects. Therefore, in the second
experiment, the semantic similarity is used to find the exact aspects related to the product
domain, and the results are improved. To increase the performance improvement, the
third and fourth experiments used the exact aspects, and their nearest synonyms and
related words (hyponyms and hypernyms) as product aspects. The nearest aspects
synonyms and related words are extracted usingWordnet glossary and semantic similarity.
Furthermore, handling the negation words in the four experiments improved the accuracy
of reviews classification at aspect level. The results showed that the use of semantic
similarity, other types of the product aspects, and handling the negation have a great
impact on the performance of aspect-based opinion mining process.

CONCLUSION AND FUTURE WORK
In this paper, a semantic-based aspect level opinion mining (SALOM) model is proposed.
The proposed model used theWU-Palmer semantic similarity measure to extract the exact
product aspects. SALOM assumed an aspect as a noun or noun phrase. It classified the
reviews based on different aspect types: exact product aspects, aspects’ synonyms,
hyponyms, and hypernyms. The proposed SALOM considered the negation words in the
classification step. Two sentiment lexicons are used: SentiWordnet lexicon and Subjectivity
lexicon for English Adjectives. The experimental results showed that the SentiWordnet
outperformed the Subjectivity lexicon. Therefore, the experiments were based on the

Table 6 Performance comparison between the proposed SALOM model and other methods.

Methods Performance measures

Avg.R (%) Avg.Pr (%) Avg.Fm (%)

Hu & Liu (2004) 69.3 64.2 84.2

Samha, Li & Zhang (2014) 61 56 60

Chinsha & Joseph (2015) 90.1 79.75 78

Asghar et al. (2017) 73 85 78

Güner, Coyne & Smit (2019) 55.5 64 61.4

Mowlaei, Abadeh & Keshavarz (2020) 91.0 91.0 91.0

SALOM 93 94.8 92.6

Note:
The SALOM measures are shown in bold.
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SentiWordnet lexicon. SALOM outperformed the other methods and achieved 94.8%,
93%, and 92.6% in terms of Precision, Recall, and F-measure performance measures.

Several improvements to this research that will be discussed in the future. The first
improvement involves grouping together aspect synonyms such as “battery” and “battery
life” will be grouped in “battery”. The second is to deal with the implicit aspects that are
extracted according to the context of the review. Finally, considering the strength of
opinion words and proposing a new method to assign more specific sentiment scores are
other improvements.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions
� EmanM. Aboelela conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the paper, and approved the final draft.

� Walaa Gad performed the experiments, analyzed the data, authored or reviewed drafts of
the paper, and approved the final draft.

� Rasha Ismail performed the experiments, analyzed the data, authored or reviewed drafts
of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

A Python file and two Notepad files are available in the Supplemental File.
Three different benchmark Amazon products’ datasets for mobile phone, mp3 player,

and digital camera are available at https://www.cs.uic.edu/˜liub/FBS/sentiment-analysis.
html.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.558#supplemental-information.

REFERENCES
Aboelela EM, GadW, Ismail R. 2019. Feature extraction using semantic similarity. In: Proceedings

of the International Conference on Advanced Intelligent Systems and Informatics. Berlin:
Springer, 82–91.

Arunkarthi A, Gandhi M. 2016. Aspect-based opinion mining from online reviews. Research
Journal of Pharmaceutical, Biological and Chemical Sciences 7:494–500.

Aboelela et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.558 20/22

http://dx.doi.org/10.7717/peerj-cs.558#supplemental-information
https://www.cs.uic.edu/&#x02DC;liub/FBS/sentiment-analysis.html
https://www.cs.uic.edu/&#x02DC;liub/FBS/sentiment-analysis.html
http://dx.doi.org/10.7717/peerj-cs.558#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.558#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.558
https://peerj.com/computer-science/


Asghar M, Khan A, Zahra S, Ahmad S, Kundi F. 2017. Aspect-based opinion mining framework
using heuristic patterns. Journal of Cluster Computing 22(S3):7181–7199
DOI 10.1007/s10586-017-1096-9.

Bagheri A, Nadi S. 2018. Sentiment miner: a novel unsupervised framework for aspect
detection from customer reviews. International Journal of Computational Linguistics Research
9(2):120–130 DOI 10.6025/jcl/2018/9/2/120-130.

Chinsha TC, Joseph S. 2015. A syntactic approach for aspect based opinion mining. In:
Proceedings of the IEEE 9th International Conference on Semantic Computing (IEEE ICSC).
Piscataway: IEEE, 24–31.

Esuli A, Sebastiani F. 2006. Sentiwordnet: a publicly avail-able lexical resource for opinion mining.
In: Proceedings of the Fifth International Conference on Language Resources and Evaluation.
Genoa, Italy: European Language Resources Association (ELRA).

Güner L, Coyne E, Smit J. 2019. Sentiment analysis for amazon.com reviews. In: Big Data in Media
Technology (DM2583) KTH Royal Institute of Technology. 9.

Haque T, Saber N, Shah F. 2018. Sentiment analysis on large scale amazon product reviews.
In: International Conference on Innovative Research and Development (ICIRD). New York:
IEEE.

Htay S, Lynn K. 2013. Extracting product features and opinion words using pattern knowledge in
customer reviews. Hindawi Publishing Corporation the Scientific World Journal 2013(6):1–5
DOI 10.1155/2013/394758.

Hu M, Liu B. 2004.Mining and summarizing customer reviews. In: Proceedings of the Tenth ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining. New York: ACM,
168–177.

Keyvanpour M, Zandian Z-K, Heidarypanah M. 2020. Omlml: a helpful opinion mining method
based on lexicon and machine learning in social networks. Social Network Analysis and Mining
10(1):1–17 DOI 10.1007/s13278-019-0622-6.

Khan K, Baharudin B, Khan A. 2014. Identifying product features from customer reviews using
hybrid patterns. The International Arab Journal of Information Technology 11:281–286.

Maharani W, Widyantoro D, Khodra M. 2015. Aspect extraction in customer reviews using
syntactic pattern. In: International Conference on Computer Science and Computational
Intelligence (ICCSCI). 244–253.

Marneffe M-C, MacCartney B, Manning C. 2006. Generating typed dependency parses from
phrase structure parses. In: Proceedings of the Fifth International Conference on Language
Resources and Evaluation, LREC 2006. 449–454.

Mowlaei M-E, Abadeh M-S, Keshavarz H. 2020. Aspect-based sentiment analysis using adaptive
aspect-based lexicons. Expert Systems with Applications 148(C–1):113234
DOI 10.1016/j.eswa.2020.113234.

Neshan S, Akbari R. 2020. A combination of machine learning and lexicon based techniques for
sentiment analysis. In: 6th International Conference on Web Research (ICWR). New York: IEEE,
8–14.

Qaiser S, Ali R. 2018. Text mining: use of tf-idf to examine the relevance of words to
documents. International Journal of Computer Applications 181(1):25–29
DOI 10.5120/ijca2018917395.

Samha A, Li Y, Zhang J. 2014. Aspect-based opinion extraction from customer reviews. arXiv.
Available at http://arxiv.org/abs/1404.1982.

Aboelela et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.558 21/22

http://dx.doi.org/10.1007/s10586-017-1096-9
http://dx.doi.org/10.6025/jcl/2018/9/2/120-130
http://dx.doi.org/10.1155/2013/394758
http://dx.doi.org/10.1007/s13278-019-0622-6
http://dx.doi.org/10.1016/j.eswa.2020.113234
http://dx.doi.org/10.5120/ijca2018917395
http://arxiv.org/abs/1404.1982
http://dx.doi.org/10.7717/peerj-cs.558
https://peerj.com/computer-science/


Sarawgi K, Pathak V. 2017. Opinion mining: aspect level sentiment analysis using sentiwordnet
and amazon web services. International Journal of Computer Applications 158(6):31–36
DOI 10.5120/ijca2017912830.

Sharma R, Nigam S, Jain R. 2014. Mining of product reviews at aspect level. International
Journal in Foundations of Computer Science & Technology 4(3):87–95
DOI 10.5121/ijfcst.2014.4308.

Singh P, Pawłowski W, Tanwar S, Kumar N, Rodrigues J, Obaidat M. 2019. Opinion mining
techniques and its applications: a review. In: Proceedings of First International Conference on
Computing, Communications, and Cyber-Security (IC4S 2019). Berlin: Springer, 549–559.

Wan S, Angryk R. 2007. Measuring semantic similarity using wordnet-based context vectors. In:
Proceedings of the IEEE International Conference on Systems, Man and Cybernetics. Piscataway:
IEEE.

Aboelela et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.558 22/22

http://dx.doi.org/10.5120/ijca2017912830
http://dx.doi.org/10.5121/ijfcst.2014.4308
https://peerj.com/computer-science/
http://dx.doi.org/10.7717/peerj-cs.558

	The impact of semantics on aspect level opinion mining
	Introduction
	Related work
	The proposed semantic-based aspect level opinion mining (salom) model
	Experiments and results
	Discussion
	Conclusion and future work
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


