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ABSTRACT 

The increasing number of cars that have been released to the market makes it more difficult for buyer to choose 

the choice of car that fits with their desired criteria such as transmission, number of kilometers, fuel type, and the 

year the car was made. The method that is suitable in determining the criteria desired by the community is the K-

Nearest Neighbors (KNN). This method is used to find the lowest distance from each data in a car with the criteria 

desired by the buyer. Euclidean, Manhattan, and Minkowski distance are used for measuring the distance. For 

supporting the selection of cars, we need an automatic data col-lection method by using web crawling in which 

the system can retrieve car data from several ecommerce websites. With the construction of the car search system, 

the system can help the buyer in choosing a car and Euclidean distance has the best accuracy of 94.40%. 
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ABSTRAK 

Meningkatnya penjualan mobil di pasaran membuat pembeli semakin sulit untuk memilih pilihan mobil yang 

sesuai dengan kriteria yang diinginkan seperti transmisi, jumlah kilometer, jenis bahan bakar, dan tahun 

pembuatan mobil. Metode yang cocok dalam menentukan kriteria yang diinginkan oleh masyarakat adalah K-

Nearest Neighbors (KNN). Metode ini digunakan untuk mencari jarak terendah dari setiap data dalam mobil 

dengan kriteria yang diinginkan oleh pembeli. Jarak Euclidean, Manhattan, dan Minkowski digunakan untuk 

mengukur jarak. Untuk mendukung pemilihan mobil, kami memerlukan metode pengumpulan data otomatis 

dengan melakukan crawling web di mana sistem dapat mengambil data mobil dari beberapa situs web e-

commerce. Dengan dibangunnya sistem pencarian mobil, sistem ini dapat membantu pembeli dalam memilih 

mobil dan jarak Euclidean memiliki akurasi terbaik yaitu 94,40%. 

    

Kata Kunci: Euclidean Distance, K Nearest Neighbors, Manhattan Distance, Minkowski Distance, Web Crawling.  

 

I. INTRODUCTION 

HE automotive world today continues to grow. This can be seen from the increasing purchasing 

power ratio of cars in the community. It is due to the increasing types of car accompanied by 

various price variants and promos offered by manufacturers. The more types of car on the market, 

it makes more difficult for buyer to make choices of cars according to the desired criteria. The many 

types of cars available in the market make prospective buyers set criteria for choosing cars [1]. 

The results of a survey states that the buyers take 2.9 months to determine desired car, while for a 

motorcycle states that the buyers take 3 weeks to determine the desired motorcycle [2]. Based on the 

problems, we need a system that can help speed up the search for cars based on the buyer desired criteria 

such as transmission, number of kilometers, fuel type, and the year the car was made.  

K-Nearest Neighbor (KNN) is a method for comparing two objects based on the closest distance. 

KNN is one of top 10 data mining algorithms [3][4][5]. KNN has several advantages, including the 

calculation that is used simply and effectively in the calculation of large amounts of data [6]. KNN can 

be used for providing the user order of choice for buying cars based on their criteria. Because of there 

are several distance measurements in KNN, our research question is which one of the best distance 
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measurements for finding the most desirable car for customer. This research will compare three distance 

measurements which are Euclidean, Manhattan, and Minkowski. 

II. BACKGROUND 

A. Previous Research 

 Chen et al. [7] proposes user price preferences in boosting recommendation in unexplored categories. 

Experiment results show fusing price preference improves both top item recommendation and overall 

item ranking in all settings. Li et al. [8] proposes Matrix Factorization recommender system by 

considering user-product rating. Janjarasuk et al. [9] proposes product recommendation for recording 

studio by using genetic algorithm. The method provides reasonable solutions only for a case study in 

recording studio for power unit selection. [10] uses sentiment analysis, topic modelling, and distributed 

representations to provide for product recommendations in flipkart e-commerces. Zhao et al. [11] build 

product recommender system by using user purchase history and their demographic information in their 

microblog. Prasetyo et al. [12] uses K Means clustering for finding the cheapest product in e-commerce. 

It uses products from bukalapak, Lazada, and blibli as dataset. Cho et al. [13] uses web usage mining 

and decision tree induction. The methodology of web usage mining is data mining methods which are 

decision tree, association rule mining, and product taxonomy.  

From those previous researches, there is no product recommender system especially for used car. 

Used car is different with other product recommendation from previous researches, because only one 

used car can be sold then product reviews could not be used as considered attribute for used car. Used 

car also has unique quantitative attributes such as mileage and years of car manufacturing which can 

easily be considered by using KNN for product recommendations. Figure 1 shows the kind of dataset 

from previous research. 

 

B. K-Nearest Neighbor (KNN) 

KNN uses distance measurement to determine the level of similarity between two data objects. The 

common distance measurements are Euclidean, Manhattan, and Minkowski Distance [14]. KNN is 

widely used in many problems like image processing [15] [16] [17] and text classification [18] [19] [20]. 

KNN method is simple, works based on calculations to determine the shortest distance between desired 

car by buyer with obtained car data from ecommerce websites. From the results of the similarity level 

that is closest to the desired car will be used to display car to prospective buyers. Equation 1, 2, and 3 

show the distance measurement of Euclidean, Manhattan, and Minkowski respectively. 

 

𝑑𝐸(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 (1) 

 

 
Figure 1. Some kind of dataset from previous research 
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𝑑𝑀𝑎𝑛(𝑥, 𝑦) = ∑ | 𝑥𝑖 − 𝑦𝑖 |

𝑛

𝑖=1

 (2) 

  

𝑑𝑀𝑖𝑛(𝑥, 𝑦) = (∑ | 𝑥𝑖 − 𝑦𝑖 |3

𝑛

𝑖=1

)

1
3

 (3) 

 

Where n is number of criteria. x (x1,x2,…,xn) are the first object point in n-spaces. y (y1,y2,…,yn) are 

the first object point in n-spaces. 

C. Normalization 

Normalization is the process of scaling an attribute by using a linear transformation on the original 

data. Normalization balancing the value to fall within a certain range [21]. Normalization is used to 

create several attributes to balance the weights on some unbalanced attribute values, the way it works is 

using scaling of values from several categories which helps the numeric to be made with more valued 

values. This process makes calculation of the nearest KNN does not weigh on one of the category 

attributes and to make the weight value of the criteria more balanced to calculate the distance. Equation 

4 shows the normalization function. 

 

𝑁𝑖 =  
𝑉𝑖 − 𝑀𝑖𝑛 𝑖 

𝑀𝑎𝑥 𝑖 − 𝑀𝑖𝑛 𝑖
 (4) 

 

Where Ni is Normalization of Vi. Vi is value of attribute i to be normalized. Maxi is maximum value of 

attribute i. Mini is minimum value of attribute i. 

D. Web Crawling 

Web crawling is a technique for retrieving data information from a website automatically without 

having to copy data from the destination website manually. The purpose of web crawling is to retrieve 

information data based on a particular search topic from a website that aims to collect data, which is 

then entered into the website pages that are created. We did web crawling from March until July 2019. 

Web crawling has several steps in processing data retrieval. 

 
The process of retrieving data by web crawling can be seen in Figure 2. Here are the steps in the web 

crawling process. 

1) Create Template Scraping.  

Retrieval of information data from a website is generally taken from websites that use markup 

languages such as HTML and XHTM. In the process of creating scraping template the program can 

read the html or xhtml tags that you want to retrieve data from. 

2) Explore Site Navigation.  

The program can get information based on the location of the html tag contained on the website. 

3) Automatic Navigation and Extraction.  

After steps 1 and 2 have obtained the required information, a web crawling program is created so that 

it can be used automatically in retrieving information on the website. 

 
Figure 2.  Web Crawling Process 
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4) Extracted Data and Package History.  

Information that has been collected through web crawling will be stored in a database that has been 

provided. 

III. METHODOLOGY 

The detail of this study approaches will be described in this section. There are 4 steps in this research 

to find the most desirable car from ecommerce websites as in Figure 3. 

 

A. Collecting Dataset 

Web crawling method is used to retrieve car data from several e-commerce websites that have been 

promoted by car sellers. The e-commerce websites are olx.co.id, seva.id, carmudi.co.id, and 

id.priceprice.com in 2019. Figure 4 shows the car product list from those e-commerce websites. 

 

B. Normalization 

 During the calculation process, the first step taken is to normalize each criterion of car to balance 

the value. Equation 4 is used for normalizes the criterions. The criterions are price, the year the car was 

made, and car mileage in Kilometers. Table 1 shows the example of cars criteria that will be normalized. 

Table 2 shows the normalized cars attribute. 

 

 
Figure 3.  Methodology 

 
Figure 4.  The car product list from e-commerce websites 

TABLE 1 

THE CAR CATEGORY VALUES BEFORE NORMALIZATION 

Car Price (Rp) Years Mileage (KM) 

1 98.000.000 2011 150 

2 100.000.000 2013 190 

3 103.000.000 2015 170 
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For example, car 2 price is 100.000.000, the minimum price of the car from the list is 98.000.000 and 

maximum price of the car from the list is 103.000.000. By using Equation 4 then the normalized value 

of price for car 2 is: 

 

𝑁𝑝𝑟𝑖𝑐𝑒 (𝐶𝑎𝑟 2) =  
100.000.000 − 98.000.000 

103.000.000 − 98.000.000
= 0.4 

 

The next step is normalizing the buyer desired car criteria. Table 3 shows the buyer desired car before 

and after normalization. 

 

C. Distance Measurement 

Each car data will be calculated its distance by using Euclidean, Manhattan, and Minkowski distance. 

After obtaining the distance value, the system will display the car data based on the distance value. The 

distance calculation result can be seen in Table 4. 

 

D. Car Selection Using K Nearest Neighbors 

The system uses the KNN method to get a choice of cars with a degree of distance from the criteria 

owned by the buyer with the criteria available on the ecommerce websites. The system will display a K-

list of choices based on the smallest distance. Table 5 shows the recommendations by using 3 nearest 

neighbors for each distance. The best distance approaches will be explained in Result section. 

 

E. Evaluation 

In determining the accuracy, it is done by making a calculation table by providing the top of 20 cars 

(K = 20) provided by the system. Respondents will make their order of choice from 1 to 20. The choice 

will be matched with the order list of cars provided by the system. If the best choice of buyer is first on 

the list of distance ranking, then the accuracy is 100%, then if the best choice of buyer is second on the 

list then the accuracy is 95%, then if the best choice of buyer is 20th of the list then the accuracy is 0% 

and so on. The accuracy and average accuracy formula can be seen in Equation 5 and 6.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100 −
100

𝑘
(𝑥 − 1) (5) 

  

TABLE 2 
THE CAR CATEGORY VALUES AFTER NORMALIZATION 

Car Price (Rp) Years Mileage (KM) 

1 0 0 0 

2 0.4 0.5 1 

3 1 1 0.5 

 

TABLE 3 

THE BUYER DESIRED CAR BEFORE AND AFTER NORMALIZATION 

Criteria Before Normalization After Normalization 

Price (Rp) 100.000.000 0.4 
Years 2014 0.75 

Mileage (KM) 150 0 

 

TABLE 4 

THE DISTANCE CALCULATION RESULT 

Car Euclidean Manhattan Minkowski 

1 0.85 0.786155007 1.15 
2 1.030776406 1.00518144 1.25 

3 0.820060973 0.709148619 1.35 

 

TABLE 5 

RECOMMENDATIONS BY USING 3 NEAREST NEIGHBORS 

Car Recommendation 

Euclidean Car 3 

Manhattan Car 2 
Minkowski Car 3 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
(∑ 𝑌𝑖𝑛

𝑖=1 )

𝑛
 (6) 

 

Where k is the number of nearest neighbors. x is order of respondent’s choice in distance calculation. n 

is the number of respondents. Yi is accuracy value of respondent i. 

IV. RESULT AND DISCUSSION 

A. Result 

At this stage the respondent is needed for determining the accuracy. Then it will be known the distance 

measurement which has the best accuracy. Testing process is conducted by testing the system directly 

to 42 respondents who looking a car in e-commerce websites. Each respondent will be given 20 choices 

of cars provided by the system. Order of respondent’s choice in each distance calculation can be seen in 

Table 6. The accuracy of each distance for every respondent can be seen in Table 7. 

 

B. Discussion 

The average accuracy of each distance can be seen in Table 8and Figure 5. Based on the results that 

has been calculated in Table 7, it can be concluded that the Euclidean has a better accuracy which is 

94.40% than the Manhattan and Minkowski which are 93.80% and 92.29% respectively.  

Another research [16] uses K Means clustering for finding the cheapest product in e-commerce. It can 

be concluded that the precision and recall in this research are 74.7% and 73.8% respectively. Although 

this research uses different dataset, but it only considering the price of the product. If we compared [16] 

with this research, our method also considering some criteria of the car product which is have a lot of 

consideration. 

 

TABLE 6 
ORDER OF RESPONDENT’S CHOICE IN EACH DISTANCE CALCULATION 

Respondent 
Order of choice 

Euclidean Manhattan Minkowski 

1 1 2 1 

2 1 1 1 
3 4 4 4 

4 1 1 1 

… … … … 

 

TABLE 7 

THE ACCURACY OF EACH DISTANCE FOR EVERY RESPONDENT 

Respondent 
Accuracy (%) 

Euclidean Manhattan Minkowski 

1 100 95 100 

2 100 100 100 

3 85 85 85 

4 100 100 100 

… … … … 

 
TABLE 8 

AVERAGE ACCURACY FOR EACH DISTANCE 

Rank Distance Average Accuracy (%) 

1 Euclidean 94.40 
2 Manhattan 93.80 

3 Minkowski 92.29 

 

 
Figure 5.  Average accuracy of each distance 
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V. CONCLUSION 

From the results, it can be concluded that the KNN with Euclidean, Manhattan, and Minkowski as 

distance measurement can help the buyers in choosing cars originating from more than one ecommerce 

websites. The system also can assist the buyers in choosing cars based on some different criterions. This 

can be seen from average percentage of accuracy of the three distances measurement. Euclidean distance 

has the best accuracy compared to the other two distances. 

For further development the method can be combined with the option to add weight values from each 

criterion then the buyers can choose their preferred criteria. More options for car sources will be added 

so that the list of cars is displayed more and can minimize the existence of car ads that are no longer 

active. Clustering process also can be added because it can make searching process faster. 
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