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Introduction
Riboswitches, usually found in the 5’-UTR of mRNA, act 
as specific and selective sensors of various intracellular 
ligands. In the mechanistic view, the riboswitches’ aptamer 
domain ligand binding triggers conformational changes 
of the expression platform leading to the downstream 
gene regulation.1

The rise in antibiotic resistance, as well as limitations 

in available effective antibiotics, motivate the scientists in 
the field to seek novel antibacterial compounds to battle 
these life-threatening phenomena.2 Since the discovery 
of riboswitches, they were proposed as promising 
antibacterial targets for the following reasons.3,4 First, the 
high selectivity and specificity of riboswitches propose 
them as suitable RNA receptors in antibacterial compound 
design.5 Second, limited distribution of riboswitches 
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Abstract
Introduction: Riboswitches are short regulatory elements 
generally found in the untranslated regions of prokaryotes’ 
mRNAs and classified into several families. Due to the 
binding possibility between riboswitches and antibiotics, 
their usage as engineered regulatory elements and also their 
evolutionary contribution, the need for bioinformatics tools 
of riboswitch detection is increasing. We have previously 
introduced an alignment independent algorithm for the 
identification of frequent sequential blocks in the families 
of riboswitches. Herein, we report the application of block 
location-based feature extraction strategy (BLBFE), which 
uses the locations of detected blocks on riboswitch sequences 
as features for classification of seed sequences. Besides, mono- 
and dinucleotide frequencies, k-mer, DAC, DCC, DACC, 
PC-PseDNC-General and SC-PseDNC-General methods as 
some feature extraction strategies were investigated.
Methods: The classifiers of the Decision tree, KNN, LDA, and Naïve Bayes, as well as k-fold cross-
validation, were employed for all methods of feature extraction to compare their performances based 
on the criteria of accuracy, sensitivity, specificity, and f-score performance measures.
Results: The outcome of the study showed that the BLBFE strategy classified the riboswitches 
indicating 87.65% average correct classification rate (CCR). Moreover, the performance of the 
proposed feature extraction method was confirmed with average values of 94.31%, 85.01%, 95.45% 
and 85.38% for accuracy, sensitivity, specificity, and f-score, respectively.
Conclusion: Our result approved the performance of the BLBFE strategy in the classification and 
discrimination of the riboswitch groups showing remarkable higher values of CCR, accuracy, 
sensitivity, specificity and f-score relative to previously studied feature extraction methods. 
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sequential blocks in riboswitch classes.26 The method 
was able to spot 21 particular blocks with the size of 3 
to 9 nucleotides to verify riboswitch families of FMN, 
PreQ1, Purine, SAM and TPP. Using the positions of 
detected blocks, a new feature extraction method called 
“block location-based feature extraction” (BLBFE) was 
designed and used for the classification of 400 random 
“full” sequences from 5 mentioned riboswitch families.27 
Moreover, seven other families of riboswitches including 
cobalamin, cyclic-di-GMP-I, glycine, lysine, SAH, SAM-
alpha, and SAM-IV riboswitches were studied using the 
block finding algorithm and BLBFE.28 In the present study, 
we used the BLBFE method to classify the seed members 
of FMN, PreQ1, Purine, SAM, and TPP riboswitch 
families, based on their family-specific blocks. Mono- 
and dinucleotide frequencies, k-mer, DAC, DCC, DACC, 
PC-PseDNC-General and SC-PseDNC-General, as seven 
separate feature extraction methods, were also considered 
for their comparative performances against the BLBFE 
method.29,30 Decision tree,31 k-nearest neighbors (KNN),32 
linear discriminant analysis (LDA)33 and Naïve Bayes34-36 
classifiers accompanied by k-fold cross-validation37 were 
utilized to detect the classes of riboswitches with all feature 
extraction methods. Applying the confusion matrices, 
the calculation of the performance measures including 
accuracy, sensitivity, specificity and f-score were carried 
out to compare the performance efficacy and validity of 
BLBFE and the other feature extraction methods in the 
categorization of the riboswitches.
 
Materials and Methods 
Datasets
The seed members of riboswitches families of FMN, 
PreQ1, Purine, SAM, and TPP, containing 144, 41, 133, 
433, and 115 members in each class, respectively, were 
included in this study (Table 1). Datasets were acquired 
from the Rfam 12.0 database.38,39

Feature extraction
The proposed method of feature extraction
We applied a new feature extraction strategy for the 
classification of riboswitches.30 In this approach, we used 
the positions of family-specific sequential blocks on 
different riboswitches as features. The sequential blocks 
were detected using our former described sequential 
block finding technique.29 The method is specific for 
being an alignment-free based method, searching for 
the presence of conserved motifs in the members of each 
riboswitch family and determines the sequential blocks 
characterization of each family. The family-specific 
sequential blocks for 5 riboswitch classes used in the 
present study are listed in Table 2.

In BLBFE, the observations related to riboswitch family 
members were produced according to the incidence and 
the location of the blocks in the sequences. The location 
of the blocks in the sequence was determined by the start 

mostly in prokaryotes,6 theoretically prevents cross-
reactivity of candidate bacterial riboswitch sensing 
compounds with nonbacterial, especially eukaryotic 
cells. Third, riboswitches are present in the mRNA of 
survival or/and virulence genes,7 as a result, targeting of 
such riboswitches enhances the possibility of developing 
bactericidal or bacteriostatic compounds with a different 
mechanism. Accordingly, several types of riboswitches 
have been applied for antibiotic development.4,8-10 However, 
few successful compounds have been introduced, so far. 
One of the latest and promising compounds, “Ribocil”, 
was developed as a bacteriostatic compound and a 
highly robust riboflavin riboswitches inhibitor by Merck 
company.11

On the other side, mutations in riboswitches could give 
rise to ligand and antibiotic resistance. It is reported that 
some well-known antibiotics exert their effects via specific 
or unspecific binding to different classes of riboswitches. 
For example, roseoflavin12 and pyrithiamine,13 are specific 
binders of FMN and TPP riboswitches, respectively, and 
conformational changing mutations in the riboswitches 
could trigger the antibiotic resistance occurrences in 
bacteria. 

Overall, riboswitches are important platforms regarding 
drug design researches. Furthermore, they could be 
applied to design robust artificial regulatory elements 
in constructs using for gene therapy,14 biosensors,15 etc. 
Besides, riboswitches are important sequences from the 
evolutionary point of view and one of the evidence of 
RNA world hypothesis.16 As a result, any tools to find 
and introduce new representatives of known/unknown 
riboswitches could be a significant aid in the field.

Nowadays, more than 40 different classes of riboswitches 
have been reported.17 Each class is usually nominated based 
on the ligand that binds to the riboswitches specifically 
and selectively. Some other riboswitches are assigned 
as “orphan riboswitches” as their ligands are unknown, 
however, their sequence and structure highly resemble 
a riboswitch pattern.18,19 As, the aptamer domain of the 
riboswitches are the most highly conserved sequences in 
the biological world, the most common strategy to detect 
known riboswitches is the use of comparative sequence 
analysis computational tools.20 In this way variants of 
a known riboswitch class can be found by detecting 
sequences with higher sequence identity and secondary 
structure model of the corresponding riboswitch class.17

Accordingly, various methods including hidden 
Markov models (HMM),21,22 context-sensitive HMMs (cs-
HMM),23 profile-HMM,24 and CM or covariance model25 
have been developed to classify the riboswitches. However, 
such methods have limitations mainly outliers that do not 
fit with consensus sequences or secondary structures, and 
also rely on a large database for alignment and homology 
search.

This is why we have recently developed an alignment-
free method of block finding which detects common 
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nucleotide of each block. The location was set to zero and 
for the absent blocks in the sequence. For example, in the 
sample sequence of: 

" C C GCAUUCUCAGGGCAGGGUGAAAUUC-
CCUACUGGCGGUCAAGCCCGCGAGCGUUUGUU-
AUAAGG"
the sample blocks of ‘GCCC’, ‘UAUA’ and ‘GGUG’ are 
present in locations of 43, 59 and 18 from the start of the 
sequence, respectively. This is while the sample blocks of 
‘GGUUC’, ‘GCAACC’, ‘GUGC’ and ‘ACCG’ are absent and 
their locations are considered as zero. This means that 
considering the template of [GGUUC, GCCC, GCAACC, 
GUGC, UAUA, GGUG] and using the proposed method 
of BLBFE, the sample sequence above is converted to an 
array with the length equal to the number of blocks: [0, 43, 
0, 0, 59, 18, 0]

Accordingly, each riboswitch in each class was 
represented by an observation. As 21 blocks are detected 
for 5 families, the produced observations were 1 by 
21 arrays and the value of observations equated to the 
members of five riboswitch families. The sequences were 
then classified into their associated families utilizing the 
generated observations. 
Nucleotide frequency-based method
The mononucleotide and dinucleotide frequencies 
of sequences were used as features.40 This means that 
occurrences of 4 mononucleotide motifs (A, C, G, U) and 
16 dinucleotide motifs (AA, AC, AG, AU, CA, CC, CG, 
CU, GA, GC, GG, GU, UA, UC, UG, and UU) for each 
riboswitch sequence were counted and put into a 1 by 
20 array for each sequence, accordingly. Once more, the 
classifiers were utilized for the produced observations. 
Nucleic acid composition (basic k-mer)
 In this approach, to reflect RNA sequence’s local or short-
range sequence compositions the incidence frequencies of 

k neighboring nucleic acids (k-mers) were applied.41

Autocorrelation
Three modes are presented to show the correlation 
between two dinucleotides within an RNA sequence 
indicating their physicochemical properties: Dinucleotide 
based autocovariance (DAC), dinucleotide based cross-
covariance (DCC), and dinucleotide based auto-cross 
covariance (DACC) that combines DAC and DCC.42-44

Pseudo nucleotide composition
Two schemes fall into these categories: 1) General 
parallel correlation pseudo dinucleotide composition 
(PC-PseDNC-General) which generated the parallel 
correlation components for RNA sequences via the 
physicochemical properties. 2) General series correlation 
pseudo dinucleotide composition (SC-PseDNC-General) 
which generated the corresponding series correlation 
components via the equal style.42,45

Pse-in-One web server applied the three described 
methods of feature extraction, nucleic acid composition 
(basic k-mer), autocorrelation and pseudo nucleotide 
composition.29,30

Cross-validation
The generalization of the classifiers was validated using 
k-fold cross-validation (CV),37 which is the most popular 
cross-validation procedure due to its mild computational 
cost. It confirms the difference between training and 
validation sets. In the standard k-fold cross-validation, 
the initial training data is randomly split into k partitions 
(folds) of almost equal cardinality. The classification 
algorithm is iteratively trained on k-1 folds while using the 
remaining fold (called the “holdout fold”) as the validation 
set. The mean of the correct classification levels of k stages 
shows the overall correct classification rate (CCR). Here, 
k=10 folds was used because of suitably low computational 
cost in addition to the good error estimation.33,46-48

The classifiers
To compare the performances of the proposed feature 
extraction methodology and previously studied feature 
extraction approaches, four classifiers were employed.
Decision tree classifier
Indecision tree learning, a common data mining method, 
a predictive model is created to produce an output variable 
using several input variables. For this, the observations are 
represented in the branches while the conclusions about 
the class label of any data are shown in the leaves.31

K-nearest neighbors (KNN) classifier
In this type of classification, an input data is categorized 
into a certain class, based on a greater number of votes of 
the class’s K nearest neighbors. K is typically equivalent 
to a positive number of classes.32 Accordingly, the K was 
equaled to 5 in this study.
Linear discriminant analysis (LDA) classifier
This is a method for pattern recognition, machine 
learning, and statistics, to separates or characterizes two 

Table 1. The seed data related to five families of riboswitches employed in 
this study, obtained from the Rfam 12.0 database

Rfam accession number Riboswitch family 
name

Number of seed 
data

RF00050 FMN 144
RF00522 PreQ1 41

RF00167 Purine 133

RF00162 SAM 433
RF00059 TPP 115

Table 2. The identified frequent blocks for 5 riboswitch families using block 
finding algorithm.

Blocks Riboswitch family name

ACCG, CCGAC, CGGU, GGAUG, GGGC, GGUG, UCCC FMN

AAAAAACUA, CCC, GGUUC PreQ1

UAUA, UCUACC Purine

AGA, AUC, GAGGGA, GCAACC, GCCC, GUGC SAM

ACCUG, CUGAGA, GGG TPP



Golabi et al

BioImpacts, 2021, 11(2), 101-109104

or more classes of items using a linear combination of 
features.33

Naïve Bayesian classifier
This is a simple probabilistic classifier used in machine 
learning. Moreover, this classifier is assuming strong 
(naïve) independence between the features, using Bayes' 
theorem. It means the independence of the value of a 
particular feature from the value of other features.34-36 

Evaluation of classifiers' performance
Based on the confusion matrices, the equations (1) to (4) 
were used to calculate the accuracy, sensitivity, specificity, 
and f-score as important performance factors49-51:

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇           (1) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇                              (2) 

𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑒𝑒𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴 = 𝑇𝑇𝑇𝑇
𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇                              (3) 

𝐹𝐹 − 𝑆𝑆𝐴𝐴𝑠𝑠𝐴𝐴𝑆𝑆 = 2𝑇𝑇𝑇𝑇
2𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇                     (4) 

 
The number of members of each class that are classified 

into their true class is denoted by TP. On the other hand, 
FP shows the number of false positives, the sequences 
which are falsely annotated to a class. Also, TN and FN 
are the number of true negatives and false negatives, 
respectively. 

Moreover, the CCR for each classification was calculated 
by dividing the number of total truly classified sequences 
(sum of TPs for all families) by the total number of 
classified sequences and was reported as a percentage. The 
illustration of the current study’s program flow is shown 
in Fig. 1.

Results and Discussion
Classification results
In our previous study, the successful application of a 
sequential based block finding algorithm was shown 
to be used for the detection of family-specific blocks of 
the riboswitches.26 In this method, the detection and 
determination of 21 specific blocks [GGGC, GGUG, 
UCCC, ACCG, CGGU, CCGAC, GGAUG, GGUUC, 
CCC, AAAAAACUA, UAUA, UCUACC, AUC, AGA, 
GAGGGA, GCCC, GCAACC, GUGC, GGG, CUGAGA, 
ACCUG] were carried out for 5 riboswitches families. 
Later, we proposed a BLBFE method which creates 
annotations for riboswitch classes.27,28 Using the same 
method in the present study, the locations of the 21 
detected blocks were taken as family members’ features 
which led to 1 by 21 arrays of observations. Every array 
represents each riboswitch sequence for the developed 
classifier. Consequently, as 866 members were present 
in the five studied riboswitch classes, 866 arrays were 
generated of 1 by 21 observations. 

The frequency of 20 mono- and dinucleotides including 
A, C, G, U, AA, AC, AG, AU, CA, CC, CG, CU, GA, GC, 

GG, GU, UA, UC, UG, and UU in all of 866 members, 
were considered as the second set of features, resulting in 
the generation of 866 arrays of 1 by 20 as observations. In 
addition, 866 observation arrays of 1 by 16 were obtained 
using the k-mer technique of feature extraction with k=2 
to produce pseudo components for 866 riboswitches.

The DAC approach of feature extraction with lag=4 
resulted in 24 features and generated 866 arrays of 1 by 
24 observations. Also, the feature extraction methods of 
DCC and DACC with lag=1, produced 866 observation 
arrays of 1 by 30 and 866 observation arrays of 1 by 36, 
respectively. The "slide", "roll", "rise", "shift", "tilt" and 
"twist" were chosen as the physicochemical features for 
DAC, DCC and DACC methods. 

Furthermore, 26 and 22 features were generated 
considering lambda=10 for the PC-PseDNC-General 
and lambda=1 for the SC-PseDNC-General methods, 
respectively, with weight=0.5 for both of them. Therefore, 
PC-PseDNC-General and SC-PseDNC-General methods 
generate 866 observation arrays of 1 by 26 and 866 
observation arrays of 1 by 22, respectively. Similarly, the 
"slide", "roll", "rise", "shift", "tilt" and "twist" were chosen as 
physicochemical features for the last described methods 
of feature extraction.

Fig. 1. The program flow of this study is illustrated. The BLBFE method, as 
well as 7 other feature extraction methods, are used for the riboswitches 
and their classification performances were evaluated and compared.
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When using any of the 8 methods of feature extraction, 
144, 41, 133, 433, and 115 observations out of the 866 ones 
belonged to FMN, PreQ1, Purine, SAM, and TPP families, 
respectively. Decision tree, KNN, LDA, and Naïve Bayes 
classifiers along with the 10-fold cross-validation were 
utilized for each set of observations and correct and 
incorrect classification of riboswitches for every set were 
considered to calculate the corresponding CCRs. 

The CCRs of the classifications are shown in Fig. 
2. Using the BLBFE method, the highest CCR with 
96.88% belonged to the KNN classifier while the CCR 
of 63.97% for the Naïve Bayes classifier indicated a poor 
performance. Among the eight studied feature extraction 
methods, the proposed method of BLBFE showed 
the highest level of 89.45% for the mean CCR of four 
classifiers. Using the mono- and dinucleotide frequency-
based method, the mean CCR level decreased to 76.03%. 
The methods of feature extraction other than BLBFE also 
showed relatively less CCR. The value of average CCRs for 
the different methods of k-mer, DAC, DCC, DACC, PC-
PseDNC-General and SC-PseDNC-General were 75.24%, 
70.76%, 76.88%, 76.61%, 72.77% and 75.7%, respectively.

Evaluation results
The multiclass confusion matrix presentation for the 
decision tree classifier with the BLBFE method is shown 
in Table 3. As mentioned before, TP is the number of true 
positives, TN reflects the number of true negatives, FP 
shows the number of false positives and FN represents 
the number of false negatives. The multiclass confusion 
matrices for KNN, LDA and Naïve Bayes classifiers with 
the BLBFE method are represented in the supplementary 
file. The multiclass confusion matrices were also generated 
for the other seven feature extraction techniques. 
Consequently, according to the confusion matrices, the 

measures of accuracy, sensitivity, specificity, and f-score 
for all classifiers were calculated based on the BLBFE 
method and presented in Table 4.

The calculated performance measures for the studied 
classifiers according to the feature extraction methods are 
presented in Table 4. For each classifier, the highest measure 
among the feature extraction methods is bolded. As can 
be seen, the BLBFE method showed the best performance 
according to all five factors of CCR, accuracy, sensitivity, 
specificity and f-score for the decision tree as well as KNN 
classifiers. Also, LDA classifier, showed reasonably good 
performance based on 3 measures of CCR, accuracy and 
specificity, while the two factors of sensitivity and f-score 
were also acceptably high. Only the naïve Bayes classifier 
performed relatively poor in company with the BLBFE 
method. 

All the studied BLBFE method’s performance 
parameters are also demonstrated in Fig. 3. Accordingly, 
the best performance with the accuracy of 98.73 % was 
shown for the KNN classifier, which is the highest among 
4 classifiers. This is while the Naïve Bayes classifier with an 
accuracy of 82.72% showed the poorest performance. This 
result was also confirmed by other evaluation measures. 
The highest sensitivity also belonged to KNN classifier 
which equals 95.4% and the lowest sensitivity was 59.66% 
for the Naïve Bayes classifier. The specificity factor of 
99.04% was shown for the KNN classifier was whereas the 
lowest specificity of 85.57% was presented for the Naïve 
Bayes classifier. All the same, the highest f-score of 95.88% 
is presented for the KNN classifier. Similarly, the Naïve 
Bayes classifier showed the lowest f-score of 60.69 %.

Fig. 4A-D shows accuracy, sensitivity, specificity, and 
f-score parameters regarding all the methods of feature 
extraction in addition to the average performance 
measures for each method. 

Considering the other 7 feature extraction methods, the 
DCC method has an average accuracy of 92.63% which 
is the highest, while DACC and SC-PseDNC-General 
methods are closely behind with average accuracies of 
92.38% and 92%, respectively. This is still lower than the 

Fig. 2. The Correct classification rates for the 4 classifiers using 8 
methods of feature extraction were shown. The methods are including 
BLBFE: the block location-based method, MDF: mono- and dinucleotide 
frequency-based method, k-mer: nucleic acid composition by basic k-mer, 
DAC: dinucleotide based autocovariance, DCC: dinucleotide based 
cross-covariance, DACC: dinucleotide based auto-cross covariance, 
PC-PseDNC-General: General parallel correlation pseudo dinucleotide 
composition and SC-PseDNC-General: General series correlation pseudo 
dinucleotide composition.

Fig. 3. The performance measures of accuracy, sensitivity, specificity, and 
F-score for the proposed method of BLBFE applied in 5 classifiers.
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BLBFE method’s average accuracy of 94.31%. The highest 
accuracy among the 7 methods is 97.83% which belongs to 
the LDA classifier with the DACC feature extraction. Only 
the naïve Bayes classifier shows relatively higher accuracy 
when using the other methods of feature extraction 
compared to the BLBFE method. 

Again the BLBFE method with the average sensitivity 
of 85.01% has the best performance. Within the other 
methods of feature extraction, 79.18% average sensitivity 
was the highest for the k-mer method. The SC-PseDNC-
General and DACC methods were in the following order 
with the mean sensitivity scores of 78.56% and 78.48%, 
respectively. 

The factor of specificity performance demonstrates 
similar outcomes. The highest average specificity of 
95.45% belonged to the BLBFE method whereas the DCC 
and DACC methods with values of 94.2% and 94.01%, 
respectively have the highest average specificities among 
the other seven feature extraction methods. 

At last, the BLBFE method with the f-score of 95.88% 
has shown the highest level with the KNN classifier. It also 

presents the highest mean f-score level of 85.38% whereas 
the average f-score of DCC method was 80.38%.

Comparing the methods of feature extraction, the 
application of BLBFE method has shown a better 
performance of classifiers. As can be seen, excluding the 
Naïve Bayes classifier, better measures resulted from the 
other three classifiers using the BLBFE method. On the 
other hand, the average levels of 94.31%, 85.01%, 95.45% 
and 85.38% for the accuracy, sensitivity, specificity and 
f-score for the BLBFE method with, respectively, showed 
far better results compared to the other methods such as 
the DCC method with the maximum average accuracy of 
92.63%, the maximum average specificity of 94.2% and 
the maximum average f-score of 80.38% and the k-mer 
method with a maximum average sensitivity of 79.18%.

Conclusion
We studied the application of the BLBFE method, a 
developed feature extraction scheme that utilizes the 
existence and the location of sequential blocks as features 
to classify the riboswitches. Besides, seven additional 

Table 3. The confusion matrix for the decision Tree classifier, when using the BLBFE method

Riboswitch Families: Predicted/True FMN PreQ1 Purine SAM TPP TP TN FP FN
FMN 141 2 0 0 1 141 675 14 3
PreQ1 1 36 3 1 0 36 780 8 5
Purine 6 5 112 6 5 112 704 6 21
SAM 0 1 1 426 5 426 390 12 7
TPP 7 0 2 5 101 101 715 10 14

Table 4. Performance measures for 8 feature extraction methods used in 4 classifiers

BLBFE MDF k-mer DAC DCC DACC PC SC

CCR

Decision Tree 94.23 68.94 73.09 62.36 69.63 68.13 66.74 69.4
KNN 96.88 84.18 85.22 81.64 86.61 86.72 83.14 87.3

LDA 95.5 84.18 84.3 85.68 92.61 94.69 87.07 89.38

Naïve Bayes 63.97 83.49 83.6 74.13 85.57 83.49 76.91 82.45

Accuracy

Decision Tree 97.61 85.22 87.52 81.27 85.54 84.6 83.87 85.39

KNN 98.73 93.22 93.72 91.94 94.27 94.31 92.7 94.64

LDA 98.16 93.23 93.3 93.88 96.94 97.83 94.54 95.54

Naïve Bayes 82.72 92.87 92.97 88.24 93.78 92.79 89.58 92.42

Sensitivity

Decision Tree 91.23 62.49 68.79 55.22 62.81 58.59 60.85 62.85

KNN 95.4 80.68 81.29 76.43 82.27 82.58 79.45 83.68

LDA 93.75 85.44 86.09 86.96 92.21 95.65 89.25 90.33

Naïve Bayes 59.66 80.22 80.55 65.02 78.77 77.1 71.48 77.36

Specificity

Decision Tree 98.35 88.15 90.44 85.06 88.68 87.83 87.2 88.71

KNN 99.04 94.43 94.7 93.46 95.51 95.63 94.24 95.56

LDA 98.83 95.38 95.41 95.85 97.84 98.48 96.39 97.04

Naïve Bayes 85.57 94.05 94.14 89.94 94.76 94.1 91.49 93.63

f-score

Decision Tree 91.09 62.89 68.35 54.69 63.53 59.64 60.19 62.6

KNN 95.88 81.88 83.25 78.6 84.03 83.98 80.64 85.2

LDA 93.85 83.81 84.33 85.28 92.09 94.94 87.32 88.23
Naïve Bayes 60.69 82.14 82.22 68.12 81.86 79.48 72.36 79.05

The highest value in each row is bolded.
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What is the current knowledge?
√ The common methods for riboswitch classification are 
alignment-based approaches.
√ An alignment-free algorithm was designed for the 
detection of specific blocks in riboswitch families. BLBFE 
strategy which was recently introduced, used the locations of 
the blocks to classify riboswitches.

What is new here?
√ Employing the BLBFE method accompanied by KNN or 
decision tree classifiers results in better performance in the 
classification of riboswitches. 

Research Highlights

methods of feature extraction including basic k-mer, 
mono- and dinucleotide frequencies, PC-PseDNC-
General, SC-PseDNC-General, DAC, DCC and DACC 
were included in our study. The performance of the 
BLBFE method was compared to the other methods using 
four popular classifiers for all feature extraction strategies. 
Considering all the results, specifically the average CCR 
of 87.65%, the BLBFE indicated a better function in the 
classification of the riboswitches in comparison with the 
other 7 methods, among which DCC showed the maximum 
average CCR (83.61%). Using the BLBFE method, KNN 
and decision tree classifiers closely competed on being 
the best performing classifiers, while the Naïve Bayes 
classifier presented comparatively low performance. The 
compared 7 methods performed almost well, however 
DCC, DACC and k-mer methods represented relatively 
better functions according to the performance measures. 
Among the classifications when using the 7 additional 
feature extraction methods, KNN and LDA classifiers 
displayed the best performances followed by the naïve 
Bayes classifier. 
In conclusion, by comparison of the average performance 
measures of the feature extraction methods, the 
employment of the BLBFE method (especially with KNN 
or decision tree classifiers) resulted in higher performance 
in the categorization of the riboswitches. Our results imply 
that the BLBFE principle, which utilizes the locations 
of family-specific blocks as features, is highly fit for 
riboswitch classification. Additionally, when the BLBFE is 
used as the feature extraction method, 3 of the 4 classifiers, 
including decision Tree, KNN and LDA function suitably, 
from which KNN achieves the best performance.

Fig. 4. Comparison of performance measures of classifiers using 8 methods of feature extraction, BLBFE: the block location-based method, MDF: mono- and 
dinucleotide frequency-based method, k-mer: nucleic acid composition by basic k-mer, DAC: dinucleotide based autocovariance, DCC: dinucleotide based 
cross-covariance, DACC: dinucleotide based auto-cross covariance, PC-PseDNC-General: General parallel correlation pseudo dinucleotide composition 
and SC-PseDNC-General: General series correlation pseudo dinucleotide composition, (a) accuracy, (b) sensitivity, (c) specificity and (d) F-score, calculated 
based on the confusion matrices.
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