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Abstract This note, a summary in English of a former article in French (Laurencelle, 2017),

presents an outline of the theory and implementation of an exact test of the difference between

two binomial variables. Essential formulas are provided, as well as two executable computer pro-

grams, one in Delphi, the other in R.
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Introduction
Let there be two samples of given sizes n1 and n2, and
and numbers x1 and x2 of “successes” in corresponding
samples, where 0 ≤ x1 ≤ n1 and 0 ≤ x2 ≤ n2. The
purpose of the test is to determine whether the difference

x1/n1 − x2/n2 results from ordinary random variation

or if it is probabilistically exceptional, given a probabil-

ity threshold. Treatises and textbooks on applied statis-

tics report a number of test procedures using some form of

normal-based approximation, such as a Chi-squared test,

various sorts of z (normal) and t (Student’s) tests with or
without continuity correction, etc. (Howell, 2017; Siegel &

Castellan, 1988; Sokal & Rohlf, 1995). The reader may also

be aware of Fisher’s "exact probability test", which is in-

deed an exact probability test but not a test applicable to

independent proportions, the rows (n1, n2) and columns
(x1, x2) totals being both fixed. Liddell (1978) proposes a
test with an exact probability calculation, but an incom-

plete one that uses a single point estimate of the parametric

probability for the null hypothesis of the test.

The test procedure of Liddell (1978) exploits a point es-

timate of π, the probabilistic reference parameter, which
is the maximum likelihood estimator for two binomial se-

ries, i.e., here, π̂ = (x1 + x2)/(n1 + n2). Using this single
estimate and following a suggestion of Kendall and Stuart

(1977), Liddell lists all possible values of the two propor-

tions and their differences, comparing these with the ob-

served difference and then accumulating the probabilities

of equal or more extreme differences.

Our proposed test, similar to that of Liddell (1978), uses

the same procedure of enumerating the (n1+1)× (n2+1)
possible differences, this time exploiting the integral do-

main (0..1) of the π parameter in combination with an ap-
propriate weighting function.

Derivation of the exact test
Let R1 = (x1, n1) and R2 = (x2, n2) be the results of
two binomial observations, and their observed difference

dO = x1/n1 − x2/n2, where R1 ∼ B(x1|n1, π1), R2 ∼
B(x2|n2, π2), with π1 and π2 being the two unknown bi-
nomial probability parameters. The null hypothesis of no

parametric difference stipulates that π1 = π2 = π0. Under
the null hypothesis and applying a one-sided test, what is

the probability that d ≥ dO?
The distribution of the random variable d = y1/n1 −

y2/n2 (0 ≤ y1 ≤ n1, 0 ≤ y2 ≤ n2) is statistically con-
ditioned on two factors: the size parameters n1 and n2,
which are given, and the two observed proportions x1/n1
and x2/n2, with respect to which the likelihood of the un-
derlying π0 value will vary.
With any given value of π0, the probability sought for

is P{d ≥ dO} = p(H0) is :

p(π0) =
∑
y1,y2

b(y1|n1, π0)× b(y2|n2, π0), (1)
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where b(y|n, π) is the binomial probability given by(
n
y

)
πy(1− π)n−y . The sum is computed using every value

of y1 and y2, 0 ≤ y1 ≤ n1, 0 ≤ y2 ≤ n2, for which
y1/n1 − y2/n2 ≥ x1/n1 − x2/n2 (2)

(for a right-side difference test). However. as pointed out

above, any value of π0 is not as likely as another, consider-
ing the observed, real values of binomial variables x1 and
x2. Indeed, the likelihood of a given π0 value with respect
to the observed data is simply

L(π0|x1, n1;x2, n2) = π0
x1+x2π0

n1+n2−x1−x2 . (3)

This function, akin to the Beta function (Johnson, Kotz, &

Balakrishnan, 1995), has here its maximum value at π̂ =
(x1 + x2)/(n1 +n2), the so-called maximum likelihood es-
timate used in Liddell (1978) test procedure.

Our procedure, which encompasses the whole domain

of π0, consists in weighting the summation (1) by the like-
lihood function (3), resulting in the following formula (see

Laurencelle, 2017, for more details):

P{drandom ≥ dO} =
(N + 1)!n1!n2!

(2N + 1)!X! (N −X)!

∑
y1,y2

∗ (X + y1 + y2)! (2N −X − y1 − y2)!
y1! (n1 − y1)!y2! (n2 − y2)!

(4)

where N = n1 + n2, X = x1 + x2, and the right-hand
summation

∑∗
of (4) is restricted to (y1, y2) pairs such that

y1/n1−y2/n2 ≥ x1/n1−x2/n2 for a right-side difference
test, and vice-versa for a left-side test.

In Listing 1 and Listing 2 are provided two computer

codes, one for Pascal/Delphi language, the other for R
language, which perform the computation of p{drandom ≥
dO}. For a two-sided test, state the probability min(2 ×
p, 1), p begin likely to overflow 1/2 due to the discrete na-
ture of the distribution of d.

Two examples
Below are two data sets illustrating the results of formula

(4) for the difference between two independent propor-

tions, together with the results of some other test pro-

cedures. The classical Chi-squared and z-tests (without
continuity correction) need not be presented. As for the

Anscombe (1948), Chanter (1975) and Freeman and Tukey

(1950) tests, here F-T, they are normal z tests using Fisher’s
arcsine normalizing transformation of proportions, each

offering an original variant. A full-scale study of these and

other variants is coming soon (“The statistical treatment

of proportions including analysis of variance, with exam-

ples”, in French in this journal).

Authors’ note
The author wishes to thank the Editor for his helpful and

clarifying suggestions.
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Table 1 Two examples of computations

x1/n1 x2/n2 p1 p2 dO pExact pχ2 , pz pAnscombe pChanter pF−T
13/20 15/29 0.650 0.517 0.133 0.183 0.178 0.183 0.183 0.186

13/112 89/473 0.188* 0.116* 0.072 0.032 0.035 0.031 0.030 0.033

Note. * The programs being coded for right-tail extreme probability evaluation, the (x1/n1) and (x2/n2) data are au-
tomatically swapped so that p1 ≥ p2.

Appendix: The programs
Listing 1: Original Pascal / Delphi program

program difference_between_two_independent_proportions;
{$APPTYPE CONSOLE}
Uses SysUtils,Math;
Const nmax=10000; { >= 2 * (n1 + n2) }var x1, x2, n1, n2, N, X, R, i, y1, y2: integer;

lf: array[0..10000] of real;
p1, p2, dif, lcons, lprob, sum: real;

begin
writeln(’L. Laurencelle, July 2005, 2017’);
writeln(’Exact right-tail probability of the difference between two proportions’);
{to avoid overflow , precompute log of the factorials }
lf[0]:=0;
for i:=1 to nmax do lf[i]:=lf[i-1]+ln(i);
repeat writeln;
write(’x1 n1 : ’);readln(x1,n1);
write(’x2 n2 : ’);readln(x2,n2);
if x1/n1 < x2/n2 then begin y1:=x1; x1:=x2; x2:=y1; y1:=n1; n1:=n2; n2:=y1 end;
p1:=x1/n1; p2:=x2/n2; dif:=p1-p2;
write(’p1 =’,p1:6:3,’ p2 =’,p2:6:3,’ dif =’,dif:6:3);
if abs(p1-p2)<=0 then writeln(’ pExact = 0.5’) else
begin

N:=n1+n2; X:=x1+x2; R:=N-X;
{Selective summation by enumeration}
sum:=0;
lcons:=lf[N+1]+lf[n1]+lf[n2]-lf[2*N+1]-lf[X]-lf[N-X];for y1:=0 to n1 do for y2:=0 to n2 do
if y1/n1-y2/n2>=dif then
begin
lprob:=lf[X+y1+y2]+lf[2*N-X-y1-y2]-lf[y1]-lf[n1-y1]-lf[y2]- lf[n2-y2];
sum:=sum+exp(lcons+lprob)
end;

write(’ pEXACT =’,sum:8:4);
end

until false
end.
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Listing 2: R implementation

# pExact computes the exact probability of a difference larger than
# the observed difference between the two proportions x1 over n1 vs. x2 over n2.
# L. Laurencelle, July 2005, 2017
pExact <- function(x1, n1, x2, n2) {

if ((x1>n1)|(x2>n2)) stop("Invalid input: x1 (x2) must be smaller than n1 (n2")

# all computations are in log to avoid overflow
lf = lfactorial # log(factorial(x)) = ln(x!)

if ((x1/n1)<(x2/n2)) {# swap the values
temp <- x1; x1 <- x2; x2 <- temp
temp <- n1; n1 <- n2; n2 <- temp

}

# if equal proportions, then p is 0.5
if (x1/n1 == x2/n2) {
return(0.5)

} else {
N = n1+n2
X = x1+x2
total = 0
lcons = lf(N+1)+lf(n1)+lf(n2) -lf(2*N+1)-lf(X)-lf(N-X)
for (y1 in 0:n1) for (y2 in 0:n2)

if (round( (y1/n1 - y2/n2) - (x1/n1 - x2/n2), 10)>=0) {
lprob = lf(X+y1+y2)+lf(2*N-X-y1-y2)-lf(y1)-lf(n1-y1)-lf(y2)-lf(n2-y2)
total = total + exp(lcons + lprob)

}
return(total)

}
}
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