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#### Abstract

In this thesis, the effect of volume scattering from the buried particles in half-space random media on the radar backscattering cross section is investigated. The radar clutter from a flat desert area is modeled as spherical scatterers randomly embedded within a layered medium with flat interfaces. Three approaches are used to calculate the backscattering coefficients.

The Monte Carlo method based on Transition matrix (T-matrix) approach is first applied. The multiple scattering and the coherent wave interaction are included in this approach. The couplings between scatterers and the interface are taken into account by using the image method. The multiple scattering equation is solved using the iterative technique. The solution process repeated for many realizations and averaged to calculate the backscatter.

The Radiative Transfer theory (RT) approach is also presented. The RT theory is based on the concept of energy transport and the assumption of independent scattering. The numerical solution of the RT equation is obtained using the discrete-ordinate eigenanalysis method, which includes all orders of multiple scattering.

Finally, the First Order Analytical Approximation is applied to obtain the first order solution of the multiple scattering equations derived based on T-matrix method. The First Order Analytical Approximation assumes positions of particles to be independent. The effects of coherent wave interactions are considered in this approach. However, the multiple scattering effects are neglected. The Rayleigh scatterer is assumed for each particle. A compact analytic expression for the backscattering coefficients is obtained.

The numerical calculations from all three approaches are performed and then compared. It shows that the results using RT approach are in good agreement with those of the Monte Carlo approach in this study. The First Order Analytical Approximation always gives higher returns than the other two methods, which may be accounted for by the assumption of independent particle position. Thus, from this study, though not including coherent wave interaction, the RT approach is a good model in prediction the radar return from desert media. Some parametric studies


base on RT are also performed which shows that the particle size plays an important factor in the high radar return level.
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## Chapter 1

## Introduction

### 1.1 Introduction

In the microwave remote sensing of earth terrain, there are two major sources which give significant contributions to the radar backscattering coefficients. One is the volume scattering. The other is the scattering from rough surfaces. In the volume scattering problem, two theoretical models have been: (1) the continuous random medium model in which scattering comes from a random fluctuation of the permittivity, and (2) the discrete random medium model where discrete scatterers are randomly imbedded in a homogeneous background medium. In the discrete random medium approach, spheres, spheroids, ellipsoids, discs and cylinders are among the most commonly used models of scatterers. The continuous random media model is described by a random permittivity consisting of a mean part and a fluctuating parts. The fluctuating part is usually described by its variance and its spatial correlation function [23].

In the active remote sensing, there have been many works on the modeling of the volume scattering [25], [14], [26], [28], [9]. These models can be categorized into two classes: (1) wave theory, and (2) radiative transfer theory (RT). In the wave theory models, the solutions are obtained directly by solving Maxwell's equations for the electromagnetic fields. Thus, the solutions by the wave theory contain phase correlations and coherent wave interaction among scatterers. Therefore such models
can be used in applications which require the phase relation of backscatter such as Synthetic Aperture Radar (SAR) images simulation. On the other hand, the RT theory is not derived from Maxwell's equations; it is based on the energy transport equation. The fundamental quantities in the energy transport equation are not the electromagnetic fields but rather energies. The RT theory assumes incoherent wave interaction and ignores the phase relations between scattered waves from individual scatterers. However a major advantage of RT theory is that it can be applied in a more complicated configuration that are generally too complex to be solved by the wave theory.

In June 1993, a ground penetration radar (GPR) experiment was conducted in Yuma, Arizona [15], [16]. In this experiment, a number of SARs, including the SRI SAR covered the frequency bands $100-300 \mathrm{MHz}, 200-400 \mathrm{MHz}$, and $300-500 \mathrm{MHz}$, and the Rail SAR covered the frequency band 250 MHz to 1 GHz , were applied to measure the backscatters from buried targets, surface targets, and the desert radar clutter. During the experiment, extensive clutter data were collected. The soil properties and samples of surface profiles were also measured.

In general, the radar clutter from the desert terrain is a function of vegetation, surface roughness, and soil inhomogeneities. From the Yuma experiment, the median backscattering coefficients were approximately $-29 \mathrm{~dB},-27 \mathrm{~dB}$, and -25 dB for the $100-300 \mathrm{MHz}, 200-400 \mathrm{MHz}$, and $300-500 \mathrm{MHz}$ bands, respectively. The standard deviations were all about 6.9 dB [15], [16]. As expected, the backscatter was higher at higher depression angles. The backscattering coefficient increased approximately 6 dB over the 30-60 degree depression angle range. It was found, even in an area where the ground surface was flat and without any visible surface vegetation, that the backscatter was significantly higher than both the noise level and the level predicted by using a simple rough surface scattering model. It appeared that an appreciable amount of volume scattering due to soil inhomogeneities may contribute to the total backscatter.

In this thesis, we shall study the volume scattering due to rocks beneath the desert terrain. The wave and RT theories are used in conjunction with a discrete particle
model. In the wave theory approach, the Transition Matrix (T-matrix) approach is applied and extended to calculate the multiple scattering from randomly distributed particles with different sizes [2]. The effects of particle-boundary interaction are taken into account by using the image method to approximate the scattered fields from buried objects which are further reflected at the boundary. An iterative solution technique is applied to solve the multiple scattering equation [30]. Then, the Monte Carlo simulation technique is used and the results are averaged over many realizations to obtain the backscattering coefficients. The First Order Analytical Approximation is another approach based on the wave theory. The First Order Analytical Approximation is obtained from the first order solution of the multiple scattering equation derived from the T-matrix formalism. By taking the configurational average over the first order scattering amplitude, the scattered field is obtained in a compact form. The RT approach is also presented in this work. The principal constituents of the RT equation are the phase matrix and the extinction matrix which are calculated based on the random discrete scatterer model. The RT equation is solved using the discrete ordinate-eigenanalysis numerical method [30].

These three approaches will be applied to study the volume scatttering which may be a possible cause to the high radar return from the 1993 Yuma experiment. Numerical results will be presented using typical physical parameters. The backscattering coefficients as functions of radar parameters and physical properties of the desert terrain will be presented. Results calculated using the three approaches will be compared. The appropriate conditions for the use of each approach will also be discussed. The developed volume scattering models may be applied to predict the radar clutter from desert media and to assess the possibility of locating and identifying underground targets.

### 1.2 Model Configuration

In this study, scattering due to surface roughness is ignored, and rocks are replaced by spherical particles. Figure 1-1 shows the geometrical model. The model consists


Figure 1-1: Configuration of the model
of layered media with flat interfaces. The particles are randomly embedded in region 1 , and they may have different sizes and permittivities. The upper half-space is assumed to be air with permittivity $\epsilon_{0}$ and permeability $\mu_{0}$. The surface between air and soil is assumed to be flat. The background medium is a homogeneous half-space with permittivity $\epsilon_{m}$, permeability $\mu_{m}$ and, conductivity $\sigma_{m}$. All the scatterers are assumed to be of spherical shape.

### 1.3 Description of The Thesis

The remaining of the thesis has five chapters. Chapter 2 gives the detailed discussion on the Transition matrix (T-matrix) approach. The derivation of T-matrix and
multiple scattering equation is given. In Section 2.5, the multiple scattering equation is modified using the image particle method to take into account the particle-surface interaction when an interface is present. The iterative technique used in solving the modified multiple scattering equation is described in Section 2.6. In Chapter 3 , the radiative transfer equation is presented along with its main constituents, the phase matrix and the extinction matrix and the numerical method for solving the RT equation. Chapter 4 discusses the use of analytic method in solving the first order multiple scattering equation by taking configurational average over particle positions. In Chapter 5, numerical simulation of the backscattering coefficients fir these approaches is performed using the physical parameters used in Yuma experiment. Discussions about the results from each approach are also given in this chapter. Finally, a summary and a conclusion as well as some suggested future works are given in Chapter 6.

## Chapter 2

## Transition Matrix

In this chapter, the Transition matrix (T-matrix, also known as the System Transfer Operator) approach is presented. The T-matrix method utilizes spherical wave expansions for both incident and scattered fields. The extended boundary condition is used to derive a system of linear equations relating the coefficients of the scattered fields to those of the incident field. The final relation between the scattered fields and the incident field is cast into a matrix form known as the transition matrix or the T-matrix. The multiple scattering equations have been established by extending the T-matrix formalism to an arbitrary number of scatterers. For a large number of particles, the multiple scattering equations can be solved using iterative technique. The Monte Carlo simulation method is then applied to calculate the scatttering from an assembly of particles by averaging over many realizations.

### 2.1 Solution of The Spherical Wave Equation

We begin the discussion of T-matrix approach with the derivation of the solutions of the spherical wave equation. In a linear, isotropic, homogeneous and source-free medium, an electromagnetic wave must satisfy the wave equation

$$
\left(\nabla^{2}+k^{2}\right)\left\{\begin{array}{l}
\bar{E}  \tag{2.1}\\
\bar{H}
\end{array}\right\}=0
$$

where $k=\omega \sqrt{\mu \epsilon}$ is the wave number of the medium with permittivity $\epsilon$ and permeability $\mu$.

The general solution of Equation (2.1) can be constructed from a scalar function $\psi$ which satisfies the following scalar wave equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \psi=0 \tag{2.2}
\end{equation*}
$$

and an arbitrary constant vector $\bar{c}$. The vector wave functions $\bar{M}, \bar{N}$, and $\bar{L}$ :

$$
\begin{gather*}
\bar{M}=\nabla \times(\bar{c} \psi)  \tag{2.3}\\
\bar{N}=\frac{\nabla \times \bar{M}}{k}  \tag{2.4}\\
\bar{L}=\nabla \psi \tag{2.5}
\end{gather*}
$$

can be shown to satisfy the vector wave equation

$$
\begin{gather*}
\nabla \times \nabla \times\left\{\begin{array}{l}
\bar{M} \\
\bar{N}
\end{array}\right\}-k^{2}\left\{\begin{array}{l}
\bar{M} \\
\bar{N}
\end{array}\right\}=0  \tag{2.6}\\
\nabla(\nabla \cdot \bar{L})+k^{2} \bar{L}=0 \tag{2.7}
\end{gather*}
$$

Therefore, the problem of finding solutions to the wave equation reduces to a comparatively simpler problem of finding solutions to the scalar wave equation.

Let

$$
\begin{equation*}
\psi=R(r) \Theta(\theta) \Phi(\phi) \tag{2.8}
\end{equation*}
$$

and transform Equation (2.2) into spherical coordinate, we obtain the following differential equations for each spherical variable $r, \theta$, and $\phi$

$$
\begin{equation*}
r \frac{d^{2}}{d r^{2}}(r R)+\left[(k r)^{2}-n(n+1)\right] R=0 \tag{2.9}
\end{equation*}
$$

$$
\begin{gather*}
\frac{1}{\sin \theta} \frac{d}{d \theta}\left(\sin \theta \frac{d \Theta}{d \theta}\right)+\left[n(n+1)-\frac{m^{2}}{\sin ^{2} \theta}\right] \Theta=0  \tag{2.10}\\
\frac{d^{2} \Phi}{d \phi^{2}}+m^{2} \Phi=0 \tag{2.11}
\end{gather*}
$$

The general solution of the Helmholtz equation in spherical coordinate system is [13]

$$
\begin{equation*}
R g \psi_{m n}(k r, \theta, \phi)=j_{n}(k r) P_{n}^{m}(\cos \theta) e^{i m \phi} \tag{2.12}
\end{equation*}
$$

with $n=0,1,2, \ldots$ and $m=0, \pm 1, \pm 2, \ldots, \pm n, j_{n}$ is the spherical Bessel function of the $n$th order, $P_{n}^{m}(\cos \theta)$ is the associated Legendre polynomials, and $R g$ stands for Regular which denotes that the solution is finite at the origin. The outgoing wave solution, which is used to describe the scattered fields, has the following form

$$
\begin{equation*}
\psi_{m n}(k r, \theta, \phi)=h_{n}(k r) P_{n}^{m}(\cos \theta) e^{i m \phi} \tag{2.13}
\end{equation*}
$$

where the spherical Bessel function $j_{n}$ has been replaced by the spherical Hankel function of the first kind $h_{n}$. Then we use the relations (2.3) and (2.4) to construct the regular vector spherical wave functions $R g \bar{M}$, and $R g \bar{N}$ as [30]

$$
\begin{align*}
R g \bar{M}_{m n}(k r, \theta, \phi) & =\gamma_{m n} \nabla \times\left(\bar{r} R g \psi_{m n}(k r, \theta, \phi)\right)  \tag{2.14}\\
R g \bar{N}_{m n}(k r, \theta, \phi) & =\frac{1}{k} \nabla \times\left(R g \bar{M}_{m n}(k r, \theta, \phi)\right) \tag{2.15}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{m n}=\sqrt{\frac{(2 n+1)(n-m)!}{4 \pi(n+1)(n+m)!}} \tag{2.16}
\end{equation*}
$$

In terms of regular vector spherical wave functions, a plane wave propagates in the direction $\hat{k}_{i}$ can be expressed as [30]

$$
\bar{E}_{i}=\left(E_{v i} \hat{v}_{i}+E_{h i} \hat{h}_{i}\right) e^{i \hat{k}_{i} \cdot \hat{r}}
$$

$$
\begin{equation*}
=\sum_{m n}\left[a_{m n}^{(M)} R g \bar{M}_{m n}(k r, \theta, \phi)+a_{m n}^{(N)} R g \bar{N}_{m n}(k r, \theta, \phi)\right] \tag{2.17}
\end{equation*}
$$

where $a_{m n}^{(M)}$ and $a_{m n}^{(N)}$ are the expansion coefficients

$$
\begin{gather*}
a_{m n}^{(M)}=(-1)^{m} \frac{1}{\gamma_{m n}} \frac{(2 n+1)}{n(n+1)} i^{n}\left[\bar{E}_{v i}\left(\hat{\theta}_{i} \cdot \bar{C}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)+\bar{E}_{h i}\left(\hat{\phi}_{i} \cdot \bar{C}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)\right] \\
a_{m n}^{(N)}=(-1)^{m} \frac{1}{\gamma_{m n}} \frac{(2 n+1)}{n(n+1)} i^{n}\left[\bar{E}_{v i}\left(\hat{\theta}_{i} \cdot\left(-i \bar{B}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)\right)+\bar{E}_{h i}\left(\hat{\phi}_{i} \cdot\left(-i \bar{B}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)\right)\right] \tag{2.18}
\end{gather*}
$$

and

$$
\begin{gather*}
\hat{k}_{i}=\sin \theta_{i} \cos \phi_{i} \hat{x}+\sin \theta_{i} \sin \phi_{i} \hat{y}+\cos \theta_{i} \hat{z}  \tag{2.20}\\
\hat{v}_{i}=\cos \theta_{i} \cos \phi_{i} \hat{x}+\cos \theta_{i} \sin \phi_{i} \hat{y}-\sin \theta_{i} \hat{z}  \tag{2.21}\\
\hat{h}_{i}=-\sin \phi_{i} \hat{x}+\cos \phi_{i} \hat{y} \tag{2.22}
\end{gather*}
$$

with $\hat{v}_{i}$ and $\hat{h}_{i}$ begin the incident vertical and horizontal polarization vectors respectively. The vector spherical harmonics $\bar{B}(\theta, \phi)$ and $\bar{C}(\theta, \phi)$ in (2.18) and (2.19) are defined as [30]

$$
\begin{array}{ll}
\bar{B}_{m n}(\theta, \phi)=\left(\hat{\theta} \frac{d P_{n}^{m}(\cos \theta)}{d \theta}+\hat{\phi} \frac{i m}{\sin \theta} P_{n}^{m}(\cos \theta)\right) e^{i m \phi} \quad(n=1,2,3, \ldots) \\
\bar{C}_{m n}(\theta, \phi)=\left(\hat{\theta} \frac{i m}{\sin \theta}-\hat{\phi} \frac{d P_{n}^{m}(\cos \theta)}{d \theta} P_{n}^{m}(\cos \theta)\right) e^{i m \phi} \quad(n=1,2,3, \ldots) \tag{2.24}
\end{array}
$$

The vector spherical waves $\bar{M}_{m n}(k r, \theta, \phi)$ and $\bar{N}_{m n}(k r, \theta, \phi)$ which will be used to describe the scattered field from a particle can be obtained from (2.14) and (2.15) by replacing the spherical Bessel functions with the spherical Hankel functions. The asymptotic far-field expressions of $\bar{M}_{m n}(k r, \theta, \phi)$ and $\bar{N}_{m n}(k r, \theta, \phi)$, for $k r \rightarrow \infty$, are

$$
\begin{align*}
& \lim _{k r \rightarrow \infty} \bar{M}_{m n}(k r, \theta, \phi)=\gamma_{m n} \bar{C}_{m n}(\theta, \phi) i^{-n-1} \frac{1}{k r} e^{i k r}  \tag{2.25}\\
& \lim _{k r \rightarrow \infty} \bar{N}_{m n}(k r, \theta, \phi)=\gamma_{m n} \bar{B}_{m n}(\theta, \phi) i^{-n-1} \frac{1}{k r} e^{i k r} \tag{2.26}
\end{align*}
$$

### 2.2 Definition of T-matrix

The T-matrix which characterizes the scattering properties of the object is defined as

$$
\begin{equation*}
\bar{E}^{S}(\bar{r})=\overline{\bar{T}}^{E}(\bar{r}) \tag{2.27}
\end{equation*}
$$

where $\bar{E}^{E}(\bar{r})$ and $\bar{E}^{S}(\bar{r})$ are the exciting and scattered fields for a particle respectively.
Consider an incident wave $\bar{E}^{i n c}(\bar{r})$ impinges on a particle which is characterized by permittivity $\epsilon_{s}$, Figure 2-1, it gives rise to a scattered wave $\bar{E}^{S}(\bar{r})$. We can express $\bar{E}^{i n c}(\bar{r})$ and $\bar{E}^{S}(\bar{r})$ in terms of vector spherical waves as

$$
\begin{gather*}
\bar{E}^{E}(\bar{r})=\bar{E}^{i n c}(\bar{r})=\sum_{m n}\left[a_{m n}^{E(M)} R g \bar{M}_{m n}(k \bar{r})+a_{m n}^{E(N)} R g \bar{N}_{m n}(k \bar{r})\right]  \tag{2.28}\\
\bar{E}^{S}(\bar{r})=\sum_{m n}\left[a_{m n}^{S(M)} \bar{M}_{m n}(k \bar{r})+a_{m n}^{S(N)} \bar{N}_{m n}(k \bar{r})\right] \tag{2.29}
\end{gather*}
$$

with $a_{m n}^{E}$ and $a_{m n}^{S}$ being the expansion coefficients for the exciting and scattered fields respectively.

The T-matrix is then used to describe the linear relation between scattered field coefficients $a_{m n}^{S}$ and the exciting filed coefficients $a_{m n}^{E}$

$$
\begin{align*}
& a_{m n}^{S(M)}=\sum_{m^{\prime} n^{\prime}}\left[\overline{\bar{T}}_{m n m^{\prime} n^{\prime}}^{(11)} a_{m^{\prime} n^{\prime}}^{E(M)}+\overline{\bar{T}}_{m n m^{\prime} n^{\prime}}^{(12)} a_{m^{\prime} n^{\prime}}^{E(N)}\right]  \tag{2.30}\\
& a_{m n}^{S(N)}=\sum_{m^{\prime} n^{\prime}}\left[\overline{\bar{T}}_{m n m^{\prime} n^{\prime}}^{(21)} a_{m^{\prime} n^{\prime}}^{E(M)}+\overline{\bar{T}}_{m n m^{\prime} n^{\prime}}^{(22)} a_{m^{\prime} n^{\prime}}^{E(N)}\right] \tag{2.31}
\end{align*}
$$

The summations in (2.30) and (2.31) are usually truncated with a finite terms at $n=N_{\max }$. A combined index $l$ is used to represent the two indices $n$ and $m$ as follows [30]:

$$
\begin{equation*}
l=n(n+1)+m \tag{2.32}
\end{equation*}
$$

Thus, the corresponding $L_{\text {max }}$ is

$$
\begin{equation*}
L_{\max }=N_{\max }\left(N_{\max }+2\right) \tag{2.33}
\end{equation*}
$$



Figure 2-1: Incident wave on a particle with a circumscribing sphere.

Upon using the new combined index $l$, the relations (2.30) and (2.31) can be rewritten as

$$
\left[\begin{array}{l}
\bar{a}^{S(M)}  \tag{2.34}\\
\bar{a}^{S(N)}
\end{array}\right]=\left[\begin{array}{l}
\overline{\bar{T}}^{(11)} \overline{\bar{T}}^{(12)} \\
\overline{\bar{T}}^{(21)} \overline{\bar{T}}^{(22)}
\end{array}\right]\left[\begin{array}{l}
\bar{a}^{E(M)} \\
\bar{a}^{E(N)}
\end{array}\right]
$$

where $\bar{a}^{E(M)}$ and $\bar{a}^{E(N)}$ are column matrices of dimensions $L_{\max } \times 1$ representing the coefficients $a_{l}^{E(M)}$ and $a_{l}^{E(N)}$ respectively, and $\bar{a}^{S(M)}$ and $\bar{a}^{S(N)}$ are column matrices of coefficients $a_{l}^{S(M)}$ and $a_{l}^{S(N)}$, respectively. We further let

$$
\bar{a}^{S}=\left[\begin{array}{l}
\bar{a}^{S(M)}  \tag{2.35}\\
\bar{a}^{S(N)}
\end{array}\right] ; \quad \bar{a}^{E}=\left[\begin{array}{l}
\bar{a}^{E(M)} \\
\bar{a}^{E(N)}
\end{array}\right] ; \quad \overline{\bar{T}}=\left[\begin{array}{l}
\overline{\bar{T}}^{(11)} \overline{\bar{T}}^{(12)} \\
\overline{\bar{T}}^{(21)} \overline{\bar{T}}^{(22)}
\end{array}\right]
$$

Equation (2.34) becomes

$$
\begin{equation*}
\bar{a}^{S}=\overline{\bar{T}} \bar{a}^{E} \tag{2.36}
\end{equation*}
$$

where $\overline{\bar{T}}$ is of dimension $2 L_{\max } \times 2 L_{\max }$. Thus, Equation (2.36) implies that once the T-matrix of an object is obtained, the scattered field may be calculated from a
knowledge of the exciting field.

### 2.3 T-matrix for a Sphere

In the case of spherical scatterers, there is no coupling between different multipoles of the incident wave and the scattered wave, the T-matrix for a sphere is of a diagonal form [30]

$$
\overline{\bar{T}}=\left[\begin{array}{cc}
\overline{\bar{T}}^{(11)} & 0  \tag{2.37}\\
0 & \overline{\bar{T}}^{(22)}
\end{array}\right]
$$

where the matrix elements are

$$
\begin{align*}
& T_{m n m^{\prime} n^{\prime}}^{(11)}=\delta_{m m^{\prime}} \delta_{n n^{\prime}} T_{n}^{(M)}  \tag{2.38}\\
& T_{m n m^{\prime} n^{\prime}}^{(22)}=\delta_{m m^{\prime}} \delta_{n n^{\prime}} T_{n}^{(N)} \tag{2.39}
\end{align*}
$$

and

$$
\begin{gather*}
T_{n}^{(M)}=-\frac{j_{n}\left(k_{s} a\right)\left[k a j_{n}(k a)\right]^{\prime}-j_{n}(k a)\left[k_{s} a j_{n}\left(k_{s} a\right)\right]^{\prime}}{j_{n}\left(k_{s} a\right)\left[k a h_{n}(k a)\right]^{\prime}-h_{n}(k a)\left[k_{s} a j_{n}\left(k_{s} a\right)\right]^{\prime}}  \tag{2.40}\\
T_{n}^{(N)}=-\frac{\left[k_{s}^{2} a^{2} j_{n}\left(k_{s} a\right)\right]\left[k a j_{n}(k a)\right]^{\prime}-\left[k^{2} a^{2} j_{n}(k a)\right]\left[k_{s} a j_{n}\left(k_{s} a\right)\right]^{\prime}}{\left[k_{s}^{2} a^{2} j_{n}\left(k_{s} a\right)\right]\left[k a h_{n}(k a)\right]^{\prime}-\left[k^{2} a^{2} h_{n}(k a)\right]\left[k_{s} a j_{n}\left(k_{s} a\right)\right]^{\prime}} \tag{2.41}
\end{gather*}
$$

For small dielectric spheres, $k a \ll 1$ and $k_{s} a \ll 1$, the electric dipole term $T_{1}^{(N)}$ dominates and is the term that needs to be retained in the T-matrix. However, in order that the optical theorem be satisfied, it is important to keep the leading term of the imaginary part and the leading term of the real part of $T_{1}^{(N)}$. Using (2.41), it can be shown that for $k a \ll 1$ and $k_{s} a \ll 1$

$$
\begin{equation*}
T_{1}^{(N)}=T_{1 r}^{(N)}+i T_{1 i}^{(N)} \tag{2.42}
\end{equation*}
$$

where $T_{1 r}^{(N)}$ and $T_{1 i}^{(N)}$ are both complex for lossy scatterers, and

$$
\begin{equation*}
T_{1 i}^{(N)}=\frac{2}{3}(k a)^{3} y \tag{2.43}
\end{equation*}
$$

$$
\begin{align*}
y & =\frac{\epsilon_{s}-\epsilon}{\epsilon_{s}+2 \epsilon}  \tag{2.44}\\
T_{1 r} & =-\left(T_{1 i}^{(N)}\right)^{2} \tag{2.45}
\end{align*}
$$

Note that since $k a \ll 1$, we have $\left|T_{1 r}^{(N)}\right| \ll\left|T_{1 i}^{(N)}\right|$. The extinction cross section is

$$
\begin{align*}
& \sigma_{e}=-\frac{6 \pi}{k^{2}}\left[\operatorname{Re} T_{1 r}^{(N)}-\operatorname{Im} T_{1 i}^{(N)}\right] \\
& =\frac{4 \pi}{k^{2}}(k a)^{3}\left[\operatorname{Im} y+\frac{2}{3}(k a)^{3} \operatorname{Re} y^{2}\right] \tag{2.46}
\end{align*}
$$

The scattering cross section is

$$
\begin{equation*}
\sigma_{s}=-\frac{6 \pi}{k^{2}}\left|T_{1 i}^{(N)}\right|^{2}=\frac{8 \pi}{3}(k a)^{6}|y|^{2} \tag{2.47}
\end{equation*}
$$

The optical theorem is satisfied with (2.46) and (2.47) because the $T_{1 r}^{(N)}$ term in (2.42) has been included in spite of the fact that it is much smaller than $T_{1 i}^{(N)}$.

### 2.4 Multiple Scattering Equations for $N$ Particles

In this section, we will consider the scattering from multiple particles. The multiple scattering equations can be derived by extending the T-matrix formalism to an arbitrary number of particles [30].

Consider $N$ scatterers bounded by surfaces $S_{1}, S_{2}, \ldots, S_{N}$ occupying regions $V_{1}, V_{2}, \ldots, V_{N}$. The scatterers are centered at $\bar{r}_{1}, \bar{r}_{2}, \ldots, \bar{r}_{N}$. It is also assumed that the scatterers are enclosed by circumscribing spheres that do not overlap each other (Figure 2-2). We consider a coordinate system with origin 0 outside the particles. Let the background region be denoted by $V_{0}$. The $i$ th scatterer has permittivity equal to $\epsilon_{i}$, wavenumber $k_{i}$, and permeability $\mu$. For an incident plane wave, the multiple scattering equations of the system of scatterers (Figure 2-2) can be expressed in terms of T-matrix as [30]

$$
\begin{equation*}
\bar{a}^{E(\alpha)}=\sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{N}\left\{\overline{\bar{\sigma}}\left(k{\left.\overline{r_{\alpha} r_{\beta}}\right)}_{\bar{T}} \overline{\bar{a}}^{(\beta)} \bar{a}^{E(\beta)}\right\}+e^{i\left(\bar{k}_{i} \cdot \bar{r}_{\alpha}\right)} \bar{a}_{i n c}\right. \tag{2.48}
\end{equation*}
$$



Figure 2-2: Particles $1,2, \ldots, N$ occupying regions $V_{1}, V_{2}, \ldots, V_{N}$. and bounded by surfaces $S_{1}, S_{2}, \ldots, S_{N}$, respectively. They are enclosed by non-overlapping circumscribing spheres.
with $\alpha=1,2,3, \ldots, N$. Equation (2.48) is known as the multiple scattering equation using T-matrix. In Equation (2.48), $\bar{a}^{E(\alpha)}$ is a column vector that represents the final exiting field of the scatterer $\alpha, \bar{a}_{i n c}$ is a column vector that contains the coefficients of the incident wave, $\overline{\bar{T}}^{(\beta)}$ is the T-matrix that describes scattering from the scatterer $\beta$, and $\overline{\bar{\sigma}}\left(k \overline{\gamma_{\alpha} r_{\beta}}\right)$ is a transformation matrix that transforms the vector spherical waves centered at $\bar{r}_{(\beta)}$ to the spherical waves centered at $\bar{r}_{(\alpha)}$. The physical interpretation of Equation (2.48) is that the final exciting field at the scatterer $\alpha$ is the sum of the incident field and the scattered fields from all other particles except itself. Note that in Equation (2.48), the exciting field $\bar{a}^{E(\alpha)}$ depends on the exciting field $\bar{a}^{E(\beta)}$ on the right hand side. Equation (2.48) includes multiple-scattering effect among particles. The near-, intermediate-, and far-field interactions are all included too. Equation (2.48) is a system of $N$ equations for $N$ unknowns $\bar{a}^{E(\alpha)}$ and in principle it can be solved.

After the exciting field $\bar{a}^{E(\alpha)}$ is solved, the scattered field $\bar{a}^{S(\alpha)}$ of particle $\alpha$ is calculated from

$$
\begin{equation*}
\bar{a}^{S(\alpha)}=\overline{\bar{T}}^{(\alpha)} \bar{a}^{E(\alpha)} \tag{2.49}
\end{equation*}
$$

The total scattered field from all particles in the direction $\hat{k}_{s}$,

$$
\begin{equation*}
\hat{k}_{s}=\hat{x} \sin \theta_{s} \cos \phi_{s}+\hat{y} \sin \theta_{s} \sin \phi_{s}+\hat{z} \cos \theta_{s} \tag{2.50}
\end{equation*}
$$

at an observation point $R$, for $k R \rightarrow \infty$, is

$$
\begin{equation*}
\bar{E}_{S}=\frac{e^{i(k R)}}{k R} \sum_{m n} \gamma_{m n}\left[a_{m n}^{S(M)} \bar{C}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n-1}+a_{m n}^{S(N)} \bar{B}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n}\right] \tag{2.51}
\end{equation*}
$$

where $k$ is the wave number of the background medium, $\bar{B}_{m n}$ and $\bar{C}_{m n}$ are vector spherical wave functions, and $\gamma_{m n}$ is a coefficient given in (2.16).

We can combine Equations (2.48) and (2.49) to calculate directly the multiply scattered field coefficients $\bar{a}^{S(\alpha)}$

The equation (2.52) describes the relationship between the scattered fields from the $\alpha$ particle and the $\beta$ particle.

### 2.5 Multiple Scattering Equations for Buried Particles

In this section, we shall derive the multiple scattering equations for buried scatterers. Due to the presence of boundary surface, we have to consider the interaction between scatterer and boundary. However, if we want to obtain the rigorous solution for this case, we have to express the half-space Green's function in terms of vector spherical wave functions to construct the multiple scattering equation. In order to simplify the model, we apply the method of image [15] to account for the coupling between


Figure 2-3: Wave contributions on a particle.
particles and interface, and then add this new contribution into the multiple scattering Equation (2.52).

The total contributions to the exciting field of particle $\alpha$ may be separated into four terms as illustrated in figure 2-3. The first term is the contribution from the incident wave. The second term is the direct scattering from other particles. The third contribution is from the scattering from other particles which are further reflected by the interface. And the last term is the contribution from the boundary-particle interaction of the particle itself. The first and the second terms are already included in Equation (2.52). The third and the fourth terms will be derived based on the method of image in the following.

Consider two particles $(\alpha)$ and $(\beta)$ buried in a homogeneous half-space medium with permittivity $\epsilon_{1}$ and conductivity $\sigma_{1}$. The upper half-space region is assumed to be air with permittivity $\epsilon_{0}$. Let the particle ( $\alpha$ ) be the receiver and the particle $(\beta)$ be the scatterer. The boundary-reflected scattered field from $\beta$ to $\alpha$ can be calculated by first putting a image particle of $(\alpha)$ denoted by particle $(-\alpha)$ in the upper half-space region and then calculating the scattered field from $(\beta)$ to the image particle $(-\alpha)$ (Figure 2-4) by (2.51), assuming far field approximation,

$$
\begin{equation*}
\bar{E}^{(-\alpha)}=\frac{e^{i\left(k r^{\alpha, \beta}\right)}}{k r^{\alpha, \beta}} \sum_{m n} \gamma_{m n}\left[a_{m n}^{S(M)(\beta)} \bar{C}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n-1}+a_{m n}^{S(N)(\beta)} \bar{B}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n}\right] \tag{2.53}
\end{equation*}
$$

where $\bar{E}^{(-\alpha)}$ is the scattered field at the image particle $(-\alpha)$ due to particle $\beta, r^{\alpha, \beta}$ is the of the reflected ray path from $\beta$ to $\alpha ;\left(\theta_{s}, \phi_{s}\right)$ is the direction of the scattered field from $(\beta)$ to $(\alpha)$ (see Figure 2-4), $\bar{a}_{m n}^{S(M)(\beta)}$ and $\bar{a}_{m n}^{S(N)(\beta)}$ are the expansion coefficients of the scattered field from particle $\beta$, and $k$ is the wave number in region 1 .

The field at the image particle $(-\alpha)$ can be converted to a wave impinging on the particle $\alpha$ by multiplying it with a reflection coefficient matrix $\overline{\bar{R}}^{(\alpha, \beta)}$, which describes the reflection of the scattered wave from the interface. Then the field exciting the particle ( $\alpha$ ) from this contribution is


Figure 2-4: The use of Image particle $(-\alpha)$ to approximate the contribution from boundary reflectd term.

$$
\begin{equation*}
\bar{E}^{(\alpha)}=\frac{e^{i\left(k r^{\alpha, \beta}\right)}}{k r^{\alpha, \beta}} \bar{R}^{(\alpha, \beta)} \sum_{m n} \gamma_{m n}\left[a_{m n}^{S(M)(\beta)} \bar{C}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n-1}+a_{m n}^{S(N)(\beta)} \bar{B}_{m n}\left(\theta_{s}, \phi_{s}\right) i^{-n}\right] \tag{2.54}
\end{equation*}
$$

We can further expand this field (2.54) in terms of the regular vector spherical wave functions by taking the dot product of (2.54) with $R g \bar{M}$ and $R g \bar{N}$ and denote this new expansion coefficient to be $a_{m n}^{\prime S(\beta)}$

$$
\begin{gather*}
\left\{\begin{array}{l}
a_{m n}^{\prime S(M)(\beta)} \\
a_{m n}^{\prime S(N)(\beta)}
\end{array}\right\}=(-1)^{m} \frac{1}{\gamma_{m n}} \frac{(2 n+1)}{n(n+1)} i^{n}\left\{\begin{array}{c}
\hat{\theta}_{i} \cdot \bar{C}_{-m n}\left(\theta_{i}, \phi_{i}\right)+\hat{\phi}_{i} \cdot \bar{C}_{-m n}\left(\theta_{i}, \phi_{i}\right) \\
\hat{\theta}_{i} \cdot\left(-i \bar{B}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)+\hat{\phi}_{i} \cdot\left(-i \bar{B}_{-m n}\left(\theta_{i}, \phi_{i}\right)\right)
\end{array}\right\} \\
\quad \cdot \frac{e^{i\left(k r^{\alpha, \beta}\right)}}{k r^{\alpha, \beta}} \overline{\bar{R}}^{(\alpha, \beta)} \sum_{m^{\prime} n^{\prime}} \gamma_{m^{\prime} n^{\prime}}\left[a_{m^{\prime} n^{\prime}}^{S(M)} \bar{C}_{m^{\prime} n^{\prime}}\left(\theta_{s}, \phi_{s}\right) i^{-n^{\prime}-1}+a_{m^{\prime} n^{\prime}}^{S(N)} \bar{B}_{m^{\prime} n^{\prime}}\left(\theta_{s}, \phi_{s}\right) i^{-n^{\prime}}\right] \tag{2.55}
\end{gather*}
$$

Equation (2.55) is the expression for the contribution from the boundary-reflected scattering from the particle $\beta$. Also let

$$
\bar{a}^{\prime S(\beta)}=\left[\begin{array}{c}
\bar{a}^{\prime S(M)(\beta)}  \tag{2.56}\\
\bar{a}^{\prime S(N)(\beta)}
\end{array}\right]
$$

as usual. By adding this contribution to Equation (2.52), we obtain the multiple scattering equations for buried particles,

$$
\begin{equation*}
\bar{a}^{S(\alpha)}=\sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{N}\left\{\overline{\bar{T}}^{(\alpha)} \overline{\bar{\sigma}}\left(k{\overline{r_{\alpha}} r_{\beta}}\right) \bar{a}^{S(\beta)}\right\}+e^{i\left(k_{i} r_{\alpha}\right)} \overline{\bar{T}}^{(\alpha)} \bar{a}_{i n c}+\sum_{\beta=1}^{N} \overline{\bar{T}}^{(\alpha)} \bar{a}^{\prime} S(\beta) \tag{2.57}
\end{equation*}
$$

Note that the summation over the new term $\bar{a}^{\prime S(\beta)}$ added starts from 1 to $N$ which means that the contribution of the boundary-reflected scattering from the particle $\alpha$ itself is already included in (2.57).

### 2.6 Monte Carlo Simulation

In this section the Monte Carlo technique will be applied to calculate the backscattering from a layer of buried particles. The model configuration used in this approach
will be specified first. Then the multiple scattering equation will be solved using an iterative technique. The solution process will be repeated for many realizations and averaged to calculate the backscattering coefficients.

### 2.6.1 Configuration for The T-matrix Approach

The model configuration used in this approach is shown in figure 2-5. Then, in the Monte Carlo simulation, for each realization, the model consists of finite number of particles with deterministic locations. However, the positions of particles will vary with different realizations. The locations of particles are generated using random number generators and the overlapping between particles is checked.

### 2.6.2 Iterative Solution

The multiple scattering equation (2.57) is solved using an iterative technique. For each iteration, the scattered field expansion coefficients are obtained from the previous calculation as

$$
\begin{equation*}
\bar{a}^{S(\alpha)(v+1)}=\sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{N}\left\{\overline{\bar{T}}^{(\alpha)} \overline{\bar{\sigma}}\left(k{\overline{r_{\alpha}} r_{\beta}}^{\bar{a}^{S(\beta)(v)}}\right\}+e^{i\left(k_{i} r_{\alpha}\right)} \overline{\bar{T}}^{(\alpha)} \bar{a}_{i n c}+\sum_{\beta=1}^{N} \overline{\bar{T}}^{(\alpha)} \bar{a}^{S(\beta)(v)}\right. \tag{2.58}
\end{equation*}
$$

where $\bar{a}^{S(\alpha)(v+1)}$ is the solution of the $(v+1)^{\text {th }}$ iteration, and $\bar{a}^{S(\beta)(v)}$ is the solution of the $(v)^{\text {th }}$ iteration. Once the result from the $v^{\text {th }}$ iteration is obtained, it will be substituted back to right-hand side of the equation, where the $\bar{a}^{S(\beta)(v)}$ represents the contribution from the reflected scattering term and can be obtained from $\bar{a}^{S(\beta)(v)}$ by using (2.56); and (2.55). Thus for the zeroth-order iteration, the contribution to $\bar{a}^{S(\beta)(1)}$ is only the incident wave $\bar{a}_{\text {inc }}$. The iterative process can be carried on up to the desired order. Then the scattered field is obtained by using (2.29) given in Section 2.2.

In the $i-t h$ realization, we denote the backscattering field to be $\bar{E}^{i}$. Then the


Figure 2-5: Configuration used in T-matrix approach.
backscattered intensity for the $i-t h$ realization is

$$
\begin{equation*}
I^{i}=\bar{E}^{i} \cdot \bar{E}^{i *} \tag{2.59}
\end{equation*}
$$

where the $*$ denotes the complex conjugate. The averaged field $\langle\bar{E}\rangle$ and the averaged intensity $I_{c o h}$ are obtained by averaging over M realizations,

$$
\begin{gather*}
\langle\bar{E}\rangle=\frac{1}{M} \sum_{i=1}^{M} \bar{E}^{i}  \tag{2.60}\\
I_{c o h}=\frac{1}{M} \sum_{i=1}^{M}\left(\bar{E}^{i} \cdot \bar{E}^{i *}\right) \tag{2.61}
\end{gather*}
$$

The incoherent backscattered intensity $I_{\text {incoh }}$ is calculated as

$$
\begin{equation*}
I_{i n c o h}=I_{c o h}-|\langle\bar{E}\rangle|^{2} \tag{2.62}
\end{equation*}
$$

The backscattering coefficient is

$$
\begin{equation*}
\sigma=\lim _{r \rightarrow \infty} \frac{4 \pi r^{2}}{A} \frac{I_{\text {incoh }}}{\bar{E}_{0} \cdot \bar{E}_{0}^{*}} \tag{2.63}
\end{equation*}
$$

## Chapter 3

## Radiative Transfer Theory

The radiative transfer theory (RT) has been used to model microwave scattering from geophysical media extensively, [7], [8], [10], [11], [19], [20], [21], [22], [27], [29], [31], [36]. Even though it deals only with the intensities of the field quantities and neglects their coherent nature, it accounts for the multiple scattering and obeys energy conservation. The propagation characteristics of the Stokes parameters are described by an integro-differential equation. Iterative and numerical (or discrete eigenanalysis) methods have been used to solve RT equations. The iterative method is convenient for the case of small albedo when the attenuation is dominated by absorption. It also gives physical insight into the multiple scattering processes since there is a one-to-one correspondence between the order of iteration and the order of multiple scattering. The discrete eigenanalysis method provides a valid solution for both small and large albedo cases. There are two principal constituents in the RT equation. The first one is the extinction matrix, which describes the attenuation of specific intensity due to absorption and scattering. The other is the phase matrix which characterizes the coupling of intensities in two different directions due to scattering. Although RT does not take into account the coherent wave interactins, it can be applied to deal with scattering problems having much more complex geometry, such as snow terrain, sea ice and vegetation canopies. Rough or flat surface boundary conditions can be imposed at each interface of the layered structure [30],[23].

In this chapter, the radiative transfer theory approach will be presented. First in

Section 3.1, the radiative transfer equation is given as well as the definition of the Stokes vector. The constituents of the RT equation and the boundary conditions are also derived in Section 3.3 and Section 3.2 respectively. Then the numerical method of solving the RT equation is given in Section 3.4 using planer surface boundary conditions.


Figure 3-1: Configuration for the two-layer with discrete spherical scatterers.

The configuration used for the RT approach is shown in Figure 3-1. The model consists of a layer of discrete scatterers embedded in a homogeneous half-space medium. The discrete scatterers are characterized by their fractional volume $(f)$, permittivity $\left(\epsilon_{s}\right)$ and size $(a)$. The background medium in region 1 is described by its thickness $(d)$ and permittivity $\left(\epsilon_{1}\right)$. Region 0 is assumed to be free space with permittivity $\epsilon_{0}$. The region 2 is homogeneous half-space medium characterized by
permittivity $\left(\epsilon_{2}\right)$, which may be the same as that of region 1.

### 3.1 Equation of Transfer

In this section, the radiative transfer equation is first introduced along with the definition of the Stokes parameters.

The Stokes vector associated with the incident wave is given by

$$
\bar{I}_{i}=\left[\begin{array}{c}
I_{v i}  \tag{3.1}\\
I_{h i} \\
U_{i} \\
V_{i}
\end{array}\right]=\frac{1}{\eta}\left[\begin{array}{c}
E_{v i} E_{v i}^{*} \\
E_{h i} E_{h i}^{*} \\
2 \operatorname{Re}\left(E_{v i} E_{h i}^{*}\right) \\
2 \operatorname{Im}\left(E_{v i} E_{h i}^{*}\right)
\end{array}\right]
$$

Similarly, the Stokes vector associated with the spherical wave scattered from a random medium is

$$
\bar{I}_{s}=\left[\begin{array}{c}
I_{v s}  \tag{3.2}\\
I_{h s} \\
U_{s} \\
V_{s}
\end{array}\right]=\frac{1}{\eta} \lim _{\substack{r \rightarrow \infty \\
\mathrm{~A} \rightarrow \infty}} \frac{r^{2}}{A \cos \theta_{s}}\left[\begin{array}{c}
\left\langle E_{v s} E_{v s}^{*}\right\rangle \\
\left\langle E_{h s} E_{h s}^{*}\right\rangle \\
2 \operatorname{Re}\left\langle E_{v s} E_{h s}^{*}\right\rangle \\
2 \operatorname{Im}\left\langle E_{v s} E_{h s}^{*}\right\rangle
\end{array}\right]
$$

where $\eta$ is the characteristic impedance, $A$ is the illuminated area and $\rangle$ denotes ensemble average.

For a two-layer structure, the radiative transfer equation inside the particle layer can be written as [30]:

$$
\begin{align*}
\cos \theta \frac{d}{d z} \bar{I}(\theta, \phi, z)= & -\overline{\bar{\kappa}}_{e}(\theta, \phi) \cdot \bar{I}(\theta, \phi, z) \\
& +\int_{4 \pi} d \Omega^{\prime} \overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right) \cdot \bar{I}\left(\theta^{\prime}, \phi^{\prime}, z\right) \tag{3.3}
\end{align*}
$$

This equation is based on the energy transport and can be interpreted in the following way. As the intensities propagates through an infinitesimal length $d s=$
$d z / \cos \theta$, there is a attenuation $\left(\overline{\bar{\kappa}}_{e}\right)$ due to the absorption loss and scattering loss, but they are also enhanced by the scattering from all other direction ( $\theta^{\prime}, \phi^{\prime}$ ) into the direction of propagation $(\theta, \phi)$. The coupling is taken into account by the phase matrix $\overline{\bar{P}}$ and the integration over solid angle $4 \pi$ in Equation (3.3).

### 3.2 Boundary Conditions

In order to completely solve the intensities inside the layered structure, we must specify the boundary conditions at interfaces $z=0$ and $z=-d$.

For planar surfaces, the boundary conditions have the following form [23]:
Interface $1(z=0)$ :

$$
\begin{equation*}
\bar{I}(\pi-\theta, \phi, z=0)=\overline{\bar{T}}_{01}\left(\theta_{0}\right) \cdot \bar{I}_{0 i}\left(\pi-\theta_{0}, \phi_{0}\right)+\overline{\bar{R}}_{10}(\theta) \cdot \bar{I}(\theta, \phi, z=0) \tag{3.4}
\end{equation*}
$$

Interface $2(z=-d)$ :

$$
\begin{equation*}
\bar{I}(\theta, \phi, z=-d)=\overline{\bar{R}}_{12}(\theta) \cdot \bar{I}(\pi-\theta, \phi, z=-d) \tag{3.5}
\end{equation*}
$$

where $\bar{I}_{0 i}\left(\theta_{0}, \phi_{0}\right)$ is the incident source in region 0 and is given by:

$$
\begin{equation*}
\bar{I}_{0 i}\left(\theta_{0}, \phi_{0}\right)=\bar{I}_{0 i} \delta\left(\cos \theta_{0}-\cos \theta_{0 i}\right) \delta\left(\phi_{0}-\phi_{0 i}\right) \tag{3.6}
\end{equation*}
$$

and $\overline{\bar{R}}_{10}, \overline{\bar{R}}_{12}$ are the reflection matrices which relate the incident to the reflected Stokes vector in region 1 at interface $1(z=0)$ and interface $2(z=-d)$, respectively. Similarly, $\overline{\bar{T}}_{01}$ is the transmission matrix which relates the incident Stokes vector in region 0 to the transmitted Stokes vector in region 1 at interface $1(z=0)$.

These reflection and transmission matrices for planar surfaces are given in [23]. The matrices at the interface $\alpha-\beta$ have the following form:

$$
\begin{gather*}
\overline{\bar{R}}_{\alpha \beta}\left(\theta_{\alpha}\right)=\left[\begin{array}{cccc}
\left|S_{\alpha \beta}\right|^{2} & 0 & 0 & 0 \\
0 & \left|R_{\alpha \beta}\right|^{2} & 0 & 0 \\
0 & 0 & \operatorname{Re}\left(S_{\alpha \beta} R_{\alpha \beta}^{*}\right) & -\operatorname{Im}\left(S_{\alpha \beta} R_{\alpha \beta}^{*}\right) \\
0 & 0 & \operatorname{Im}\left(S_{\alpha \beta} R_{\alpha \beta}^{*}\right) & \operatorname{Re}\left(S_{\alpha \beta} R_{\alpha \beta}^{*}\right)
\end{array}\right]  \tag{3.7}\\
\overline{\bar{T}}_{\alpha \beta}\left(\theta_{\alpha}\right)=\frac{\epsilon_{\beta}^{\prime}}{\epsilon_{\alpha}^{\prime}}\left[\begin{array}{cccc}
\left|Y_{\alpha \beta}\right|^{2} & 0 & 0 & 0 \\
0 & \left|X_{\alpha \beta}\right|^{2} & 0 & 0 \\
0 & 0 & \frac{\cos \left(\theta_{\beta}\right)}{\cos \left(\theta_{\alpha}\right)} \operatorname{Re}\left(Y_{\alpha \beta} X_{\alpha \beta}^{*}\right) & -\frac{\cos \left(\theta_{\beta}\right)}{\cos \left(\theta_{\alpha}\right)} \operatorname{Im}\left(Y_{\alpha \beta} X_{\alpha \beta}^{*}\right) \\
0 & 0 & \frac{\cos \left(\theta_{\beta}\right)}{\cos \left(\theta_{\alpha}\right)} \operatorname{Im}\left(Y_{\alpha \beta} X_{\alpha \beta}^{*}\right) & \frac{\cos \left(\theta_{\beta}\right)}{\cos \left(\theta_{\alpha}\right)} \operatorname{Re}\left(Y_{\alpha \beta} X_{\alpha \beta}^{*}\right)
\end{array}\right] \tag{3.8}
\end{gather*}
$$

where

$$
\begin{align*}
R_{\alpha \beta} & =\frac{k_{\alpha z i}-k_{\beta z i}}{k_{\alpha z i}+k_{\beta z i}}  \tag{3.9}\\
S_{\alpha \beta} & =\frac{k_{\beta}^{2} k_{\alpha z i}-k_{\alpha}^{2} k_{\beta z i}}{k_{\beta}^{2} k_{\alpha z i}+k_{\alpha}^{2} k_{\beta z i}}  \tag{3.10}\\
X_{\alpha \beta} & =1+R_{\alpha \beta}  \tag{3.11}\\
Y_{\alpha \beta} & =1+S_{\alpha \beta} \tag{3.12}
\end{align*}
$$

and $\epsilon_{\alpha}^{\prime}$ and $\epsilon_{\beta}^{\prime}$ are the real parts of the permittivities of the medium $\alpha$ and medium $\beta$ respectively.

Once the solution inside region 1 is obtained, the scattered Stokes vector can be calculated by using the following boundary condition:

$$
\begin{equation*}
\bar{I}_{0 s}\left(\theta_{0}, \phi_{0}, z=0\right)=\overline{\bar{R}}_{01}\left(\theta_{0}\right) \cdot \bar{I}_{0 i}\left(\pi-\theta_{0}, \phi_{0}\right)+\overline{\bar{T}}_{10}(\theta) \cdot \bar{I}(\theta, \phi, z=0) \tag{3.13}
\end{equation*}
$$

where $\phi$ and $\phi_{0}$ are equal, and $\theta$ and $\theta_{0}$ are related by Snell's law.

### 3.3 Phase and Extinction matrices

In this section, we shall derive the phase and extinction matrices for spheres. The Laplace equation is used to solve for the induced dipole moments in a sphere due to a plane incident wave. The radiation of the induced dipoles gives the scattered field of the object. Because of the usage of Laplace equation rather than the wave equation, the derived scattering function matrix is only valid in the low-frequency limit when the particle size is much smaller than the wavelength.

The Stokes matrix relates the Stokes parameters of the scattered wave to those of the incident wave whereas the scattering function matrix relates the scattered field to the incident field. For the case of incoherent addition of scattered waves, the phase matrix is the averaging of the Stokes matrices over orientation and size of the particles. Thus, we shall study the Stokes matrix of a single particle.

Consider an incident field $\bar{E}_{i}$ on a scatterer which give rise to the scattered field $\bar{E}_{s}$. Both fields are decomposed into two polarizations, horizontal ( $\hat{h}$ ) and vertical $(\hat{v})$. The relation between the scattered field and the incident field is given by the scattering matrix and the following equation :

$$
\left[\begin{array}{c}
E_{v s}  \tag{3.14}\\
E_{h s}
\end{array}\right]=\frac{e^{i k r}}{r}\left[\begin{array}{ll}
f_{v v} & f_{v h} \\
f_{h v} & f_{h h}
\end{array}\right] \cdot\left[\begin{array}{c}
E_{v i} \\
E_{h i}
\end{array}\right]
$$

where $k$ is the wave number in the background medium, $r$ is the distance from the center of the scatterer and $f_{\alpha \beta}$ are elements of the scattering matrix, which are functions of incident and scattering directions and the shape and permittivity of the scatterer.

The Stokes matrix $\overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$ relates the Stokes vector $\bar{I}_{i}$ associated with the incident field to the Stokes vector $\bar{I}_{s}$ associated to the scattered field

$$
\begin{equation*}
\bar{I}_{s}=\frac{1}{r^{2}} \overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right) \bar{I}_{i} \tag{3.15}
\end{equation*}
$$

Because of the incoherent addition of Stokes parameters, the phase matrix $\overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$ is obtained from the scattering matrix and by incoherent averaging over the types,
dimensions and orientations of the scatterers. For example, the phase matrix for a mixture of ellipsoids is given by

$$
\begin{align*}
\overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)= & n_{o} \int d a \int d b \int d c \int d \alpha \int d \beta \int d \gamma \\
& \cdot \mathrm{p}(a, b, c, \alpha, \beta, \gamma) \cdot \overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right) \tag{3.16}
\end{align*}
$$

where $n_{o}$ is the number of scatterer per unit volume; $a, b, c$ are the lengths of the ellipsoid semi-major axis; $\alpha, \beta, \gamma$ are the Eulerian angles which give the orientation of the ellipsoid and $\mathrm{p}(a, b, c, \alpha, \beta, \gamma)$ is the joint probability density function for the quantities $a, b, c, \alpha, \beta, \gamma$. For the case of spherical scatterers, Equation (3.16) reduces to an easy form:

$$
\begin{equation*}
\overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)=n_{o} \overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right) \tag{3.17}
\end{equation*}
$$

where the Stokes matrix $\overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$ is given by :

$$
\left.\begin{array}{r}
\overline{\bar{L}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)=
\end{array} \begin{array}{cc}
\left|f_{v v}\right|^{2} & \left|f_{v h}\right|^{2} \\
\left|f_{v v}\right|^{2} & \left|f_{v h}\right|^{2} \\
2 \operatorname{Re}\left(f_{v v} f_{h v}^{*}\right) & 2 \operatorname{Re}\left(f_{v h} f_{h h}^{*}\right)  \tag{3.18}\\
2 \operatorname{Im}\left(f_{v v} f_{h v}^{*}\right) & 2 \operatorname{Im}\left(f_{v h} f_{h h}^{*}\right) \\
\operatorname{Re}\left(f_{v v} f_{v h}^{*}\right) & -\operatorname{Im}\left(f_{v v} f_{v h}^{*}\right) \\
\operatorname{Re}\left(f_{h v} f_{h h}^{*}\right) & -\operatorname{Im}\left(f_{h v} f_{h h}^{*}\right) \\
\operatorname{Re}\left(f_{v v} f_{h h}^{*}+f_{v h} f_{h v}^{*}\right) & -\operatorname{Im}\left(f_{v v} f_{h h}^{*}-f_{v h} f_{h v}^{*}\right) \\
& \operatorname{Im}\left(f_{v v} f_{h h}^{*}+f_{v h} f_{h v}^{*}\right)
\end{array} \operatorname{Re}\left(f_{v v} f_{h h}^{*}-f_{v h} f_{h v}^{*}\right) .\right] .
$$

The other component of th RT equation is the extinction matrix. For spherical
particles the extinction matrix is simply diagonal

$$
\overline{\bar{\kappa}}_{e}=\left[\begin{array}{cccc}
\kappa_{e} & 0 & 0 & 0  \tag{3.19}\\
0 & \kappa_{e} & 0 & 0 \\
0 & 0 & \kappa_{e} & 0 \\
0 & 0 & 0 & \kappa_{e}
\end{array}\right]
$$

where $\kappa_{e}$ is the extinction coefficient whihc is equal to the summation of the scattering coefficient $\kappa_{s}$ and the absorption coefficient $\kappa_{a}$.

The phase matrix $\overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$, the scattering coefficient $\kappa_{s}$, and the absorption coefficient $\kappa_{a}$ for a small spherical dielectric particle are given in the following.

The scattered field from a Rayleigh sphere is given by

$$
\begin{equation*}
\bar{E}_{s}=\frac{k^{2} e^{i k r}}{4 \pi r} 3 v_{0} y\left(\overline{\bar{I}}-\hat{k}_{s} \hat{k}_{s}\right) \cdot \hat{e}_{i} \bar{E}_{0} \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
y=\frac{\epsilon_{s}-\epsilon}{\epsilon_{s}+2 \epsilon} \tag{3.21}
\end{equation*}
$$

where $v_{0}=4 \pi a^{3} / 3$ and $\epsilon_{s}$ and $\epsilon$ are the permittivities for the particle and the background medium respecitvely. Hence, the scattering function matrix is

$$
\begin{equation*}
\overline{\bar{F}}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)=k^{2} \frac{3 v_{0} y}{4 \pi}\left(\overline{\bar{I}}-\hat{k}_{s} \hat{k}_{s}\right) \cdot\left(\overline{\bar{I}}-\hat{k}_{i} \hat{k}_{i}\right) \tag{3.22}
\end{equation*}
$$

From the scattering function matrix $\overline{\bar{F}}$, we can calculate the Stokes matrix $\overline{\bar{L}}$ and the phase matrix $\overline{\bar{P}}$. For spherical scatterers, the phase matrix is obtained as

$$
\overline{\bar{P}}\left(\theta, \phi, \theta^{\prime}, \phi^{\prime}\right)=\left[\begin{array}{cccc}
P_{11} & P_{12} & P_{13} & 0  \tag{3.23}\\
P_{21} & P_{22} & P_{23} & 0 \\
P_{31} & P_{32} & P_{33} & 0 \\
0 & 0 & 0 & P_{44}
\end{array}\right]
$$

where

$$
\begin{gather*}
P_{11}=\omega\left[\sin ^{2} \theta \sin ^{2} \theta^{\prime}+2 \sin \theta \sin \theta^{\prime} \cos \theta \cos \theta^{\prime} \cos \left(\phi-\phi^{\prime}\right)+\cos ^{2} \theta \cos ^{2} \theta^{\prime} \cos ^{2}\left(\phi-\phi^{\prime}\right)\right] \\
P_{12}=\omega \cos ^{2} \theta \sin ^{2}\left(\phi-\phi^{\prime}\right)  \tag{3.25}\\
P_{13}=\omega\left[\cos \theta \sin \theta \sin \theta^{\prime} \sin \left(\phi-\phi^{\prime}\right)+\cos ^{2} \theta \cos \theta^{\prime} \sin \left(\phi-\phi^{\prime}\right) \cos \left(\phi-\phi^{\prime}\right)\right]  \tag{3.26}\\
P_{21}=\omega \cos ^{2} \theta^{\prime} \sin ^{2}\left(\phi-\phi^{\prime}\right)  \tag{3.27}\\
P_{22}=\omega \cos ^{2}\left(\phi-\phi^{\prime}\right)  \tag{3.28}\\
P_{31}=\omega\left[-2 \sin \theta \sin \theta^{\prime} \cos \theta^{\prime} \sin \left(\phi-\phi^{\prime}\right)-2 \cos \theta \cos ^{2} \theta^{\prime} \cos \left(\phi-\phi^{\prime}\right) \sin \left(\phi-\phi^{\prime}\right)\right]  \tag{3.29}\\
P_{32}=2 \omega \cos \theta \sin \left(\phi-\phi^{\prime}\right) \cos \left(\phi-\phi^{\prime}\right)  \tag{3.30}\\
P_{33}=\omega\left[\sin \theta \sin \theta^{\prime} \cos \left(\phi-\phi^{\prime}\right)+\cos \theta \cos \theta^{\prime}\left(\cos ^{2}\left(\phi-\phi^{\prime}\right)-\sin ^{2}\left(\phi-\phi^{\prime}\right)\right)\right]  \tag{3.31}\\
P_{44}=\omega\left[\sin \theta \sin \theta^{\prime} \cos \left(\phi-\phi^{\prime}\right)+\cos \theta \cos \theta^{\prime}\right]  \tag{3.32}\\
\omega=\frac{3}{8 \pi} \kappa_{s} \tag{3.33}
\end{gather*}
$$

and $\kappa_{s}$ is the scattering coefficient

$$
\begin{equation*}
\kappa_{s}=\frac{8 \pi}{3} n_{0} k^{4} a^{6}|y|^{2}=2 f k^{4} a^{3}|y|^{2} \tag{3.35}
\end{equation*}
$$

where $f=n_{0} v_{0}$ is the fractional volume occupied by the particles. The internal power absorption due to one single scatterer is

$$
\begin{equation*}
\int d v \omega \epsilon_{s}^{\prime \prime} \frac{\left|\bar{E}^{i n t}(\bar{r})\right|^{2}}{2}=v_{0} \omega \epsilon_{s}^{\prime \prime}\left|\frac{3 \epsilon}{\left(\epsilon_{s}+2 \epsilon\right)}\right|^{2} \frac{\left|E_{0}\right|^{2}}{2} \tag{3.36}
\end{equation*}
$$

where the $\epsilon_{s}^{\prime \prime}$ is the imaginary part of the permittivity of the particle. The absorption cross section $\sigma_{a}$, hence, is

$$
\begin{equation*}
\sigma_{a}=v_{0} \omega \epsilon_{s}^{\prime \prime} \eta\left|\frac{3 \epsilon}{\left(\epsilon_{s}+2 \epsilon\right)}\right|^{2} \tag{3.37}
\end{equation*}
$$

The absorption coefficient due to the scatterer is $n_{0} \sigma_{a}$. Therefore, the absorption coefficient is

$$
\begin{equation*}
\kappa_{a}=f k \frac{\epsilon_{s}^{\prime \prime}}{\epsilon}\left|\frac{3 \epsilon}{\left(\epsilon_{s}+2 \epsilon\right)}\right|^{2} \tag{3.38}
\end{equation*}
$$

Extinction coefficient $\kappa_{e}$ is the sum of $\kappa_{s}$ and $\kappa_{a}$. The extinction matrix is diagonal with each element equal to $\kappa_{e}$.

### 3.4 Numerical solution

In the this section, the RT equation is solved using the discrete ordinate-eigenanalysis method [30],[23], or so-called numerical RT. All orders of multiple scattering effects are included in this numerical solution.

First, the RT equation is expanded into Fourier series of the azimuthal angle $\phi$. Thus the $\phi$ dependence in the radiative transfer equation is eliminated. Then, the set of all integrals over $\phi$ are carried out analytically. The resulting RT equation is solved using the Gaussian quadrature method by discretizing the angular variable $\theta$ for each harmonic of $\phi$. Thus, the RT equation is transformed into a set of coupled first-order differential equations with constant coefficients. This set of equations is solved using the eigenanalysis method by obtaining the eigenvalues and eigenvectors and by matching the boundary conditions to determine the unknown coefficients. The detail of this method is described in [23], the main steps of numerical procedure are given in this section.

### 3.4.1 Fourier Series Expansion in Azimuthal Direction

Starting with the radiative transfer equation, we first expand the Stokes vector and the phase matrix into a Fourier series of $\left(\phi-\phi^{\prime}\right)$ :

$$
\begin{align*}
\overline{\bar{P}}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)= & \sum_{m=0}^{\infty} \frac{1}{\left(1+\delta_{m 0}\right) \pi} \\
& {\left[\overline{\bar{P}}^{m c}\left(\theta, \theta^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right)+\overline{\bar{P}}^{m s}\left(\theta, \theta^{\prime}\right) \sin m\left(\phi-\phi^{\prime}\right)\right] } \tag{3.39}
\end{align*}
$$

$$
\begin{equation*}
\bar{I}(\theta, \phi, z)=\sum_{m=0}^{\infty}\left[\bar{I}^{m c}(\theta, z) \cos m\left(\phi-\phi^{\prime}\right)+\bar{I}^{m s}(\theta, z) \sin m\left(\phi-\phi^{\prime}\right)\right] \tag{3.40}
\end{equation*}
$$

The incident Stokes vector can be written as:

$$
\begin{align*}
\bar{I}_{0 i}\left(\pi-\theta_{0}, \phi_{0}\right) & =\bar{I}_{0 i} \delta\left(\cos \theta_{0}-\cos \theta_{0 i}\right) \delta\left(\phi_{0}-\phi_{0 i}\right) \\
& =\bar{I}_{0 i} \delta\left(\cos \theta_{0}-\cos \theta_{0 i}\right) \sum_{m=0}^{\infty} \frac{1}{\left(1+\delta_{m 0}\right) \pi} \cos m\left(\phi_{0}-\phi_{0 i}\right) \tag{3.41}
\end{align*}
$$

where $m$ is the order of harmonics in the azimuthal direction, and the superscripts $c$ and $s$ indicate the cosine and sine dependence. The $\delta_{i j}$ is the Kronecker delta function and is defined as:

$$
\delta_{i j}=\left\{\begin{array}{lll}
1 & \text { if } \quad i=j  \tag{3.42}\\
0 & \text { if } \quad i \neq j
\end{array}\right.
$$

Also note that the zeroth-order sine dependence terms are zero.

$$
\begin{align*}
& \bar{I}^{0 s}(\theta, z)=0  \tag{3.43}\\
& \overline{\bar{P}}^{0 s}(\theta, z)=0 \tag{3.44}
\end{align*}
$$

Substituting (3.39)-(3.40) into the radiative transfer equation and carrying out the integration over $\phi^{\prime}$ leads to the following RT equations.

For $m=0,1,2,3, \ldots$

$$
\begin{align*}
\cos \theta \frac{d}{d z} \bar{I}^{m c}(\theta, z)= & -\overline{\bar{\kappa}}_{e}(\theta) \cdot \bar{I}^{m c}(\theta, z)+\int_{0}^{\pi} d \theta^{\prime} \sin \theta^{\prime} \\
& \left.\times \overline{\bar{P}}^{m c}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}^{m c}\left(\theta^{\prime}, z\right)-\overline{\bar{P}}^{m s}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}^{m s}\left(\theta^{\prime}, z\right)\right]  \tag{3.45}\\
\cos \theta \frac{d}{d z} \bar{I}^{m s}(\theta, z)= & -\overline{\bar{\kappa}}_{e}(\theta) \cdot \bar{I}^{m s}(\theta, z)+\int_{0}^{\pi} d \theta^{\prime} \sin \theta^{\prime} \\
& \times\left[\bar{P}^{m s}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}^{m c}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}^{m c}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}^{m s}\left(\theta^{\prime}, z\right)\right] \tag{3.46}
\end{align*}
$$

One should note that these two equations are coupled. Next, we will define the even and odd modes in order to decouple the above two equations.

The general form of the phase matrix for an azimuthally isotropic medium is [23]:

$$
\begin{align*}
& \overline{\bar{P}}^{m c}\left(\theta, \theta^{\prime}\right)=\left[\begin{array}{cccc}
p_{11}^{m c} & p_{12}^{m c} & 0 & 0 \\
p_{21}^{m c} & p_{22}^{m c} & 0 & 0 \\
0 & 0 & p_{33}^{m c} & p_{34}^{m c} \\
0 & 0 & p_{43}^{m c} & p_{44}^{m c}
\end{array}\right]  \tag{3.47}\\
& \overline{\bar{P}}^{m s}\left(\theta, \theta^{\prime}\right)=\left[\begin{array}{cccc}
0 & 0 & p_{13}^{m s} & p_{14}^{m s} \\
0 & 0 & p_{23}^{m s} & p_{24}^{m s} \\
p_{31}^{m s} & p_{32}^{m s} & 0 & 0 \\
p_{41}^{m s} & p_{42}^{m s} & 0 & 0
\end{array}\right] \tag{3.48}
\end{align*}
$$

Using this symmetry, we can decouple Equations (3.45),(3.46) into

$$
\begin{align*}
\cos \theta \frac{d}{d z} \bar{I}^{m \alpha}(\theta, z)= & -\overline{\bar{\kappa}}_{e}(\theta) \cdot \bar{I}^{m \alpha}(\theta, z) \\
& +\int_{0}^{\pi} d \theta^{\prime} \sin \theta^{\theta^{\bar{P}}}{ }^{m \alpha}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}^{m \alpha}\left(\theta^{\prime}, z\right) \tag{3.49}
\end{align*}
$$

where $\alpha=e$ or $o$ (even and odd modes) and

$$
\begin{align*}
& \bar{I}^{m e}(\theta, z)=\left[\begin{array}{c}
I_{v}^{m c}(\theta, z) \\
I_{h}^{m c}(\theta, z) \\
U^{m s}(\theta, z) \\
V^{m s}(\theta, z)
\end{array}\right]  \tag{3.50}\\
& \bar{I}^{m o}(\theta, z)=\left[\begin{array}{c}
I_{v}^{m s}(\theta, z) \\
I_{h}^{m s}(\theta, z) \\
U^{m c}(\theta, z) \\
V^{m c}(\theta, z)
\end{array}\right] \tag{3.51}
\end{align*}
$$

$$
\begin{align*}
& \overline{\bar{P}}^{m e}\left(\theta, \theta^{\prime}\right)=\left[\begin{array}{llll}
p_{11}^{m c} & p_{12}^{m c} & -p_{13}^{m s} & -p_{14}^{m s} \\
p_{21}^{m c} & p_{22}^{m c} & -p_{23}^{m s} & -p_{24}^{m s} \\
p_{31}^{m s} & p_{32}^{m s} & p_{33}^{m c} & p_{34}^{m c} \\
p_{41}^{m s} & p_{42}^{m s} & p_{43}^{m c} & p_{44}^{m c}
\end{array}\right]  \tag{3.52}\\
& \overline{\bar{P}}^{m o}\left(\theta, \theta^{\prime}\right)=\left[\begin{array}{llll}
p_{11}^{m c} & p_{12}^{m c} & p_{13}^{m s} & p_{14}^{m s} \\
p_{21}^{m c} & p_{22}^{m c} & p_{23}^{m s} & p_{24}^{m s} \\
p_{31}^{m s} & p_{32}^{m s} & p_{33}^{m c} & p_{34}^{m c} \\
p_{41}^{m s} & p_{42}^{m s} & p_{43}^{m c} & p_{44}^{m c}
\end{array}\right] \tag{3.53}
\end{align*}
$$

In this formulation the boundary conditions become

$$
\begin{align*}
\bar{I}^{m \alpha}(\pi-\theta, z=0) & =\overline{\bar{T}}_{01}\left(\theta_{0}\right) \cdot \bar{I}_{0 i}\left(\pi-\theta_{0}\right)+\overline{\bar{R}}_{10}(\theta) \cdot \bar{I}^{m \alpha}(\theta, z=0)  \tag{3.54}\\
\bar{I}^{m \alpha}(\theta, z=-d) & =\overline{\bar{R}}_{12}(\theta) \cdot \bar{I}^{m \alpha}(\pi-\theta, z=-d) \tag{3.55}
\end{align*}
$$

where $\overline{\bar{R}}_{\beta \gamma}$ and $\overline{\bar{T}}_{\beta \gamma}$ are the coherent reflection and transmission matrices, respectively, for planar surface given in Section 3.2. The scattered Stokes vector in region 0 can be obtained by using

$$
\begin{equation*}
\bar{I}_{0 s}\left(\theta_{0}\right)=\overline{\bar{T}}_{10}(\theta) \cdot \bar{I}^{m \alpha}(\theta, z=0)+\overline{\bar{R}}_{01}\left(\theta_{0}\right) \cdot \bar{I}_{0 i}^{m \alpha}\left(\pi-\theta_{0}\right) \tag{3.56}
\end{equation*}
$$

where $\theta_{0}$ is related to $\theta$ by Snell's law and

$$
\bar{I}_{0 i}^{m e}\left(\pi-\theta_{0}\right)=\left[\begin{array}{c}
I_{v 0 i}  \tag{3.57}\\
I_{h 0 i} \\
0 \\
0
\end{array}\right]
$$

$$
\bar{I}_{0 i}^{m o}\left(\pi-\theta_{0}\right)=\left[\begin{array}{c}
0  \tag{3.58}\\
0 \\
U_{0 i} \\
V_{0 i}
\end{array}\right]
$$

It should be noted that the superscripts me and mo will be dropped from now on, since the procedure for obtaining the solution is the same for all the harmonics $m$ and all the modes $e, o$.

### 3.4.2 Upward and Downward Propagating Intensities

First, the following matrices are defined:

$$
\begin{align*}
\bar{I}_{1}(\theta, z) & =\left[\begin{array}{l}
I_{v}(\theta, z) \\
I_{h}(\theta, z)
\end{array}\right]  \tag{3.59}\\
\bar{I}_{2}(\theta, z) & =\left[\begin{array}{l}
U(\theta, z) \\
V(\theta, z)
\end{array}\right]  \tag{3.60}\\
\overline{\bar{\kappa}}_{e 1}(\theta) & =\left[\begin{array}{cc}
\kappa_{e 11}(\theta) & 0 \\
0 & \kappa_{e 22}(\theta)
\end{array}\right]  \tag{3.61}\\
\overline{\bar{\kappa}}_{e 2}(\theta) & =\left[\begin{array}{ll}
\kappa_{e 33}(\theta) & \kappa_{e 34}(\theta) \\
\kappa_{e 43}(\theta) & \kappa_{e 44}(\theta)
\end{array}\right]  \tag{3.62}\\
\overline{\bar{P}}_{11}\left(\theta, \theta^{\prime}\right) & =\left[\begin{array}{ll}
p_{11}\left(\theta, \theta^{\prime}\right) & p_{12}\left(\theta, \theta^{\prime}\right) \\
p_{21}\left(\theta, \theta^{\prime}\right) & p_{22}\left(\theta, \theta^{\prime}\right)
\end{array}\right]  \tag{3.63}\\
\overline{\bar{P}}_{12}\left(\theta, \theta^{\prime}\right) & =\left[\begin{array}{ll}
p_{13}\left(\theta, \theta^{\prime}\right) & p_{14}\left(\theta, \theta^{\prime}\right) \\
p_{23}\left(\theta, \theta^{\prime}\right) & p_{24}\left(\theta, \theta^{\prime}\right)
\end{array}\right]  \tag{3.64}\\
\overline{\bar{P}}_{21}\left(\theta, \theta^{\prime}\right) & =\left[\begin{array}{ll}
p_{31}\left(\theta, \theta^{\prime}\right) & p_{32}\left(\theta, \theta^{\prime}\right) \\
p_{41}\left(\theta, \theta^{\prime}\right) & p_{42}\left(\theta, \theta^{\prime}\right)
\end{array}\right] \tag{3.65}
\end{align*}
$$

$$
\overline{\bar{P}}_{22}\left(\theta, \theta^{\prime}\right)=\left[\begin{array}{ll}
p_{33}\left(\theta, \theta^{\prime}\right) & p_{34}\left(\theta, \theta^{\prime}\right)  \tag{3.66}\\
p_{43}\left(\theta, \theta^{\prime}\right) & p_{44}\left(\theta, \theta^{\prime}\right)
\end{array}\right]
$$

where only six elements are needed in the extinction matrix due to azimuthal symmetry.

Using these definitions, Equation (3.49) can be rewritten as:

$$
\begin{align*}
\cos \theta \frac{d}{d z} \bar{I}_{1}(\theta, z)= & -\overline{\bar{\kappa}}_{e 1}(\theta) \cdot \bar{I}_{1}(\theta, z)+\int_{0}^{\pi} d \theta^{\prime} \sin \theta^{\prime} \\
& {\left[\overline{\bar{P}}_{11}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{12}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)\right] }  \tag{3.67}\\
\cos \theta \frac{d}{d z} \bar{I}_{2}(\theta, z)= & -\overline{\bar{\kappa}}_{e 2}(\theta) \cdot \bar{I}_{2}(\theta, z)+\int_{0}^{\pi} d \theta^{\prime} \sin \theta^{\prime} \\
& {\left[\overline{\bar{P}}_{21}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{22}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)\right] } \tag{3.68}
\end{align*}
$$

Furthermore, each of these equations can be broken into upward $(\theta, z)$ and downward $(\pi-\theta, z)$ propagating intensities, which gives:

$$
\begin{aligned}
\cos \theta \frac{d}{d z} \bar{I}_{1}(\theta, z)= & -\overline{\bar{\kappa}}_{e 1}(\theta) \cdot \bar{I}_{1}(\theta, z)+\int_{0}^{\pi / 2} d \theta^{\prime} \sin \theta^{\prime} \\
& {\left[\overline{\bar{P}}_{11}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{11}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{1}\left(\pi-\theta^{\prime}, z\right)\right.} \\
& \left.+\overline{\bar{P}}_{12}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{12}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{2}\left(\pi-\theta^{\prime}, z\right)\right]
\end{aligned}
$$

$$
\begin{align*}
-\cos \theta \frac{d}{d z} \bar{I}_{1}(\pi-\theta, z)= & -\overline{\bar{\kappa}}_{e 1}(\theta) \cdot \bar{I}_{1}(\pi-\theta, z)+\int_{0}^{\pi / 2} d \theta^{\prime} \sin \theta^{\prime}  \tag{3.69}\\
& {\left[\overline{\bar{P}}_{11}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{11}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\pi-\theta^{\prime}, z\right)\right.} \\
& \left.-\overline{\bar{P}}_{12}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)-\overline{\bar{P}}_{12}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\pi-\theta^{\prime}, z\right)\right] \tag{3.70}
\end{align*}
$$

$\cos \theta \frac{d}{d z} \bar{I}_{2}(\theta, z)=-\overline{\bar{\kappa}}_{e 2}(\theta) \cdot \bar{I}_{2}(\theta, z)+\int_{0}^{\pi / 2} d \theta^{\prime} \sin \theta^{\prime}$

$$
\begin{align*}
& {\left[\overline{\bar{P}}_{21}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{21}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{1}\left(\pi-\theta^{\prime}, z\right)\right.} \\
+ & \left.\overline{\bar{P}}_{22}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{22}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{2}\left(\pi-\theta^{\prime}, z\right)\right] \\
-\cos \theta \frac{d}{d z} \bar{I}_{2}(\pi-\theta, z)=- & -\overline{\bar{\kappa}}_{e 2}(\theta) \cdot \bar{I}_{2}(\pi-\theta, z)+\int_{0}^{\pi / 2} d \theta^{\prime} \sin \theta^{\prime}  \tag{3.71}\\
& {\left[-\overline{\bar{P}}_{21}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{1}\left(\theta^{\prime}, z\right)-\overline{\bar{P}}_{21}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{1}\left(\pi-\theta^{\prime}, z\right)\right.} \\
& \left.+\overline{\bar{P}}_{22}\left(\theta, \pi-\theta^{\prime}\right) \cdot \bar{I}_{2}\left(\theta^{\prime}, z\right)+\overline{\bar{P}}_{22}\left(\theta, \theta^{\prime}\right) \cdot \bar{I}_{2}\left(\pi-\theta^{\prime}, z\right)\right] \tag{3.72}
\end{align*}
$$

where the following reciprocity relations have been used for $\alpha, \beta=1$ or 2 .

$$
\begin{align*}
\overline{\bar{\kappa}}_{e \alpha}(\theta) & =\overline{\bar{\kappa}}_{e \alpha}(\pi-\theta)  \tag{3.73}\\
\overline{\bar{P}}_{\alpha \beta}\left(\pi-\theta, \pi-\theta^{\prime}\right) & =(-1)^{\alpha+\beta} \overline{\bar{P}}_{\alpha \beta}\left(\theta, \theta^{\prime}\right)  \tag{3.74}\\
\overline{\bar{P}}_{\alpha \beta}\left(\pi-\theta, \theta^{\prime}\right) & =(-1)^{\alpha+\beta} \overline{\bar{P}}_{\alpha \beta}\left(\theta, \pi-\theta^{\prime}\right) \tag{3.75}
\end{align*}
$$

### 3.4.3 Gaussian Quadrature Method

The set of decoupled radiative transfer equations without the azimuthal dependence for each harmonic can be solved numerically using the Gaussian quadrature method.

Consider an integral

$$
\begin{equation*}
L=\int_{-1}^{1} d \mu f(\mu) \tag{3.76}
\end{equation*}
$$

over the interval -1 to 1 . Then the integral can be approximated by

$$
\begin{equation*}
L=\sum_{j=-n}^{n} a_{j} f\left(\mu_{j}\right) \tag{3.77}
\end{equation*}
$$

where the summation $j$ is carried over $j= \pm 1, \pm 2, \pm 3, \ldots, \pm n, \mu_{j}$ are the zeroes of the even-order Legendre polynomial $P_{2 n}(\mu)$, and $a_{j}$ are the Christoffel weighting functions
which can be found in [1]. The $\mu_{j}$ and $a_{j}$ obey the relations

$$
\begin{gather*}
a_{j}=a_{-j}  \tag{3.78}\\
\mu_{j}=-\mu_{-j} \tag{3.79}
\end{gather*}
$$

By letting $\mu=\cos \theta$, the integral over $d \theta$ can be approximated by a quadrature formula as follows

$$
\begin{equation*}
\int_{0}^{\pi} d \theta \sin \theta f(\cos \theta) \approx \sum_{-n}^{n} a_{j} f\left(\mu_{j}\right) \tag{3.80}
\end{equation*}
$$

This Gaussian quadrature is used to discretize Equations (3.69)-(3.72). Then, Equations (3.69)-(3.72) become :

$$
\begin{align*}
& \overline{\bar{\mu}}^{\prime} \cdot \frac{d}{d z} \bar{I}_{1}^{+}=-\overline{\bar{\kappa}}_{e 1} \cdot \bar{I}_{1}^{+}+\overline{\bar{F}}_{11} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{+}+\overline{\bar{B}}_{11} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{-}+\overline{\bar{F}}_{12} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{+}+\overline{\bar{B}}_{12} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{-} \\
& -\overline{\bar{\mu}}^{\prime} \cdot \frac{d}{d z} \bar{I}_{1}^{-}=-\overline{\bar{\kappa}}_{e 1} \cdot \bar{I}_{1}^{-}+\overline{\bar{B}}_{11} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{+}+\overline{\bar{F}}_{11} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{-}-\overline{\bar{B}}_{12} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{+}-\overline{\bar{F}}_{12} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{-}  \tag{3.81}\\
& \overline{\bar{\mu}}^{\prime} \cdot \frac{d}{d z} \bar{I}_{2}^{+}=-\overline{\bar{\kappa}}_{e 2} \cdot \bar{I}_{2}^{+}+\overline{\bar{F}}_{21} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{+}+\overline{\bar{B}}_{21} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{-}+\overline{\bar{F}}_{22} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{+}+\overline{\bar{B}}_{22} \cdot \overline{\bar{a}} \cdot \bar{I}_{2}^{-}  \tag{3.82}\\
& -\overline{\bar{\mu}}^{\prime} \cdot \frac{d}{d z} \bar{I}_{2}^{-}=-\overline{\bar{\kappa}}_{e 2} \cdot \bar{I}_{2}^{-}-\overline{\bar{B}}_{21} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{+}-\overline{\bar{F}}_{21} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{1}^{-}+\overline{\bar{B}}_{22} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{+}+\overline{\bar{F}}_{22} \cdot \overline{\bar{a}}^{\prime} \cdot \bar{I}_{2}^{-} \tag{3.83}
\end{align*}
$$

where $\bar{I}_{1}^{ \pm}$and $\bar{I}_{2}^{ \pm}$are $2 n \times 1$ vectors

$$
\bar{I}_{1}^{ \pm}=\left[\begin{array}{c}
I_{v}\left( \pm \mu_{1}, z\right)  \tag{3.85}\\
\vdots \\
I_{v}\left( \pm \mu_{n}, z\right) \\
I_{h}\left( \pm \mu_{1}, z\right) \\
\vdots \\
I_{h}\left( \pm \mu_{n}, z\right)
\end{array}\right] \quad \bar{I}_{2}^{ \pm}=\left[\begin{array}{c}
U\left( \pm \mu_{1}, z\right) \\
\vdots \\
U\left( \pm \mu_{n}, z\right) \\
V\left( \pm \mu_{1}, z\right) \\
\vdots \\
V\left( \pm \mu_{n}, z\right)
\end{array}\right]
$$

and $\overline{\bar{F}}_{\alpha \beta}$ and $\overline{\bar{B}}_{\alpha \beta}$ are $2 n \times 2 n$ matrices

$$
\begin{align*}
& \overline{\bar{F}}_{\alpha \beta}=\left[\begin{array}{cccccc}
P_{\alpha \beta_{11}}\left(\mu_{1}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{11}}\left(\mu_{1}, \mu_{n}\right) & P_{\alpha \beta_{12}}\left(\mu_{1}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{12}}\left(\mu_{1}, \mu_{n}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
P_{\alpha \beta_{11}}\left(\mu_{n}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{11}}\left(\mu_{n}, \mu_{n}\right) & P_{\alpha \beta_{12}}\left(\mu_{n}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{12}}\left(\mu_{n}, \mu_{n}\right) \\
P_{\alpha \beta_{21}}\left(\mu_{1}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{21}}\left(\mu_{1}, \mu_{n}\right) & P_{\alpha \beta_{22}}\left(\mu_{1}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{22}}\left(\mu_{1}, \mu_{n}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
P_{\alpha \beta_{21}}\left(\mu_{n}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{21}}\left(\mu_{n}, \mu_{n}\right) & P_{\alpha \beta_{22}}\left(\mu_{n}, \mu_{1}\right) & \cdots & P_{\alpha \beta_{22}}\left(\mu_{n}, \mu_{n}\right)
\end{array}\right]  \tag{3.86}\\
& \overline{\bar{B}}_{\alpha \beta}=\left[\begin{array}{cccccc}
P_{\alpha \beta_{11}}\left(\mu_{1},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{11}}\left(\mu_{1},-\mu_{n}\right) & P_{\alpha \beta_{12}}\left(\mu_{1},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{12}}\left(\mu_{1},-\mu_{n}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
P_{\alpha \beta_{11}}\left(\mu_{n},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{11}}\left(\mu_{n},-\mu_{n}\right) & P_{\alpha \beta_{12}}\left(\mu_{n},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{12}}\left(\mu_{n},-\mu_{n}\right) \\
P_{\alpha \beta_{21}}\left(\mu_{1},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{21}}\left(\mu_{1},-\mu_{n}\right) & P_{\alpha \beta_{22}}\left(\mu_{1},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{22}}\left(\mu_{1},-\mu_{n}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
P_{\alpha \beta_{21}}\left(\mu_{n},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{21}}\left(\mu_{n},-\mu_{n}\right) & P_{\alpha \beta_{22}}\left(\mu_{n},-\mu_{1}\right) & \cdots & P_{\alpha \beta_{22}\left(\mu_{n},-\mu_{n}\right)}
\end{array}\right] \tag{3.87}
\end{align*}
$$

and $\overline{\bar{\mu}}^{\prime}$ and $\overline{\bar{a}}^{\prime}$ are $2 n \times 2 n$ diagonal matrices

$$
\begin{equation*}
\overline{\bar{\mu}}^{\prime}=\operatorname{diag}\left[\mu_{1}, \cdots, \mu_{n}, \mu_{1}, \cdots, \mu_{n}\right] \tag{3.88}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\bar{a}}^{\prime}=\operatorname{diag}\left[a_{1}, \cdots, a_{n}, a_{1}, \cdots, a_{n}\right] \tag{3.89}
\end{equation*}
$$

The system of $8 n$ first-order differential equations, (3.81)-(3.84), can be put into more compact form by defining two $4 n \times 1$ vectors

$$
\bar{I}_{a}=\left[\begin{array}{c}
\bar{I}_{1}^{+}+\bar{I}_{1}^{-}  \tag{3.90}\\
\bar{I}_{2}^{+}-\bar{I}_{2}^{-}
\end{array}\right] \quad \bar{I}_{s}=\left[\begin{array}{c}
\bar{I}_{1}^{+}-\bar{I}_{1}^{-} \\
\bar{I}_{2}^{+}+\bar{I}_{2}^{-}
\end{array}\right]
$$

such that the upward propagating intensity $\bar{I}^{+}$is given by

$$
\bar{I}^{+} \equiv\left[\begin{array}{c}
\bar{I}_{1}^{+}  \tag{3.91}\\
\bar{I}_{2}^{+}
\end{array}\right]=\frac{1}{2}\left[\bar{I}_{a}+\bar{I}_{s}\right]
$$

Using (3.90), Equations (3.81)-(3.84) become

$$
\begin{align*}
& \overline{\bar{\mu}} \cdot \frac{d}{d z} \bar{I}_{a}=\overline{\bar{W}} \cdot \bar{I}_{s}  \tag{3.92}\\
& \overline{\bar{\mu}} \cdot \frac{d}{d z} \bar{I}_{s}=\overline{\bar{A}} \cdot \bar{I}_{a} \tag{3.93}
\end{align*}
$$

where $\overline{\bar{W}}$ and $\overline{\bar{A}}$ are the $4 n \times 4 n$ matrices

$$
\begin{align*}
& \overline{\bar{W}}=-\left[\begin{array}{cc}
\overline{\bar{\kappa}}_{e 1} & 0 \\
0 & \overline{\bar{\kappa}}_{e 2}
\end{array}\right]+\left[\begin{array}{cc}
\left(\overline{\bar{F}}_{11}-\overline{\bar{B}}_{11}\right) & \left(\overline{\bar{F}}_{12}+\overline{\bar{B}}_{12}\right) \\
\left(\overline{\bar{F}}_{21}-\overline{\bar{B}}_{21}\right) & \left(\overline{\bar{F}}_{22}+\overline{\bar{B}}_{22}\right)
\end{array}\right] \cdot \overline{\bar{a}}  \tag{3.94}\\
& \overline{\bar{A}}=-\left[\begin{array}{cc}
\overline{\bar{\kappa}}_{e 1} & 0 \\
0 & \overline{\bar{\kappa}}_{e 2}
\end{array}\right]+\left[\begin{array}{cc}
\left(\overline{\bar{F}}_{11}+\overline{\bar{B}}_{11}\right) & \left(\overline{\bar{F}}_{12}-\overline{\bar{B}}_{12}\right) \\
\left(\overline{\bar{F}}_{21}+\overline{\bar{B}}_{21}\right) & \left(\overline{\bar{F}}_{22}-\overline{\bar{B}}_{22}\right)
\end{array}\right] \cdot \overline{\bar{a}} \tag{3.95}
\end{align*}
$$

The matrices $\overline{\bar{F}}_{\alpha \beta}$ and $\overline{\bar{B}}_{\alpha \beta}, \alpha, \beta=1,2$, are given in (3.86) and (3.87), and $\overline{\bar{\mu}}$ and $\overline{\bar{a}}$ are $4 n \times 4 n$ diagonal matrices

$$
\begin{align*}
& \overline{\bar{\mu}}=\operatorname{diag}\left[\mu_{1}, \cdots, \mu_{n}, \mu_{1}, \cdots, \mu_{n}, \mu_{1}, \cdots, \mu_{n}, \mu_{1}, \cdots, \mu_{n}\right]  \tag{3.96}\\
& \overline{\bar{a}}=\operatorname{diag}\left[a_{1}, \cdots, a_{n}, a_{1}, \cdots, a_{n}, a_{1}, \cdots, a_{n}, a_{1}, \cdots, a_{n}\right] \tag{3.97}
\end{align*}
$$

### 3.4.4 Eigenanalysis Solution

The homogeneous solutions for Equations (3.92) and (3.93) have the following form:

$$
\begin{align*}
& \bar{I}_{a}=\bar{I}_{a o} \mathrm{e}^{\alpha z}  \tag{3.98}\\
& \bar{I}_{s}=\bar{I}_{s o} \mathrm{e}^{\alpha z} \tag{3.99}
\end{align*}
$$

and $\bar{I}_{a o}$ and $\bar{I}_{s o}$ satisfy the following eigenvalue equations

$$
\begin{gather*}
\left(\overline{\bar{\mu}}^{-1} \cdot \overline{\bar{W}} \cdot \overline{\bar{\mu}}^{-1} \cdot \overline{\bar{A}}-\alpha^{2} \overline{\bar{I}}\right) \cdot \bar{I}_{a o}=0  \tag{3.100}\\
\bar{I}_{s o}=\alpha^{-1} \cdot \overline{\bar{\mu}}^{-1} \cdot \overline{\bar{A}} \cdot \bar{I}_{a o} \tag{3.101}
\end{gather*}
$$

where $\overline{\bar{I}}$ is an identity matrix. The above system of equations has $4 n$ eigenvalues corresponding to $\pm \alpha_{i}$. The eigenvectors $\bar{I}_{a i}$ associated to the eigenvalue $\alpha_{i}$ can be regrouped in the matrix $\bar{E}$ which is a $4 n \times 4 n$ matrix. Therefore, the solution can be written as

$$
\begin{align*}
& \bar{I}_{a}=\bar{E} \cdot \overline{\bar{D}}(z) \cdot \frac{\bar{x}}{2}+\bar{E} \cdot \overline{\bar{U}}(z+d) \cdot \frac{\bar{y}}{2}  \tag{3.102}\\
& \bar{I}_{s}=\overline{\bar{Q}} \cdot \overline{\bar{D}}(z) \cdot \frac{\bar{x}}{2}-\overline{\bar{Q}} \cdot \overline{\bar{U}}(z+d) \cdot \frac{\bar{y}}{2} \tag{3.103}
\end{align*}
$$

where Equation (3.101) has been used to obtain $\bar{I}_{s}$, and

$$
\begin{align*}
\overline{\bar{Q}} & =\overline{\bar{\mu}}^{-1} \cdot \overline{\bar{A}} \cdot \bar{E} \cdot \overline{\bar{\alpha}}^{-1}  \tag{3.104}\\
\overline{\bar{D}}(z) & =\operatorname{diag}\left[\mathrm{e}^{\alpha_{1} z}, \cdots, \mathrm{e}^{\alpha_{4 n} z}\right]  \tag{3.105}\\
\overline{\bar{U}}(z) & =\operatorname{diag}\left[\mathrm{e}^{-\alpha_{1} z}, \cdots, \mathrm{e}^{-\alpha_{4 n} z}\right]  \tag{3.106}\\
\overline{\bar{\alpha}} & =\operatorname{diag}\left[\alpha_{1}, \cdots, \alpha_{4 n}\right] \tag{3.107}
\end{align*}
$$

where $\bar{x}$ and $\bar{y}$ are $4 n \times 1$ unknown vectors which will be solved by matching the boundary conditions. Using Equation (3.90) the solution for the upward and down-
ward propagating Stokes vectors can be recovered

$$
\begin{align*}
& \bar{I}^{+}(z)=(\bar{E}+\overline{\bar{Q}}) \cdot \overline{\bar{D}}(z) \cdot \bar{x}+(\bar{E}-\overline{\bar{Q}}) \cdot \overline{\bar{U}}(z+d) \cdot \bar{y}  \tag{3.108}\\
& \bar{I}^{-}(z)=\left(\bar{E}^{\prime}+\overline{\bar{Q}}^{\prime}\right) \cdot \overline{\bar{D}}(z) \cdot \bar{x}+\left(\bar{E}^{\prime}-\overline{\bar{Q}}^{\prime}\right) \cdot \overline{\bar{U}}(z+d) \cdot \bar{y} \tag{3.109}
\end{align*}
$$

where

$$
\begin{align*}
& \overline{\bar{E}}=\overline{\bar{\mu}}^{-1} \cdot \overline{\bar{W}} \cdot \overline{\bar{Q}} \cdot \overline{\bar{\alpha}}^{-1}  \tag{3.110}\\
& \overline{\bar{Q}}^{\prime}=\overline{\bar{\mu}}^{-1} \cdot \overline{\bar{A}}^{\prime} \cdot \bar{E} \cdot \overline{\bar{\alpha}}^{-1} \tag{3.111}
\end{align*}
$$

and

$$
\begin{align*}
& \overline{\bar{W}}^{\prime}=-\left[\begin{array}{cc}
\overline{\bar{\kappa}}_{e 1} & 0 \\
0 & -\overline{\bar{\kappa}}_{e 2}
\end{array}\right]+\left[\begin{array}{cc}
\left(\overline{\bar{F}}_{11}-\overline{\bar{B}}_{11}\right) & \left(\overline{\bar{F}}_{12}+\overline{\bar{B}}_{12}\right) \\
-\left(\overline{\bar{F}}_{21}-\overline{\bar{B}}_{21}\right) & -\left(\overline{\bar{F}}_{22}+\overline{\bar{B}}_{22}\right)
\end{array}\right] \cdot \overline{\bar{a}}  \tag{3.112}\\
& \overline{\bar{A}}^{\prime}=-\left[\begin{array}{cc}
-\overline{\bar{\kappa}}_{e 1} & 0 \\
0 & \overline{\bar{\kappa}}_{e 2}
\end{array}\right]+\left[\begin{array}{cc}
-\left(\overline{\bar{F}}_{11}+\overline{\bar{B}}_{11}\right) & -\left(\overline{\bar{F}}_{12}-\overline{\bar{B}}_{12}\right) \\
\left(\overline{\bar{F}}_{21}+\overline{\bar{B}}_{21}\right) & \left(\overline{\bar{F}}_{22}-\overline{\bar{B}}_{22}\right)
\end{array}\right] \cdot \overline{\bar{a}} \tag{3.113}
\end{align*}
$$

Finally, using the boundary conditions (3.54) and (3.55) which can be put in the following form

$$
\begin{align*}
\bar{I}^{+}(z=-d) & =\overline{\bar{R}}_{12} \cdot \bar{I}^{-}(z=-d)  \tag{3.114}\\
\bar{I}^{-}(z=0) & =\overline{\bar{R}}_{10} \cdot \bar{I}^{+}(z=0)+\overline{\bar{T}}_{01} \cdot \bar{I}_{0 i}^{-} \tag{3.115}
\end{align*}
$$

where

$$
\begin{equation*}
\left[\bar{I}_{0 i}^{-}\right]_{j}=\left[\bar{I}_{0 i}\right]_{j} \frac{\delta_{j k} \epsilon_{0} \cos \theta_{0 k}}{a_{j} \epsilon_{1}^{\prime} \cos \theta_{k}} \tag{3.116}
\end{equation*}
$$

which takes into account the discretization of the delta function [50], and $\epsilon_{1}^{\prime}$ is the real part of $\epsilon_{1}, \theta_{k}$ and $\theta_{0 k}$ are related by the Snell's law. Combining (3.108),(3.109)
and (3.114),(3.115) leads to the following system of $8 n \times 8 n$ equations

$$
\left.\begin{array}{r}
{\left[\bar{E}^{\prime}+\overline{\bar{Q}}^{\prime}-\overline{\bar{R}}_{10} \cdot(\bar{E}+\overline{\bar{Q}})\right.} \\
\left\{(\bar{E}+\overline{\bar{Q}})-\overline{\bar{R}}_{12} \cdot\left(\bar{E}^{\prime}+\overline{\bar{Q}}^{\prime}\right)\right\} \overline{\bar{D}}(-d)  \tag{3.117}\\
\left.\left(\bar{E}^{\prime}-\overline{\bar{Q}}^{\prime}\right)-\overline{\bar{R}}_{10} \cdot(\bar{E}-\overline{\bar{Q}})\right\} \overline{\bar{D}}(-d) \\
(\bar{E}-\overline{\bar{Q}})-\overline{\bar{R}}_{12} \cdot\left(\bar{E}^{\prime}-\overline{\bar{Q}}^{\prime}\right)
\end{array}\right]
$$

Once the solution to this set of equations is obtained, $\bar{x}$ and $\bar{y}$ can be inserted into the boundary condition (3.56) to obtain the scattered Stokes vector in region 0 ,

$$
\begin{equation*}
\bar{I}_{0 s}=\overline{\bar{T}}_{10} \cdot \bar{I}^{+}(z=0)+\overline{\bar{R}}_{01} \cdot \bar{I}_{0 i}^{-} \tag{3.118}
\end{equation*}
$$

where $\bar{I}^{+}(z=0)$ is obtained using (3.108). The total solution can be obtained by reconstructing the Fourier series for the odd and even modes. The backscattering coefficient $\sigma_{\alpha \beta}$ can be determined from the scattered Stokes vector $\bar{I}_{o s}$

$$
\begin{equation*}
\sigma_{\alpha \beta}=\lim _{\substack{r \rightarrow \infty \\ A \rightarrow \infty}} \frac{4 \pi r^{2}}{A} \frac{\left\langle E_{\alpha s} E_{\alpha s}^{*}\right\rangle}{E_{\beta i} E_{\beta i}^{*}} \tag{3.119}
\end{equation*}
$$

where $\alpha, \beta=v$ or $h$ and $A$ is the illumination area.

## Chapter 4

## First Order Analytical Approximation

In this chapter, we shall derive the First Order Analytical Approximation solution for the scattering from multiple spheres. The First Order Analytical Approximation solution is obtained by taking the configurational average over the first order scattering solution of the multiple scattering equations derived in chapter 2 . In this method, the statistics of the positions of particles will be applied. Since we use the probability density function of the particle positions, there is no need to calculate the average over many realizations as in the Monte Carlo technique, which makes this approach much more computationally efficient than the T-matrix-Monte Carlo simulation approach.

It will be shown later that this simple solution gives a reasonable approximation in cases when the fractional volume is small. The simple analytical solution gives a good approximation and has advantages in terms of the computational time and the complexity of the governing equation for the calculation of scattering. Also the First Order Analytical Approximation approach includes the effects of coherent wave interactions. However, the multiple scattering is neglected in this approach, which is the trade-off for its simplicity. In the derivation, we assume all the particles to have independent position, which means the pair distribution function is equal to one. This assumption is not valid when the medium is dense. Thus this analytical approximation is valid in the limit of small fractional volume only. The better approximations
of the pair distribution can be found in [30].

### 4.1 Scattering from a Single Particle



Figure 4-1: Incident plane wave $E_{0}$ on a small particle gives rise to scattering wave $E_{s}$.

We assume that all the particles have sizes which are small enough to be in the Rayleigh scattering regime. The scattered electric field $E_{s}$ resulted from the incident field $E_{0}$ (Figure 4-1) for a small particle of radius $a$ centered at origin is given by [13]:

$$
\begin{equation*}
E_{s}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{e^{i k r}}{r} E_{0} \sin \theta \tag{4.1}
\end{equation*}
$$

where $\epsilon_{s}$ is the permittivity of the particle, $\epsilon_{m}$ is the permittivity of the background medium and $k=\omega \sqrt{\mu_{0} \epsilon_{m}}$. If the scatterer is located at $\bar{r}^{\prime}$, and applying the far field
approximation on the term $\left|\bar{r}-\bar{r}^{\prime}\right|$, the scattered field then becomes

$$
\begin{equation*}
E_{s}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{e^{i k r}}{r} e^{-i \bar{k}_{s} \cdot \bar{r}^{\prime}} E_{0} e^{i \bar{k} \cdot \bar{r}^{\prime}} \sin \theta \tag{4.2}
\end{equation*}
$$

where $\bar{k}$ is the $k$ vector of the incident wave and the $\bar{k}_{s}$ is the $k$ vector of the scattered wave. If we are interested in the backscattering direction only, then

$$
-\bar{k}_{s}=\bar{k}_{i}, \quad \sin \theta=1
$$

and the backscattered field is

$$
\begin{equation*}
E_{s}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} e^{2 i \overline{k_{i}} \cdot \bar{r}^{\prime}} E_{0} \frac{e^{i k r}}{r} \tag{4.3}
\end{equation*}
$$

### 4.2 Scattering from Multiple Particles

Equation (4.3) is the scattered field in the backscattering direction from a single small particle centered at $\bar{r}^{\prime}$ based on Rayleigh's formulation. In this section, we consider the scattering from multiple particles as shown in Figure 4-2. It is assumed that all the particles have the same size $a$ and permittivity $\epsilon_{s}$. The background medium is homogeneous with permittivity $\epsilon_{m}$. In this section, the background medium is assumed to be lossless.

The backscattered field from a particle $i$ centered at $\overline{r_{i}}$ is given by:

$$
\begin{equation*}
E_{s i}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} e^{2 i \bar{k} \cdot \overline{r_{i}}} E_{0} \frac{e^{i k r}}{r} \tag{4.4}
\end{equation*}
$$

The total backscattered field from all particles is just the sum of scattered field from each particle

$$
\begin{equation*}
E_{s}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} E_{0} \frac{e^{i k r}}{r} \sum_{i=1}^{N} e^{2 i \bar{k} \cdot \overline{r_{i}}} \tag{4.5}
\end{equation*}
$$

where $N$ is the total number of particles in the interested region. We note that Equation (4.5) is the first order solution of the multiple scattering equation derived


Figure 4-2: Configuration for First Order Analytical Approximation: Multiple particles confined in a rectangular box in an unbounded homogeneous medium
in Chapter 2, which means we ignore the higher order multiple scattering effects and consider only the contribution from the incident wave impinged on that particle.

From (4.5), we can see that the random position of $\bar{r}_{i}$ gives random phase fluctuation. Taking the configurational average of (4.5) gives

$$
\begin{equation*}
\left\langle E_{s}\right\rangle=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} E_{0} \frac{e^{i k r}}{r} N \int_{V} d \bar{r}_{i} p\left(\bar{r}_{i}\right) e^{2 i \overline{k_{i}} \cdot \bar{r}_{i}} \tag{4.6}
\end{equation*}
$$

where $V$ is the volume containg the particles. The angular bracket $\rangle$ denotes the configurational average.

We also assume the single particle probability density $p\left(\bar{r}_{i}\right)$ to be

$$
\begin{equation*}
p\left(\bar{r}_{i}\right)=\frac{1}{V} \tag{4.7}
\end{equation*}
$$

For a rectangular volume $V=L \times L \times D$, the Equation (4.6) becomes

$$
\begin{equation*}
\left\langle E_{s}\right\rangle=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} E_{0} \frac{e^{i k r}}{r} \frac{N}{L^{2} D} \int_{-\frac{L}{2}}^{\frac{L}{2}} d x_{i} e^{2 i k_{x} x_{i}} \int_{-\frac{L}{2}}^{\frac{L}{2}} d y_{i} e^{2 i k_{y} y_{i}} \int_{-\frac{D}{2}}^{\frac{D}{2}} d z_{i} e^{2 i k_{z} z_{i}} \tag{4.8}
\end{equation*}
$$

Performing the integration, we obtain the equation for the average total scattered field

$$
\begin{equation*}
\left\langle E_{s}\right\rangle=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} E_{0} \frac{e^{i k r}}{r} N\left\{\operatorname{sinc}\left(k_{x} L\right) \operatorname{sinc}\left(k_{y} L\right) \operatorname{sinc}\left(k_{z} L\right)\right\} \tag{4.9}
\end{equation*}
$$

where $\operatorname{sinc}(x)=\sin (x) / x$ is the sinc function.
The incoherent scattered field $\mathcal{E}_{s}$ is defined as

$$
\begin{equation*}
\mathcal{E}_{s}=E_{s}-\left\langle E_{s}\right\rangle \tag{4.10}
\end{equation*}
$$

The average of the incoherent scattered fields is zero, $\left\langle\mathcal{E}_{s}\right\rangle=0$. However, the configurational average of the incoherent intensity is not zero

$$
\begin{equation*}
\left\langle\mathcal{E}_{s} \mathcal{E}_{s}^{*}\right\rangle=\left\langle E_{s} E_{s}^{*}\right\rangle-\left|\left\langle E_{s}\right\rangle\right|^{2} \tag{4.11}
\end{equation*}
$$

The intensity for the backscattered field (4.5) is

$$
\begin{equation*}
\left|E_{s}\right|^{2}=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{E_{0}}{r}\right|^{2} \sum_{i=1}^{N} e^{2 i \bar{k} \cdot \bar{r}_{i}} \sum_{j=1}^{N} e^{-2 i \bar{k} \cdot \bar{r}_{j}} \tag{4.12}
\end{equation*}
$$

The double summations are separated into two terms, for $i=j$ and $i \neq j$. Thus,

$$
\begin{equation*}
\sum_{i=1}^{N} e^{2 i \bar{k} \cdot \bar{r}_{i}} \sum_{j=1}^{N} e^{-2 i \bar{k} \cdot \bar{r}_{j}}=N+\sum_{i=1}^{N} \sum_{\substack{j=1 \\ i \neq j}}^{N} e^{2 i \bar{k} \cdot\left(\bar{r}_{i}-\bar{r}_{j}\right)} \tag{4.13}
\end{equation*}
$$

The configurational average of (4.12) is performed with the double summation in (4.13) replaced by an average over the two-particle joint probability density function $p\left(\bar{r}_{i}, \bar{r}_{j}\right)$

$$
\begin{equation*}
\left.\left.\langle | E_{s}\right|^{2}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{E_{0}}{r}\right|^{2}\left\{N+N(N-1) \int_{V} d \bar{r}_{i} \int_{V} d \bar{r}_{j} p\left(\bar{r}_{i}, \bar{r}_{j}\right) e^{2 i \bar{k} \cdot\left(\bar{r}_{i}-\bar{r}_{j}\right)}\right\} \tag{4.14}
\end{equation*}
$$

On the assumption of independent particle positions,

$$
\begin{equation*}
p\left(\bar{r}_{i}, \bar{r}_{j}\right)=p\left(\bar{r}_{i}\right) p\left(\bar{r}_{j}\right)=\frac{1}{V^{2}}=\frac{1}{L^{4} D^{2}} \tag{4.15}
\end{equation*}
$$

and using (4.15) in (4.14), we have

$$
\begin{equation*}
\left\langle E_{s} E_{s}^{*}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{E_{0}}{r}\right|^{2}\left\{N+N(N-1) \operatorname{sinc}^{2}\left(k_{x} L\right) \operatorname{sinc}^{2}\left(k_{y} L\right) \operatorname{sinc}^{2}\left(k_{z} D\right)\right\} \tag{4.16}
\end{equation*}
$$

Note that the first term in the curly bracket of Equation (4.16) is the conventional independent scattering result and the other term represents the correlated scattering effects. From Equations (4.9) and (4.16), we can calculate the incoherent intensity.

From Equation (4.9), we have

$$
\begin{equation*}
\left|\left\langle E_{s}\right\rangle\right|^{2}=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{E_{0}}{r}\right|^{2}\left[N\left\{\operatorname{sinc}\left(k_{x} L\right) \operatorname{sinc}\left(k_{y} L\right) \operatorname{sinc}\left(k_{z} D\right)\right\}\right]^{2} \tag{4.17}
\end{equation*}
$$

Substituting (4.16) and (4.17) into (4.11), the incoherent backscattered intensity is
obtained as

$$
\begin{equation*}
\left\langle\mathcal{E}_{s} \mathcal{E}_{s}^{*}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} \frac{E_{0}}{r}\right|^{2} N\left\{1-\operatorname{sinc}^{2}\left(k_{x} L\right) \operatorname{sinc}^{2}\left(k_{y} L\right) \operatorname{sinc}^{2}\left(k_{z} D\right)\right\} \tag{4.18}
\end{equation*}
$$

We also note that the second term in (4.18) vanishes for large $V$ which is identical to the result of independent scattering.

### 4.3 Scattering from a Layer of Particles

For the case of layered medium, we have to take into account the transmitivity of the incident wave as well as the scattered wave. We shall begin the derivation by quoting Equation (4.4) from the previous section.

$$
\begin{equation*}
E_{s i}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) k^{2} a^{3} e^{2 i \bar{k} \cdot \bar{r}_{i}} E_{0} \frac{e^{i k r}}{r} \tag{4.19}
\end{equation*}
$$

In the case of particles buried in a layered medium (Figure 4-2), the exciting field for a single particle is replaced by $T_{01} E_{0}$, where $T_{01}$ is the transmission coefficient from region 0 to region 1 . The transmisstion coefficients for TM and TE modes are given as

$$
\begin{gather*}
T_{01}^{T E}=\frac{2 k_{0 z}}{k_{0 z}+k_{z}}  \tag{4.20}\\
T_{01}^{T M}=\sqrt{\frac{\epsilon_{m}}{\epsilon_{0}}}\left(\frac{2 \epsilon_{0} k_{0 z}}{\epsilon_{m} k_{0 z}+\epsilon_{0} k_{z}}\right) \tag{4.21}
\end{gather*}
$$

where $k_{0}=\omega \sqrt{\mu_{0} \epsilon_{0}}$ is the wave number in the region 0 , and $k=\omega \sqrt{\mu_{0} \epsilon_{m}}$ is the wave number in the region 1. The transmission coefficient from region 1 to region 0 of the radiation from a dipole source is also equal to $T_{01}$ ( see Appendix A) Then Equation (4.4) is modified for a buried particle $i$ centered at $\bar{r}_{i}$ to be

$$
\begin{equation*}
E_{s i}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} e^{2 i \bar{k} \cdot \bar{r}_{i}} E_{0} \frac{e^{i k_{0} r}}{r} \tag{4.22}
\end{equation*}
$$

where the far field approximation has been used. If the medium and the scatterers
are lossy, the permittivities $\epsilon_{m}, \epsilon_{s}$ and the wave number $k$ are complex numbers.

$$
\begin{align*}
\epsilon_{m} & =\epsilon_{0}\left(\epsilon_{m}^{\prime}+i \frac{\sigma_{m}}{\omega \epsilon_{0}}\right)  \tag{4.23}\\
\epsilon_{s} & =\epsilon_{0}\left(\epsilon_{s}^{\prime}+i \frac{\sigma_{s}}{\omega \epsilon_{0}}\right) \tag{4.24}
\end{align*}
$$

where the $\epsilon_{s}^{\prime}, \epsilon_{m}^{\prime}$ are the real parts of permittivities of scatterers and the medium, $\sigma_{s}, \sigma_{m}$ are the conductivities of the scatterers and the medium. However, by the condition of phase matching with the $\bar{k}_{0}$ in the region 0 , only the complex form of the $z$ component of the wave vector $\bar{k}$ in the phase term of equation (4.22) will be retained

$$
\begin{gather*}
k_{x}=\operatorname{Re}\{k\} \sin \theta \cos \phi  \tag{4.25}\\
k_{y}=\operatorname{Re}\{k\} \sin \theta \sin \phi  \tag{4.26}\\
k_{z}=k \cos \theta=\operatorname{Re}\left\{k_{z}\right\}+i \operatorname{Im}\left\{k_{z}\right\} \tag{4.27}
\end{gather*}
$$

Summation of the scattered fields from all particles is

$$
\begin{equation*}
E_{s}=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} E_{0} \frac{e^{i k_{0} r}}{r} \sum_{i=1}^{N} e^{2 i \bar{k} \cdot \bar{r}_{i}} \tag{4.28}
\end{equation*}
$$

Taking the configurational average of (4.28), it becomes

$$
\begin{equation*}
\left\langle E_{s}\right\rangle=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} E_{0} \frac{e^{i k_{0} r}}{r} N \int_{V} p\left(\bar{r}_{i}\right) d \bar{r}_{i} e^{2 i \bar{k} \cdot \bar{r}_{i}} \tag{4.29}
\end{equation*}
$$

Using (4.7) and carrying out the integration over a rectangular volume, we obtain the average backscattered field

$$
\begin{equation*}
\left\langle E_{s}\right\rangle=-\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} E_{0} \frac{e^{i k_{0} r}}{r} N \operatorname{sinc}\left(k_{x} L\right) \operatorname{sinc}\left(k_{y} L\right)\left(\frac{1-e^{-2 i k_{z} D}}{2 i k_{z} D}\right) \tag{4.30}
\end{equation*}
$$

From (4.28), the intensity of the backscattered field is

$$
\begin{equation*}
\left|E_{s}\right|^{2}=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} E_{0} \frac{e^{i k_{0} r}}{r}\right|^{2} \sum_{i=1}^{N} e^{2 i \bar{k} \cdot \bar{r}_{i}} \sum_{j=1}^{N} e^{-2 i \bar{k}^{*} \cdot \bar{r}_{j}} \tag{4.31}
\end{equation*}
$$

Similarly, the multiplication of two summations can be separated into two terms, $i=j$ and $i \neq j$

$$
\begin{equation*}
\sum_{i=1}^{N} e^{2 i \bar{k} \cdot \bar{r}_{i}} \sum_{j=1}^{N} e^{-2 i \bar{k}^{*} \cdot \bar{r}_{j}}=\sum_{i=1}^{N} e^{-4 \operatorname{Im}\left\{k_{z}\right\} z_{i}}+\sum_{i=1}^{N} \sum_{\substack{j=1 \\ i \neq j}}^{N} e^{2 i\left(\bar{k} \cdot \bar{r}_{i}-\bar{k}^{*} \cdot \bar{r}_{j}\right)} \tag{4.32}
\end{equation*}
$$

Taking the configurational average of (4.31), the first term in Equation (4.32) gives

$$
\begin{equation*}
\left\langle\sum_{i=j}^{N} e^{-4 \operatorname{Im}\left\{k_{z}\right\} r_{z i}}\right\rangle=N \int_{-D}^{0} d z_{i} \frac{1}{D} e^{-4 \operatorname{Im}\left\{k_{z}\right\} z_{i}}=N\left(\frac{1-e^{4 \operatorname{Im}\left\{k_{z}\right\} D}}{-4 \operatorname{Im}\left\{k_{z}\right\} D}\right) \tag{4.33}
\end{equation*}
$$

where $\operatorname{Im} k_{z}$ is negative since the direction of the wave impinging on the particle is downward in the medium. The average of the second term of Equation (4.32) gives

$$
\begin{gather*}
\left\langle\sum_{i=1}^{N} \sum_{\substack{j=1 \\
i \neq j}}^{N} e^{2 i\left(\bar{k} \cdot \bar{r}_{i}-\bar{k}^{*} \cdot \bar{r}_{j}\right)}\right\rangle=N(N-1) \iiint_{V} d \bar{r}_{i} \iiint_{V} d \bar{r}_{j} \frac{1}{V^{2}} e^{2 i\left(\bar{k} \cdot \bar{r}_{i}-\bar{k}^{*} \cdot \bar{r}_{j}\right)} \\
=\operatorname{sinc}^{2}\left(k_{x} L\right) \operatorname{sinc}^{2}\left(k_{y} L\right)\left|\frac{\left(1-e^{-2 i k_{z} D}\right)}{2 i k_{z} D}\right|^{2} \tag{4.34}
\end{gather*}
$$

Therefore, the configurational average of (4.31) becomes

$$
\begin{gather*}
\left\langle E_{s} E_{s}^{*}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} \frac{E_{0}}{r}\right|^{2} \\
\times\left\{N\left(\frac{1-e^{4 \operatorname{Im}\left\{k_{z}\right\} D}}{-4 \operatorname{Im}\left\{k_{z}\right\} D}\right)+N(N-1) \operatorname{sinc}^{2}\left(k_{x} L\right) \operatorname{sinc}^{2}\left(k_{y} L\right)\left|\frac{\left(1-e^{-2 i k_{z} D}\right)}{2 i k_{z} D}\right|^{2}\right\} \tag{4.35}
\end{gather*}
$$

The intensity of the average backscattered field from (4.30) is

$$
\begin{equation*}
\left|\left\langle E_{s}\right\rangle\right|^{2}=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} E_{0} \frac{e^{i k_{0} r}}{r}\right|^{2}\left|N \operatorname{sinc}\left(k_{x} L\right) \operatorname{sinc}\left(k_{y} L\right)\left(\frac{1-e^{-2 i k_{z} D}}{2 i k_{z} D}\right)\right|^{2} \tag{4.36}
\end{equation*}
$$

Using Equations (4.35) and (4.36) in the relationship (4.11), we obtain the expression for the incoherent backscattered intensity for particles embeded in a layered medium

$$
\left\langle\mathcal{E}_{s} \mathcal{E}_{s}^{*}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} \frac{E_{0}}{r}\right|^{2}
$$

$$
\begin{equation*}
\times N\left\{\left(\frac{1-e^{4 \operatorname{Im}\left\{k_{z}\right\} D}}{-4 \operatorname{Im}\left\{k_{z}\right\} D}\right)-\left|\operatorname{sinc}\left(k_{x} L\right) \operatorname{sinc}\left(k_{y} L\right)\left(\frac{1-e^{-2 i k_{z} D}}{2 i k_{z} D}\right)\right|^{2}\right\} \tag{4.37}
\end{equation*}
$$

We note the second term on the right hand side of (4.37) vanishes as the volume of the medium is very large and the backscattered intensity then reduces to

$$
\begin{equation*}
\left\langle\mathcal{E}_{s} \mathcal{E}_{s}^{*}\right\rangle=\left|\left(\frac{\epsilon_{s}-\epsilon_{m}}{\epsilon_{s}+2 \epsilon_{m}}\right) T_{01}^{2} k^{2} a^{3} \frac{E_{0}}{r}\right|^{2} N\left(\frac{1-e^{4 \operatorname{Im}\left\{k_{z}\right\} D}}{-4 \operatorname{Im}\left\{k_{z}\right\} D}\right) \tag{4.38}
\end{equation*}
$$

The Equation (4.38) differs from the case of scattering from particles within lossless full-space medium in that (4.38) has the decay term resulted from the lossiness in the background medium and the two-way transmitivity. If the area of illumination and the number density of particles are kept constant, total number of particles $N$ is proportional to the depth $D$. We can see that when the thickness of the particle layer becomes large, the exponential term drops very fast. This means that particles at the deeper levels contribute less to the backscattered intensity.

The backscattering coefficient is calculated from the incoherent intensity as [30]

$$
\begin{equation*}
\sigma=\lim _{r \rightarrow \infty} \frac{4 \pi r^{2}}{A} \frac{\left\langle\mathcal{E}_{s} \mathcal{E}_{s}^{*}\right\rangle}{E_{0} E_{0}^{*}} \tag{4.39}
\end{equation*}
$$

## Chapter 5

## Results and Discussion

In this chapter, numerical results are carried out using the three approaches described in the previous chapters. Physical parameters used in the calculations are listed in Section 5.1. Backscatter calculations are shown in section 5.2. Finally, the backscatter, simulated using the RT theory versus radar parameters and physical properties of desert medium are given in Section 5.3.

### 5.1 Parameters Used in Simulation

| Parameters | Range | Typical value | Unit |
| :--- | :--- | :--- | :--- |
| Frequency | $0.1-1.0$ | 0.5 | GHz |
| Incident Angle | $10.0-80.0$ | 45.0 | degree |
| Dielectric Constant of Medium | $1.5-7.0$ | 3.0 | $\epsilon_{0}$ |
| Conductivity of Medium | $6.0-20.0$ | 10.0 | $10^{-3} \zeta / m$ |
| Fractional Volume | $1.0-10.0$ | 5.0 | $\%$ |
| Radius of Particles | $0.5-5.0$ | 2.0 | cm |
| Dielectric Constant of Particles | $2.5-8.0$ | 6.0 | $\epsilon_{0}$ |

Table 5.1: Parameters used in calculation

In order to simulate the backscatter of the Yuma desert, the physical characteristics of the desert medium are needed. Unfortunately, the appropriate ground truth are not fully available. Instead, values listed in Table 5.1 are used: these values are not measured from the Yuma site. The dielectric constant of the background medium
is based on the SIR-B Subsurface imaging experiment at Al Labbah Plaueau [3], Saudi Arabia conducted in October 1984. A table showing the moisture and electric properties of Al Labbah Plateau sand samples is given in Appendix B. The dielectric constant of rocks is obtained from [32], a laboratory measurement of dielectric properties for various kinds of rocks. A figure showing the ranges of dielectric constants of rocks is also given in Appendix B. The sizes of rocks in some desert terrains can be found in [24].

### 5.2 Comparison of Three Approaches

All calculations shown in this section are for HH polarization. Results for the VV polarization can be estimated based on the results for the HH polarization and by considering the difference between the two-way transmission coefficient of the TE and TM waves. It can be shown that the VV backscatter is about 1 dB higher than the HH backscatter at the $45^{\circ}$ incident angle.

Although each approach can have different model configuration. For the purposed of comparison, the model configuration used in this simulation were chosen to be identical. The T-matrix-Monte Carlo method, although it has a capability of having particles with arbitrarily diverse sizes and permittivities, is implemented for one species of particle only. The backscattering coefficients calculated by T-matrix-Monte Carlo method and the First Order Analytical Approximation method both have the limitation that the medium has to be of finite volume; while in the RT approach, the medium is infinitely extended.

Another important parameter, which could give totally different results if inappropriately chosen, is the depth of the particle layer. Because of propagation loss, the backscatter contribution due to particles lying deep below the surface tends to decrease. The depth of the particle layer need not be too large; may be in the order of a penetration depth.

Figure 5-1 shows the backscattering coefficient calculated using the three different approaches as a function of particle layer thickness. The area of illumination used in

Backscattering Coefficient versus Thickness of Particles' Layer


Figure 5-1: Backscattering coefficient versus thickness of particle layer.
the T-matrix-Monte Carlo simulation and the First Order Analytical Approximation is 0.5 square meter. It can be seen that, for the given set of parameters, the backscattering coefficient is almost constant after the thickness of particle layer is larger than 1 meter. This is due to the propagation loss which reduces the scattering contribution due to particles away from the interface.

Figures 5-2 to 5-8 show the simulations using the ranges of parameters shown in Section 5.1. In Figure 5-2, we plot the backscattering coefficient as a function of frequency. The backscattering coefficient increases rapidly as the frequency increases. In Rayleigh scattering, the backscattering coefficient increases as the forth power of the frequency, or approximately 12 dB when the frequency increases by the factor of 2 . In the independent scattering model, the backscattering coefficient increases linearly as the fractional volume or the number of particle increase. That is, backscatter increases by 3 dB when the fractional volume doubles.

But from Figure 5-4, this approximation is not valid when the medium is dense. Since, in the case of dense medium, the probability of finding a particle in the medium is not uniform (no 2 particles can overlap the same space). This further suggests that the First Order Analytical solution method, using the independent pair distribution function, is valid for sparse medium only. However, the T-matrix-Monte Carlo simulation and RT theory method have capabilities of dealing with dense medium, as seen in Figure 5-4 that rate of increasing is not linearly dependent to the fractional volume.(Moreover, the backscattering coefficient even tends to decrease when the medium is very dense, around $60 \%$ or higher [23]. This argument is plausible since when the fractional volume goes to $100 \%$, the whole medium is homogeneous, thus produces no backscatterer.)

Figure 5-3 shows the backscatter as a function of incident angle. The effect of incident angle to backscatter is due mainly to the transmitivity at the air-ground interface. This explains the higher return for the VV polarization than for the HH polarization, since the transmission coefficient of TM wave is always higher than that of TE wave. It is to be noted that due to the limitation of Gaussian quadrature method used in the numerical solution for RT, the RT approach cannot be used at

Backscattering Coefficient versus Frequency.


Figure 5-2: Backscattering coefficient versus frequency.


Figure 5-3: Backscattering coefficient versus incident angle.


Figure 5-4: Backscattering coefficient versus fractional volume of particles.
very low depression angle region. Using the listed typical parameters, RT can be used up to no more than $70^{\circ}$ incident angle only.

Figure 5-5 shows the backscattering coefficient versus radius of particles. Using the single scattering model, the backscattering coefficient increases to the sixth power of the radius. In our calculation, we keep the fractional volume of the particles constant, so the number of particles decreases by inverse proportion to the third power of radius of the particles. Then the backscattering coefficient in Figure 5-5 increases by only the third power of radii of particles, which is 9 dB for every two-time the radius of particles.

In Figures 5-6 and 5-7, the backscattering coefficients versus dielectric constants of the particles and the medium respectively, we can see that when the difference between dielectric constants of particles and medium is higher. the backscattering coefficient increases. And when the dielectric constant of particles and medium are the same value, the medium becomes almost homogeneous, thus producing the lowest return, as expected. The backscatterer at this point would be minus infinity if it were not for the conductivity in the medium which is the only difference between particles and medium at this point.

Figure 5-8 shows the backscattering coefficient versus the conductivity of the medium. As expected, the backscattering coefficient is lower when the conductivity is higher. The effect of conductivity on the backscattering coefficient can be easily approximated by calculating averaged round-trip loss factor of the scattered power from particles.

$$
\begin{gather*}
\frac{N}{D} \int_{-D}^{0} e^{4 k_{i z} r_{z}} d r_{z}=N \frac{1-e^{4 k_{i z} D}}{-4 k_{i z} D}  \tag{5.1}\\
k_{i z} \approx-\frac{\sigma}{2 c \epsilon_{0}} \cos \theta_{t}
\end{gather*}
$$

where $\theta_{t}$ is the incident angle in medium 1 . It can be seen that when the exponential term is small, i.e. the thickness of particle layer is larger or the conductivity of the background medium is high, the loss is approximately proportional to $1 / \sigma$, which means 3 dB decrease in backscattering coefficient if the conductivity doubles. This expression is also useful to predict the results for the case of different thickness of


Figure 5-5: Backscattering coefficient versus radius of particles.

Backscattering Coefficient versus Dielectric Constant of Particles


Figure 5-6: Backscattering coefficient versus dielectric constant of particles.


Figure 5-7: Backscattering coefficient versus dielectric constant of the background medium.


Figure 5-8: Backscattering coefficient versus conductivity of medium.
particles layer. If all properties of medium and scatterers and the area illumination are kept constant, the number of particles $N$ is proportional to $D$, thus canceling the $1 / D$ term. Then the backscatterer depends on the upper term of the right-hand side of (5.1), which is almost constant for large $D$. This is interpreted as that, for the lossy medium, the particles at the deeper distance in the medium has no effects to backscattering coefficient as seen in Figure 5-1.

From Figures 5-2 to 5-8, we can see that, results calculated using the RT theory and the T-matrix-Monte Carlo simulation agree well. The results calculated using First Order Analytical Approximation also give the same trend as those of the other two approaches, but the level of the curves is always higher. This difference may be accounted for by: 1) multiple scattering, 2) the missing absorption term in the Rayleigh's scattering equation, 3) the independent particle position assumption.

Further investigation by using T-matrix-Monte Carlo simulation to calculate the backscattering coefficient for first order and higher order iterations (Figure 5-9) shows that the effects of multiple scattering, in this set of typical parameters, is smaller. By considering the leading term of the real part of T-matrix given in Equation (2.45), section 2.3 , it can be found that the effect of absorption is also very small. One can demonstrate that difference between Analytical solution approach and the other two method is due mainly to 3 ) by performing the Monte Carlo simulation using uniform pair distribution function without particle overlap checking. The results show that when ignoring the overlap checking in the random particle generator, Monte Carlo simulation agrees very well with the First Order Analytical Approximation. The difference from this effect is stronger when the fractional volume is larger, as it can be seen in Figure 5-4, since the assumption of independent particles' positions becomes invalid in the dense medium, thus produces larger errors. This error becomes smaller at the smaller fractional volume region, which is the valid region of the First Order Analytical Approximation approach.

Comparing results calculated using the three approaches, it can be seen that they agree well. If the computational resources required in performing the calculation of each approach is taken into account, the RT theory appears to be the best method


Figure 5-9: Backscattering coefficient versus number of iterations.
among the three.

### 5.3 Simulation Results With Particle Size Distribution

In this section, we assume that their sizes obey a Rayleigh distribution. [30]

$$
\begin{equation*}
n(r)=K r e^{-\frac{r^{2}}{2 a^{2}}} \tag{5.2}
\end{equation*}
$$

In Equation (5.2) $r$ is the radius of the particle, and $n(r) d r$ gives the number of particles per unit volume having size between $r$ and $r+d r$. The normalizing factor $K$ depends on the total fractional volume $f$, which is the ratio of the volume occupied by particles to the bulk volume of the medium

$$
\begin{equation*}
f=\frac{4 \pi}{3} \frac{K}{2}\left(2 a^{2}\right)^{-\left(\frac{5}{2}\right)} \Gamma\left(\frac{5}{2}\right) \tag{5.3}
\end{equation*}
$$

where $a$ is the mode radius at which $n(a)$ is a maximum in the distribution.
For a given size distribution, we can discretize the continuous size distribution into a histogram for $N$ different sizes. Given a set of $N$ discretized sizes $r_{j}$ with number densities $n_{j}=3 f / 4 \pi r_{j}^{3}$ and the backscattering coefficient of the medium denoted by $\sigma_{j}$, the total backscattering coefficient of the medium with size distribution denoted by $\sigma_{t}$ can be calculated as follow.

$$
\begin{equation*}
\sigma_{t}(a, f)=\sum_{j}^{N} \frac{n_{j}\left(r_{j}\right)}{n_{0 j}\left(r_{j}\right)} \sigma_{j}\left(r_{j}\right) \tag{5.4}
\end{equation*}
$$

where the $\sigma_{j}\left(r_{j}\right)$ is the backscattered power from the medium with the one discretized size of particle $r_{j}$, the $n_{0 j}\left(r_{j}\right)$ is the raw number density for the of the particles with the size $r_{j}$ and the $n_{j}$ is the corrected number density of particles with the size $r_{j}$ using the size distribution function (5.2).

Hence, from (5.4), the backscattering coefficient of the medium with size distri-
bution can be calculated from the backscattering coefficients of $N$ discretized sizes of particles. Figures 5-10 to 5-12 are the results calculated using the RT approach with particle size distribution mode radii from 1.0 cm to 3.0 cm .

As seen from Figures 5-10 to 5-12, all curves have the same trends as in the cases with the single size particles. If we compare the results from the previous section that uses the radius of 2 cm with the results in this section that use size distribution with mode radius of 2 cm , we can see that the backscatters from particles with size distribution produce much higher backscatter than that of cases with single size particles. This is due to the contributions from the particles with large radii. Since the backscattered power is proportional to the sixth power of the radius, the particles with large radii, even with small numbers, tend to have the significant contribution to the backscatter. With the given range of parameters, the calculated backscatters range from -20 dB to -40 dB . It is possible, therefore, that the total backscatter observed from the Yuma has a significant volume scattering component due to rocks beneath the desert surface. It may be further concluded that the volume scattering is important in GPR applications.

Backscattering Coefficient versus Incident Angle.


Figure 5-10: Backscattering coefficient of medium with size distribution versus incident angle


Figure 5-11: Backscattering coefficient of medium with size distribution versus frequency.


Figure 5-12: Backscattering coefficient of medium with size distribution versus total fractional volume.

## Chapter 6

## Summary

In June 1993, MIT Lincoln Laboratory conducted a ground penetration radar (GPR) experiment in Yuma, Arizona. During the experiment, extensive clutter data were collected for the desert terrain. These clutter data show that, even in an area where the surface is relatively flat and with no visible vegetation, the backscatter is significantly higher than the noise level. For GPR configuration, a possible explanation for this finding is volume scattering. Volume scattering is caused by inhomogeneity in the medium, such as rocks beneath the desert surface, heterogeneous soil types, and subsurface features. This thesis investigates the volume scattering arisen from the rocks.

For the ease of modeling, the desert is replaced by a lossy half-space medium, and the rocks are replaced by dielectric spherical particles embedded in the half-space. The radar backscatter were calculated as a function of incident angle, frequency, dielectric constant of the particles, dielectric constant of the half-space, conductivity of the half-space, size of the particles, and the fractional volume of the particles. (The fractional volume of particles in the medium is the ratio of the sum of the volume of all the particles to the bulk volume of the medium.) Three approaches are used to analyze this volume scattering problem: (1) the Transition Matrix with Monte Carlo simulation (T-matrix-Monte Carlo simulation), (2) the Radiative Transfer theory (RT) based on the eigenanalysis numerical solution, and (3) the Zeroth Order Analytical solution.

The Transition matrix (T-matrix) is derived from Maxwell's equations and is used to calculate the scattered field. The Monte Carlo simulation technique is applied to approximate the backscattering coefficient. In other words, the T-matrix-Monte Carlo simulation is based on solving the wave equation and averaging over many realizations of randomly generated particle positions. For accurate results, many realizations are needed, thus it means longer computation time. The appropriate number of realizations depends mainly on the configuration of the problem and the required accuracy. This approach is usually less efficient in terms of computational resources, but it has an advantage that it includes multiple scattering and coherent wave interaction among the particles.

The RT approach is based on the energy transportation concept and is used to calculate the intensity of the scattered power. The characteristics of the medium in the RT approach is described by two constituents, the phase matrix and the extinction matrix, which are calculated from the averaged particle configuration. Since the RT is based on intensities, it does not include coherent wave interaction, which may give appreciable contribution to the scattered power when the size of the problem is comparable to wavelength of the incident wave. However, the geometrical model used in the RT approach consists of infinitely extended particle layers, thus the use of the RT approach is already limited to infinite medium. In fact, this limitation does not restrain the use of RT approach to this study since the real physical problem itself can be modeled using an infinite medium. A major advantage of the RT approach is that it includes multiple interaction between particles. And since the constituents in the RT equation are calculated based on the already averaged quantities, there is no need to average over many realizations, which means shorter computation time and is another advantage of the RT approach.

The First Order Analytical solution is another approach derived from the Maxwell's equations by assuming single scattering and independent particle positions. Like the T-matrix-Monte Carlo technique, it accounts for coherent wave interaction. Unlike the T-matrix-Monte Carlo technique which requires calculation for many realizations, the averaging process in this approach is taken care of by assuming the particle's po-
sition to be a uniformly distributed random variable and by integrating over the whole medium. The integration is carried out once and the solution is in a compact form; the calculation in this approach is relatively simple comparing to the above two methods By its simplicity, this First Order Analytical Approximation gives better understanding of the behavior of the backscatter when the configuration of the medium is changed in various ways. However, the accuracy of this solution degraded when the fractional volume of the particles increases, owing to the assumption of single scattering and independent particle positions.

These three approaches were used to calculate the backscatters. Numerical calculations show that results of the three approaches agree well. The result of the First Order Analytical Approximation becomes inaccurate as compared the other two approaches when the fractional volume of particles is large. This is due mainly to the independent particle position assumption. Considering the accuracy and the computational efficiency, the RT approach appears to be the best method for this study. Note, again, the RT approach does not include coherent wave interaction and it may produce insufficient accurate result for an application where the coherent wave interaction is significant.

The observed total backscatter of a desert terrain consists of components due to various surface and subsurface features. Parametric study, in which backscatter is calculated as functions of frequencies, incident angles, fractional volumes, etc., shows that the backscatter of rocks beneath the surface can be a significant component of the total backscatter. This is expected, since, in the GPR applications, significant amount of electromagnetic energy penetrates into the ground. Dependence on the chosen parameters in the backscatter simulations, backscatter of rocks can be a principle factor that contributes to the observed high backscatter in the 1993 GPR experiment. To confirm this, however, the parameter used in the simulations must be verified and it requires ground truth.

The three developed volume scattering models are by no mean completed. A number of improvements to capture a more realistic geometrical configuration can be made. The particle size distribution may be added to represent the various sizes
of rocks. The surface and subsurface contributions may also be incorporated in the model. The First Order Analytical solution can be improved and used for higher fractional volume problems. The improvements can come from a better approximation of the pair distribution function, which describes the dependency of the particles' positions in the medium.

## Appendix A

## Transmission Coefficient for a <br> Dipole Field

In this appendix, we shall derive the transmission coefficient for a dipole field. The dipole is in the lower half-space (region 1). Transmission coefficient for this dipole field at the upper half-space (region 0 ) is calculated.

## A. 1 Integral Representation of Free-space Dyadic Green's Function

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)-k_{0}^{2} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{A.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[\overline{\bar{I}}-\frac{1}{k_{0}^{2}} \nabla \nabla\right] g\left(\bar{r}, \bar{r}^{\prime}\right) \tag{A.2}
\end{equation*}
$$

where

$$
\begin{gather*}
g\left(\bar{r}, \bar{r}^{\prime}\right)=g\left(\bar{r}-\bar{r}^{\prime}\right)=\frac{e^{i k_{0} \mid \bar{r}-\bar{r}^{\prime}} \mid}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|}  \tag{A.3}\\
\left(\nabla^{2}+k_{0}^{2}\right) g\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{A.4}
\end{gather*}
$$

Let $\bar{r}^{\prime}=0$. Fourier Transform gives:

$$
\begin{gather*}
g(\bar{r})=\frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}} g(\bar{k})  \tag{A.5}\\
\delta(\bar{r})=\frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}} \tag{A.6}
\end{gather*}
$$

Substitute into (A.4)

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) \frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}} g(\bar{k})=-\frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}} \tag{A.7}
\end{equation*}
$$

Since the integral sign operates on $\bar{k}$ and the $\nabla^{2}$ operates on $\bar{r}$, we can swap the integral sign and the $\nabla^{2}$ operator.

$$
\begin{gather*}
e^{i \bar{k} \cdot \bar{r}}=e^{i\left(k_{x} x+k_{y} y+k_{z} z\right)}  \tag{A.8}\\
\nabla^{2} e^{i \bar{k} \cdot \bar{r}}=-k^{2} e^{i \bar{k} \cdot \bar{r}} \tag{A.9}
\end{gather*}
$$

Thus

$$
\begin{gather*}
\frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k}\left(-k^{2}+k_{0}^{2}\right) e^{i \bar{k} \cdot \bar{r}} g(\bar{k})=-\frac{1}{(2 \pi)^{3}} \iiint d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}}  \tag{A.10}\\
\left(-k^{2}+k_{0}^{2}\right) g(\bar{k})=-1  \tag{A.11}\\
g(\bar{k})=\frac{1}{\left(k^{2}-k_{0}^{2}\right)} \tag{A.12}
\end{gather*}
$$

From (A.5)

$$
\begin{equation*}
g(\bar{r})=\frac{1}{(2 \pi)^{3}} \int d^{3} \bar{k} e^{i \bar{k} \cdot \bar{r}} \frac{1}{\left(k^{2}-k_{0}^{2}\right)} \tag{A.13}
\end{equation*}
$$

Let $k_{p}^{2}=k_{x}^{2}+k_{y}^{2}$ then

$$
\begin{equation*}
\frac{1}{k^{2}-k_{0}^{2}}=\frac{1}{k_{x}^{2}+k_{y}^{2}+k_{z}^{2}-k_{0}^{2}}=\frac{1}{k_{z}^{2}+k_{p}^{2}-k_{0}^{2}}=\frac{1}{k_{z}^{2}-\left(k_{0}^{2}-k_{p}^{2}\right)} \tag{A.14}
\end{equation*}
$$

$$
\begin{equation*}
g(\bar{r})=\frac{1}{(2 \pi)^{3}} \iiint \frac{e^{i\left(k_{x} x+k_{y} y+k_{z} z\right.}}{k_{z}^{2}-\left(k_{0}^{2}-k_{p}^{2}\right)} d k_{z} d k_{y} d k_{z} \tag{A.15}
\end{equation*}
$$



Figure A-1: Contours of Integration

Integrate with respect to $k_{z}$.

- Singular points are at $k_{z}= \pm \sqrt{k_{0}^{2}-k_{p}^{2}}$.
- Notice that $k_{z}>0$ is for $z>0$ and $k_{z}<0$ is for $z<0$ and that $\sqrt{k_{0}^{2}-k_{p}^{2}}$ is always larger than 0 .
- Deform the contour upwards and pick the contribution from the singular point $+\sqrt{k_{0}^{2}-k_{p}^{2}}$. And deform the contour downwards and pick the contribution from the singular point $-\sqrt{k_{0}^{2}-k_{p}^{2}} \quad$ (Figure A-1).

Then

$$
\int \frac{e^{i\left(k_{x} x+k_{y} y+k_{z} z\right)} d k_{z}}{\left(k_{z}-\sqrt{k_{0}^{2}-k_{p}^{2}}\right)\left(k_{z}+\sqrt{k_{0}^{2}-k_{p}^{2}}\right)}=\left\{\begin{array}{c}
2 \pi i \frac{e^{i\left(k_{x} x+k_{y} y+z \sqrt{k_{0}^{2}-k_{p}^{2}}\right)}}{2 \sqrt{k_{0}^{2}-k_{p}^{2}}}+\int_{C R_{1}} \frac{e^{i \bar{k} \cdot \bar{r}}\left(k^{2}-k_{0}^{2}\right.}{} d k_{z}  \tag{A.16}\\
-2 \pi i \frac{e^{i\left(k_{x} x+k_{y} y-z \sqrt{k_{0}^{2}-k_{p}^{2}}\right)}}{-2 \sqrt{k_{0}^{2}-k_{p}^{2}}}+\int_{C R_{2}} \frac{e^{i \bar{k} \cdot \vec{r}}\left(k^{2}-k_{0}^{2}\right)}{} d k_{z}
\end{array}\right.
$$

for $z>0$ and $z<0$ respectively. The second terms on the right-hand side of (A.16) are zero for both $z>0$ and $z<0$ cases.

In free space we have

$$
\begin{equation*}
k_{x}^{2}+k_{y}^{2}+k_{z}^{2}=k_{0}^{2} \quad \Rightarrow \quad k_{p}^{2}+k_{z}^{2}=k_{0}^{2} \quad \Rightarrow \quad \sqrt{k_{0}^{2}-k_{p}^{2}}=k_{z} \tag{A.17}
\end{equation*}
$$

Then the right-hand side of Equation (A.16) is reduced to

$$
\begin{equation*}
2 \pi i \frac{e^{i\left(k_{x} x+k_{y} y+k_{z}|z|\right)}}{2 k_{z}} \tag{A.18}
\end{equation*}
$$

Using (A. 18 in (A.15), thus

$$
\begin{equation*}
g(\bar{r})=\frac{i}{\left(2 \pi^{2}\right)} \iint d^{2} \bar{k}_{\perp} e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)} \tag{A.19}
\end{equation*}
$$

where

$$
\bar{k}_{\perp}=\hat{x} k_{x}+\hat{y} k_{y}, \quad \bar{r}_{\perp}=\hat{x} r_{x}+\hat{y} r_{y}
$$

To find $\overline{\bar{G}}(\bar{r})$ we have to find $\nabla \nabla g(\bar{r})$. We then first consider $\frac{\partial^{2} g(\bar{r})}{\partial z^{2}}$

$$
\begin{equation*}
\frac{\partial}{\partial z} g(\bar{r})=\frac{i}{(2 \pi)^{2}} \iint d^{2} \bar{k}_{\perp} \frac{\partial}{\partial z} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}}{2 k_{z}} \tag{A.20}
\end{equation*}
$$

Note that

$$
\frac{d|z|}{d z}=\left\{\begin{array}{cc}
1 & z>0 \\
-1 & z<0
\end{array}\right\}=\frac{z}{|z|}
$$

, thus

$$
\begin{equation*}
\frac{\partial}{\partial z} g(\bar{r})=-\frac{1}{(2 \pi)^{2}} \iint d^{2} \bar{k}_{\perp} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}}{2} \frac{z}{|z|} \tag{A.21}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial^{2}}{\partial z^{2}} g(\bar{r})=-\frac{1}{(2 \pi)^{2}} \iint d^{2} \bar{k}_{\perp} \frac{e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}}}{2}\left[\frac{z}{|z|} \frac{d e^{i k_{z}|z|}}{d z}+e^{i k_{z}|z|} \frac{d}{d z} \frac{z}{|z|}\right] \\
=-\frac{1}{(2 \pi)^{2}} \iint d^{2} \bar{k}_{\perp} \frac{e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}}}{2}\left[\frac{z}{|z|} \frac{z}{|z|} i k_{z} e^{i k_{z}|z|}+\delta(z) e^{i k_{z}(z)}\right] \\
=-\frac{i}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} k_{z} e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}-\frac{1}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \delta(z) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)} \tag{A.22}
\end{gather*}
$$

But from Equation (A.4) we have

$$
\left(\nabla^{2}+k_{0}^{2}\right) g(\bar{r})=-\delta(\bar{r})
$$

and

$$
\begin{gather*}
\frac{\partial}{\partial x} g(\bar{r})=-\frac{1}{(2 \pi)^{2}} \int d^{2} \bar{k}_{\perp} k_{x} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}}{2 k_{z}} \\
=-\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{k_{x}}{k_{z}} e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}  \tag{A.23}\\
\frac{\partial^{2}}{\partial x^{2}} g(\bar{r})=-\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{k_{x}^{2}}{k_{z}} e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}  \tag{A.24}\\
\frac{\partial^{2}}{\partial y^{2}} g(\bar{r})=-\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{k_{y}^{2}}{k_{z}} e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)} \tag{A.25}
\end{gather*}
$$

Upon balancing Equation (A.4), it is necessary that the second term on the right-hand side of Equation (A.22) equals $-\delta(\bar{r})$.

$$
\begin{equation*}
-\frac{1}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \delta(z) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}=-\delta(\bar{r}) \tag{A.26}
\end{equation*}
$$

From Equation (A.2)

$$
\begin{gather*}
\overline{\bar{G}}(\bar{r})=\left[\overline{\bar{I}}+\frac{1}{k_{0}^{2}} \nabla \nabla\right] g(\bar{r})  \tag{A.27}\\
\overline{\bar{G}}(\bar{r})=\left[\overline{\bar{I}}+\frac{1}{k_{0}^{2}} \nabla \nabla\right] \frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z}|z|\right)}}{k_{z}} \tag{A.28}
\end{gather*}
$$

But

$$
\nabla \nabla g(\bar{r})=\left[\begin{array}{ccc}
\frac{\partial^{2}}{\partial x^{2}} \hat{x} \hat{x} & \frac{\partial^{2}}{\partial x \partial y} \hat{x} \hat{y} & \frac{\partial^{2}}{\partial x \partial z} \hat{x} \hat{z}  \tag{A.29}\\
\frac{\partial^{2}}{\partial y \partial x} \hat{y} \hat{x} & \frac{\partial^{2}}{\partial y^{2}} \hat{y} \hat{y} & \frac{\partial^{2}}{\partial y \partial z} \hat{y} \hat{z} \\
\frac{\partial^{2}}{\partial z \partial x} \hat{z} \hat{x} & \frac{\partial^{2}}{\partial z \partial y} \hat{z} \hat{y} & \frac{\partial^{2}}{\partial z^{2}} \hat{z} \hat{z}
\end{array}\right]\left[\begin{array}{ccc}
g(\bar{r}) & 0 & 0 \\
0 & g(\bar{r}) & 0 \\
0 & 0 & g(\bar{r})
\end{array}\right]
$$

for $z>0$

$$
\begin{equation*}
g(\bar{r})=\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z} z\right)}}{k_{z}} \tag{A.30}
\end{equation*}
$$

Thus the $\left[\overline{\bar{I}}+\frac{1}{k_{0}^{2}} \nabla \nabla\right] g(\bar{r})$ can be written in the form

$$
\begin{equation*}
\left[\overline{\bar{I}}+\frac{1}{k_{0}^{2}} \nabla \nabla\right] g(\bar{r})=-\hat{z} \hat{z} \frac{\delta(\bar{r})}{k_{0}^{2}}+\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\overline{\bar{I}}-\frac{\overline{k k}}{k_{0}^{2}}\right] e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{z} z\right)} \tag{A.31}
\end{equation*}
$$

,where $\bar{k}=k_{x} \hat{x}+k_{y} \hat{y}+k_{z} \hat{z}$ and the term $-\hat{z} \hat{z} \frac{\delta(\bar{r})}{k_{0}^{2}}$ comes from $\frac{\partial^{2}}{\partial z^{2}}$ term for $z<0$

$$
\begin{equation*}
g(\bar{r})=\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}-k_{z} z\right)}}{k_{z}} \tag{A.32}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left[\overline{\bar{I}}+\frac{1}{k_{0}^{2}} \nabla \nabla\right] g(\bar{r})=-\hat{z} \hat{z} \frac{\delta(\bar{r})}{k_{0}^{2}}+\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\overline{\bar{I}}-\frac{\bar{k}^{-} \bar{k}^{-}}{k_{0}^{2}}\right] e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}-k_{z} z\right)} \tag{A.33}
\end{equation*}
$$

where $\bar{k}=k_{x} \hat{x}+k_{y} \hat{y}+k_{z} \hat{z}$
Then

$$
\overline{\bar{G}}(\bar{r})=-\hat{z} \hat{z} \frac{\delta(\bar{r})}{k_{0}^{2}}+\left\{\begin{array}{c}
\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\overline{\bar{I}}-\frac{\overline{k k}}{k_{0}^{2}}\right] e^{i \bar{k} \cdot \bar{r}}  \tag{A.34}\\
\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\overline{\bar{I}}-\frac{\bar{k}-\frac{-k^{-}}{k_{0}^{2}}}{k_{0}^{2}}\right] e^{i \bar{k}^{-} \cdot \bar{r}}
\end{array}\right.
$$

But

$$
\begin{equation*}
\frac{\overline{k k}}{k_{0}^{2}}=\frac{\bar{k}}{k_{0}} \frac{\bar{k}}{k_{0}}=\hat{k} \hat{k} \tag{A.35}
\end{equation*}
$$

We define unit vectors:

$$
\begin{equation*}
\hat{e}\left(k_{z}\right)=\frac{\hat{k} \times \hat{z}}{|\hat{k} \times \hat{z}|} \tag{A.36}
\end{equation*}
$$

$$
\begin{equation*}
\hat{h}\left(k_{z}\right)=\frac{1}{k_{0}} \hat{e} \times \hat{z} \tag{A.37}
\end{equation*}
$$

Then

$$
\begin{equation*}
\overline{\bar{I}}=\hat{e} \hat{e}+\hat{h} \hat{h}+\hat{k} \hat{k} \tag{A.38}
\end{equation*}
$$

,or

$$
\begin{equation*}
\overline{\bar{I}}-\hat{k} \hat{k}=\hat{e} \hat{e}+\hat{h} \hat{h} \tag{A.39}
\end{equation*}
$$

for $z<0, \quad \bar{k}^{-}=\hat{x} k_{x}+\hat{y} k_{y}-\hat{z} k_{z}$

$$
\begin{gather*}
\hat{e}\left(-k_{z}\right)=\frac{\hat{k}^{-} \times \hat{z}}{\left|\hat{k}^{-} \times \hat{z}\right|}=\hat{e}\left(k_{z}\right)  \tag{A.40}\\
\hat{h}\left(-k_{z}\right)=\frac{1}{k_{0}} \hat{e}\left(k_{z}\right) \times \bar{k}^{-} \tag{A.41}
\end{gather*}
$$

Then

$$
\begin{gather*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\hat{z} \hat{z} \frac{\delta\left(\bar{r}, \bar{r}^{\prime}\right)}{k_{0}^{2}} \\
+\left\{\begin{array}{cc}
\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\hat{e}\left(k_{z}\right) \hat{e}\left(k_{z}\right)+\hat{h}\left(k_{z}\right) \hat{h}\left(k_{z}\right)\right] e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} & \text { for } \quad z>0 \\
\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\hat{e}\left(-k_{z}\right) \hat{e}\left(-k_{z}\right)+\hat{h}\left(-k_{z}\right) \hat{h}\left(-k_{z}\right)\right] e^{i \bar{k}^{-} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} & \text { for } \quad z<0
\end{array}\right. \tag{A.42}
\end{gather*}
$$

Notice that the $\hat{e}\left(-k_{z}\right), \hat{h}\left(-k_{z}\right), \bar{k}^{-}$are for down-going wave and $\hat{e}\left(k_{z}\right), \hat{h}\left(k_{z}\right), \bar{k}$ are for up-going wave. By starting with the dyadic Green's function in a homogeneous medium, the boundary can be added later, which gives rise to reflected wave terms in the dyadic Green's function.

## A. 2 Half-space Dyadic Green's Function

Consider the case where a point source is located at far zone in region 1 such that $z>z^{\prime}$. Then $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ to be used will be the one for $z>z^{\prime}$.

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\hat{z} \hat{z} \frac{\delta\left(\bar{r}, \bar{r}^{\prime}\right)}{k_{0}^{2}}+\frac{i}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \frac{1}{k_{z}}\left[\hat{e}\left(k_{z}\right) \hat{e}\left(k_{z}\right)+\hat{h}\left(k_{z}\right) \hat{h}\left(k_{z}\right)\right] e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{A.43}
\end{equation*}
$$

for $z>z^{\prime}$

$$
\begin{gather*}
{\left[\hat{e}\left(k_{z}\right) \hat{e}\left(k_{z}\right)+\hat{h}\left(k_{z}\right) \hat{h}\left(k_{z}\right)\right] e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} \\
=\hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \vec{r}} \hat{e}\left(k_{z}\right) e^{-i \bar{k} \cdot \vec{r}^{\prime}}+\hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \vec{r}} \hat{h}\left(k_{z}\right) e^{-i \bar{k} \cdot \bar{r}^{\prime}} \tag{A.44}
\end{gather*}
$$

Upon realizing that $\hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}$ is a up-going wave in TE mode and $\hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}$ is a upgoing wave in TM mode for free-space dyadic Green's function, then, for half-space Green's function, we add $R^{T E} \hat{e}\left(-k_{z}\right) e^{i \bar{k}^{-} \cdot \bar{r}}$, a reflected down-going wave, in TE mode and $R^{T E} \hat{h}\left(-k_{z}\right) e^{i \bar{k}^{-} \cdot \bar{r}}$, a reflected down-going wave in TM mode into Equation (A.44).

$$
\begin{gather*}
{\left[\hat{e}\left(k_{z}\right) \hat{e}\left(k_{z}\right)+\hat{h}\left(k_{z}\right) \hat{h}\left(k_{z}\right)\right] e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} \\
\Longrightarrow\left[R^{T E} \hat{e}\left(-k_{z}\right) e^{i \overline{k^{-}} \cdot \bar{r}}+\hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}\right] \hat{e}\left(k_{z}\right) e^{-i \bar{k} \cdot \bar{r}^{\prime}}+\left[R^{T M} \hat{h}\left(-k_{z}\right) e^{i \bar{k}^{-} \cdot \bar{r}}+\hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}\right] \hat{h}\left(k_{z}\right) e^{-i \bar{k} \cdot \bar{r}^{\prime}} \tag{A.45}
\end{gather*}
$$

Since $\bar{r}^{\prime} \rightarrow \infty$, then $\delta\left(\bar{r}, \bar{r}^{\prime}\right)=0$ unless $\bar{r} \rightarrow \infty$. Thus

$$
\begin{align*}
\overline{\bar{G}}_{11}\left(\bar{r}, \bar{r}^{\prime}\right)= & i \\
8 \pi^{2} & \iint d^{2} \bar{k}_{\perp} \frac{1}{k_{1 z}}\left\{\left[R_{10}^{T E} \hat{e}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}+\hat{e}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}\right] \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right.  \tag{A.46}\\
& +\left[R_{10}^{T M} \hat{h}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1}^{-} \cdot \bar{r}}+\hat{h}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}} \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right\}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)= & \frac{i}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \frac{1}{k_{1 z}}\left[T_{10}^{T E} \hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \cdot \bar{r}}+\hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right. \\
& \left.+T_{10}^{T M} \hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}+\hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right] \tag{A.47}
\end{align*}
$$

where

$$
\bar{k}_{1}=k_{x} \hat{x}+k_{y} \hat{y}+k_{1 z} \hat{z}
$$

$$
\begin{gathered}
\bar{k}_{1}^{-}=k_{x} \hat{x}+k_{y} \hat{y}-k_{1 z} \hat{z} \\
k_{1 z}=\sqrt{k_{1}^{2}-k_{x}^{2}-k_{y}^{2}} \\
\hat{e}\left(k_{z}\right)=\frac{\hat{k} \times \hat{z}}{|\hat{k} \times \hat{z}|}=\frac{1}{k_{p}}\left(\hat{x} k_{y}-\hat{y} k_{x}\right) \\
\hat{h}\left(k_{z}\right)=\frac{1}{k_{0}} \hat{e}_{x} \bar{k}=-\frac{k_{z}}{k_{0} k_{p}}\left(\hat{x} k_{x}-\hat{y} k_{y}\right)+\frac{k_{p}}{k_{0}} \hat{z}
\end{gathered}
$$

Note that $k_{x}=k_{1 x}$ and $k_{y}=k_{1 y}$ from phase matching.
We can find $R^{T M}, R^{T E}, T^{T M}, T^{T E}$ by matching boundary conditions at $z=0$. At $z=0$ tangential components are continuous.

$$
\begin{align*}
\hat{z} \times \overline{\bar{G}}_{11}\left(\bar{r}, \bar{r}^{\prime}\right) & =\hat{z} \times \overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right), \quad z=0  \tag{A.48}\\
\hat{z} \times\left[\nabla \times \overline{\bar{G}}_{11}\left(\bar{r}, \bar{r}^{\prime}\right)\right] & =\hat{z} \times\left[\nabla \times \overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)\right], \quad z=0 \tag{A.49}
\end{align*}
$$

Note that the cross products operate on the first vectors of dyads, then from Equation (A.48), we have:

$$
\begin{gather*}
\hat{z} \times\left[R_{10}^{T E} \hat{e}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1}^{-} \cdot \bar{r}}+\hat{e}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}\right]=\hat{z} \times T_{10}^{T E} \hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}}  \tag{A.50}\\
\hat{z} \times\left[R_{10}^{T M} \hat{h}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1}^{-} \cdot \bar{r}}+\hat{h}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}\right]=\hat{z} \times T_{10}^{T M} \hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}} \tag{A.51}
\end{gather*}
$$

at $z=0$ then $\bar{k}_{1}^{-} \cdot \bar{r}=\bar{k} \cdot \bar{r}=\bar{k}^{-} \cdot \bar{r}$, then

$$
\begin{align*}
& \hat{z} \times\left[R_{10}^{T E} \hat{e}_{1}\left(-k_{1 z}\right)+\hat{e}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T E} \hat{e}\left(k_{z}\right)  \tag{A.52}\\
& \hat{z} \times\left[R_{10}^{T M} \hat{h}_{1}\left(-k_{1 z}\right)+\hat{h}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T M} \hat{h}\left(k_{z}\right) \tag{A.53}
\end{align*}
$$

But $\hat{e}_{1}\left(k_{1 z}\right)=\hat{e}_{1}\left(-k_{1 z}\right)=\hat{e}\left(k_{z}\right)$, thus, from Equation (A.52)

$$
\begin{equation*}
R_{10}^{T E}+1=T_{10}^{T E} \tag{A.54}
\end{equation*}
$$

And

$$
\begin{gather*}
\hat{z} \times \hat{h}_{1}\left(-k_{1 z}\right)=\left|\begin{array}{ccc}
\hat{x} & \hat{y} & \hat{z} \\
0 & 0 & 1 \\
\frac{k_{z} k_{1 z}}{k_{1} k_{p}} & \frac{k_{y} k_{1 z}}{k_{1} k_{p}} & \frac{k_{p}}{k_{1}}
\end{array}\right| \\
=-\frac{k_{y} k_{1 z}}{k_{1} k_{p}} \hat{x}+\frac{k_{x} k_{1 z}}{k_{1} k_{p}} \hat{y}=\frac{k_{1 z}}{k_{1}}\left[\frac{1}{k_{p}}\left(-k_{y} \hat{x}+k_{x} \hat{y}\right)\right] \\
=\frac{k_{1 z}}{k_{1}} \hat{e}_{1}\left(-k_{1 z}\right) \tag{A.55}
\end{gather*}
$$

Similarly,

$$
\begin{equation*}
\hat{z} \times \hat{h}_{1}\left(k_{1 z}\right)=\frac{k_{1 z}}{k_{1}} \hat{e}_{1}\left(k_{1 z}\right) \tag{A.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{z} \times \hat{h}\left(k_{z}\right)=\frac{k_{z}}{k_{0}} \hat{e}\left(k_{z}\right) \tag{A.57}
\end{equation*}
$$

Then from Equation (A.53)

$$
\begin{equation*}
\left[1-R_{10}^{T M}\right] \frac{k_{1 z}}{k_{1}}=\frac{k_{z}}{k_{0}} T_{10}^{T M} \tag{A.58}
\end{equation*}
$$

From Equation (A.49), we replace $\nabla$ with $i \bar{k}$ then

$$
\begin{align*}
& \hat{z} \times\left[R_{10}^{T E} i \bar{k}_{1}^{-} \times \hat{e}_{1}\left(-k_{1 z}\right)+i \bar{k}_{1} \times \hat{e}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T E} i \bar{k} \times \hat{e}\left(k_{z}\right)  \tag{A.59}\\
& \hat{z} \times\left[R_{10}^{T M} i \bar{k}_{1}^{-} \times \hat{h}_{1}\left(-k_{1 z}\right)+i \bar{k}_{1} \times \hat{h}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T M} i \bar{k} \times \hat{h}\left(k_{z}\right) \tag{A.60}
\end{align*}
$$

But we know that

$$
\begin{gather*}
\hat{h}_{1}\left(k_{1 z}\right)=\frac{1}{k_{1}} \hat{e}_{1} \times \bar{k}_{1} \\
\bar{k}_{1} \times \hat{e}_{1}=-k_{1} \hat{h}_{1}\left(k_{1 z}\right) \tag{A.61}
\end{gather*}
$$

and

$$
\bar{k}_{1} \times \hat{h}_{1}\left(k_{1 z}\right)=\bar{k}_{1} \times \frac{1}{k_{1}} \hat{e}_{1} \times \bar{k}_{1}=\frac{\hat{e}_{1}}{k_{1}}\left(\bar{k}_{1} \cdot \bar{k}_{1}\right)-\bar{k}_{1}\left(\bar{k}_{1} \cdot \frac{\hat{e}_{1}}{k_{1}}\right)
$$

as $\bar{k}_{1} \cdot \bar{k}_{1}=k_{1}^{2}$ and $\bar{k}_{1} \cdot \hat{e}_{1}=0$, thus

$$
\begin{equation*}
\bar{k}_{1} \times \hat{h}_{1}\left(k_{1 z}\right)=k_{1} \hat{e}_{1} \tag{A.62}
\end{equation*}
$$

Using (A.61) in (A.59) , then

$$
\begin{gather*}
\hat{z} \times\left[R_{10}^{T E} k_{1} \hat{h}_{1}\left(-k_{1 z}\right)+k_{1} \hat{h}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T E} k_{0} \hat{h}\left(k_{z}\right)  \tag{A.63}\\
k_{1 z}\left[1-R_{10}^{T E}\right]=T_{10}^{T E} k_{z} \tag{A.64}
\end{gather*}
$$

and using (A.62) in (A.60),then

$$
\begin{gather*}
\hat{z} \times\left[R_{10}^{T M} k_{1} \hat{e}_{1}\left(-k_{1 z}\right)+k_{1} \hat{e}_{1}\left(k_{1 z}\right)\right]=\hat{z} \times T_{10}^{T M} k_{0} \hat{e}\left(k_{z}\right)  \tag{A.65}\\
k_{1}\left[1+R_{10}^{T M}\right]=T_{10}^{T M} k_{0} \tag{A.66}
\end{gather*}
$$

Combining (A.54), (A.58), (A.64) and, (A.66), we can solve this set of equations for the four unknowns. The solution is

$$
\begin{gather*}
T_{10}^{T M}=\frac{k_{1}}{k_{0}}\left[\frac{2 \epsilon_{0} k_{1 z}}{\epsilon_{1} k_{z}+\epsilon_{0} k_{1 z}}\right]=\sqrt{\frac{\epsilon_{1}}{\epsilon_{0}}}\left[\frac{2 \epsilon_{0} k_{1 z}}{\epsilon_{1} k_{z}+\epsilon_{0} k_{1 z}}\right]  \tag{A.67}\\
T_{10}^{T E}=\frac{2 k_{1 z}}{k_{z}+k_{1 z}}  \tag{A.68}\\
R_{10}^{T M}=\frac{\epsilon_{0} k_{1 z}-\epsilon_{1} k_{z}}{\epsilon_{0} k_{1 z}+\epsilon_{1} k_{z}}  \tag{A.69}\\
R_{10}^{T E}=\frac{k_{1 z}-k_{z}}{k_{1 z}+k_{z}} \tag{A.70}
\end{gather*}
$$

Then

$$
\begin{align*}
\bar{G}_{11}\left(\bar{r}, \bar{r}^{\prime}\right)= & \frac{i}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \frac{1}{k_{1 z}}\left\{\left[R_{10}^{T E} \hat{e}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}+\hat{e}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}}\right] \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right. \\
& +\left[R_{10}^{T M} \hat{h}_{1}\left(-k_{1 z}\right) e^{i \bar{k}_{1}^{-} \cdot \bar{r}}+\hat{h}_{1}\left(k_{1 z}\right) e^{i \bar{k}_{1} \cdot \bar{r}} \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right\} \tag{A.71}
\end{align*}
$$

$$
\begin{align*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)= & \frac{i}{8 \pi^{2}} \iint d^{2} \bar{k}_{\perp} \frac{1}{k_{1 z}}\left[T_{10}^{T E} \hat{e}\left(k_{z}\right) e^{i \bar{k} \cdot \bar{r}^{\prime}} \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right. \\
& \left.+T_{10}^{T M} \hat{h}\left(k_{z}\right) e^{i \bar{k} \cdot \cdot} \cdot \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right] \tag{A.72}
\end{align*}
$$

or

$$
\begin{gather*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{8 \pi^{2}} \int d^{2} \bar{k}_{\perp} \frac{1}{k_{1 z}}\left[\frac{2 k_{1 z}}{k_{z}+k_{1 z}} \hat{e}\left(k_{z}\right) e^{i \bar{k}_{1} \cdot \bar{r}_{e}} \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right. \\
\left.\quad+\sqrt{\frac{\epsilon_{1}}{\epsilon_{0}}}\left(\frac{2 \epsilon_{0} k_{1 z}}{\epsilon_{1} k_{z}+\epsilon_{0} k_{1 z}}\right) \hat{h}\left(k_{z}\right) e^{i \bar{k}_{1} \cdot \bar{r}} \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right] \tag{A.73}
\end{gather*}
$$

## A. 3 Stationary Phase Approximation Method for Double Integrals

Consider

$$
\begin{equation*}
I=\iint_{S} f(x, y) e^{i k g(x, y)} d x d y \tag{A.74}
\end{equation*}
$$

,where $s$ contains the sources. The stationary Phase point is at $x_{0}, y_{0}$ where

$$
\begin{equation*}
\nabla g\left(x_{0}, y_{0}\right)=0 \tag{A.75}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial g}{\partial x}\left(x_{0}, y_{0}\right)=\frac{\partial g}{\partial y}\left(x_{0}, y_{0}\right)=0 \tag{A.76}
\end{equation*}
$$

Let $s_{1}=x-x_{0}$ and $s_{2}=y-y_{0}$
We define the notation to represent the partial differential operation as follows:

$$
g_{x y z}^{\prime \prime \prime}=\frac{\partial^{3} g}{\partial x \partial y \partial z} \quad g_{s_{1}, s_{2}}^{\prime \prime}=\frac{\partial^{2} g}{\partial s_{1} \partial s_{2}}
$$

Taylor series expansion of $g\left(s_{1}, s_{2}\right)$ around stationary point $s_{1}=0, s_{2}=0$ becomes

$$
g\left(s_{1}, s_{2}\right)=\left\{g(0,0)+\frac{1}{2!}\left[s_{1}^{2} g_{s_{1} s_{1}}^{\prime \prime}(0,0)+s_{2}^{2} g_{s_{2} s_{2}}^{\prime \prime}(0,0)+2 s_{1} s_{2} g_{s_{1} s_{2}}^{\prime \prime}(0,0)\right]\right.
$$

$$
\begin{equation*}
\left.+\frac{1}{3!}\left[s_{1}^{3} g_{s_{1} s_{1} s_{1}}^{\prime \prime \prime}(0,0)+s_{2}^{3} g_{s_{2} s_{2} s_{2}}^{\prime \prime \prime}(0,0)+3 s_{1}^{2} s_{2} g_{s_{1} s_{1} s_{2}}^{\prime \prime \prime}(0,0)+3 s_{1} s_{2}^{2} g_{s_{1} s_{2} s_{2}}^{\prime \prime \prime}(0,0)\right]+\ldots\right\} \tag{А.77}
\end{equation*}
$$

For the first order approximation, we keep only the first two terms.
We use matrix notation to represent

$$
\begin{equation*}
s_{1}^{2} g_{s_{1} s_{2}}^{\prime \prime}+s_{2}^{2} g_{s_{2} s_{2}}^{\prime \prime}+2 s_{1} s_{2} g_{s_{1} s_{2}}^{\prime \prime}=\bar{s}^{T} \overline{\bar{G}}_{s} \bar{s} \tag{A.78}
\end{equation*}
$$

where

$$
\bar{s}=\left[\begin{array}{l}
s_{1} \\
s_{2}
\end{array}\right] \quad \overline{\bar{G}}_{s}=\left[\begin{array}{ll}
g_{s_{1} s_{1}}^{\prime \prime} & g_{s_{1} s_{2}}^{\prime \prime} \\
g_{s_{1} s_{2}}^{\prime \prime} & g_{s_{2} s_{2}}^{\prime \prime}
\end{array}\right] \quad \bar{s}^{T}=\left[\begin{array}{ll}
s_{1} & s_{2}
\end{array}\right]
$$

We introduce a coordinate rotation such that $s_{1}, s_{2}$ change to $u_{1}, u_{2}$ and make $g_{u_{1} u_{2}}^{\prime \prime}=0$. This allows us to treat each integration independently.

The relation between $s$ and $u$ can be written as

$$
\begin{equation*}
\bar{s}=\overline{\bar{J}} \bar{u} \tag{А.79}
\end{equation*}
$$

where

$$
\overline{\bar{J}}=\left[\begin{array}{cc}
\cos \theta & \sin \theta  \tag{A.80}\\
-\sin \theta & \cos \theta
\end{array}\right] \quad \bar{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

then we have

$$
\overline{\bar{G}}_{u}=\left[\begin{array}{cc}
g_{u_{1} u_{1}}^{\prime \prime} & 0  \tag{A.81}\\
0 & g_{u_{2} u_{2}}^{\prime \prime}
\end{array}\right]
$$

and

$$
\begin{equation*}
\bar{s}^{T} \overline{\bar{G}}_{s} \bar{s}=\bar{u}^{T} \overline{\bar{G}}_{u} \bar{u} \tag{A.82}
\end{equation*}
$$

But $\bar{s}=\overline{\bar{J}} \bar{u}$ and $(A B)^{T}=B^{T} A^{T}$ then

$$
\begin{equation*}
\bar{u}^{T} \overline{\bar{J}}^{T} \overline{\bar{G}}_{s} \bar{s}=\bar{u}^{T} \overline{\bar{G}}_{u} \bar{u} \tag{A.83}
\end{equation*}
$$

Note that $\operatorname{det} \overline{\bar{J}}=1$ then we have

$$
\begin{equation*}
\operatorname{det} \overline{\bar{G}}_{s}=\operatorname{det} \overline{\bar{G}}_{u} \tag{A.84}
\end{equation*}
$$

Since $\frac{\partial}{\partial s_{1}}=\frac{\partial}{\partial x}, \quad \frac{\partial}{\partial s_{2}}=\frac{\partial}{\partial y}$ then

$$
\begin{equation*}
g_{x x}^{\prime \prime} g_{y y}^{\prime \prime}-g_{x y}^{\prime \prime} g_{x y}^{\prime \prime}=\operatorname{det} \overline{\bar{G}}_{u} \tag{A.85}
\end{equation*}
$$

In order to make $g_{u_{1} u_{2}}^{\prime \prime}=0, \quad \theta$ in $\overline{\bar{J}}$ must be (from Equation (A.83))

$$
\begin{equation*}
\theta=\left.\frac{1}{2} \tan ^{-1}\left[\frac{2 g_{x y}^{\prime \prime}}{g_{y y}^{\prime \prime}-g_{x x}^{\prime \prime}}\right]\right|_{\substack{x=x_{0} \\ y=y_{0}}} \tag{A.86}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
I=\iint_{S} f(\bar{u}) e^{i k g(\bar{u})} d \bar{u} \tag{A.87}
\end{equation*}
$$

And we have the first order approximation of $I$ as:

$$
\begin{equation*}
I \approx f(0,0) e^{i k g(0,0)} P_{u_{1}}(0,0) P_{u_{s}}(0,0) \tag{A.88}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{u_{n}}(\bar{u})=\int_{-\infty}^{\infty} e^{\left[\frac{i k u_{n}^{2}}{2} g_{u_{n} u_{n}}^{\prime \prime}(\bar{u})\right]} d u_{n}  \tag{A.89}\\
P_{u_{n}}(\bar{u})=\left[\frac{k}{2 \pi}\left|g_{u_{n} u_{n}}^{\prime \prime}(\bar{u})\right|\right]^{-\frac{1}{2}} e^{\left[\frac{i \pi}{4} \operatorname{sign}\left(g_{u_{n} u_{n}}^{\prime \prime}(\bar{u})\right)\right]}  \tag{A.90}\\
\left.I \approx \frac{2 \pi f}{k} \frac{1}{\sqrt{\left|\operatorname{det} \overline{\bar{G}_{u}}\right|}} e^{i\left[k g+\frac{\pi}{4}\left\{\operatorname{sign}\left(g_{u_{1} u_{1}}^{\prime \prime}\right)+\operatorname{sign}\left(g_{u_{2} u_{2}}^{\prime \prime}\right)\right\}\right]}\right|_{\substack{u_{1}=0 \\
u_{2}=0}} \tag{A.91}
\end{gather*}
$$

## A. 4 Far-Field Half-space Green's Function

We can rewrite (A.72) into:

$$
\begin{align*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)= & \frac{i}{8 \pi^{2}} \iint d k_{x} d k_{y} \frac{1}{k_{1 z}}\left[T_{10}^{T E} \hat{e}\left(k_{z}\right) \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right. \\
& \left.+T_{10}^{T M} \hat{h}\left(k_{z}\right) \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right] e^{i \bar{k} \cdot \cdot \bar{r}} \tag{A.92}
\end{align*}
$$

, where the exponent term is

$$
\begin{equation*}
e^{i \bar{k} \cdot \bar{r}}=e^{k_{x} x+k_{y} y+\left(\sqrt{k_{0}^{2}-k_{x}^{2}-k_{y}^{2}}\right) z} \tag{A.93}
\end{equation*}
$$

By assuming the observation point is in the far field zone, $k r \rightarrow \infty$, the significant contribution of this integral comes from the stationary phase point. Then, we can use the two dimensional stationary phase approximation method given in the previous section to find the far-field $\overline{\bar{G}}_{01}$.

Comparing (A.74) with (A.92), we have

$$
\begin{equation*}
g\left(k_{x}, k_{y}\right)=k_{x} x+k_{y} y+\left(\sqrt{k_{0}^{2}-k_{x}^{2}-k_{y}^{2}}\right) z \tag{A.94}
\end{equation*}
$$

Finding the stationary phase point, $k_{x 0}, k_{y 0}$, we set

$$
\begin{equation*}
\left.\frac{\partial \bar{k} \cdot \bar{r}}{\partial k_{x}}\right|_{\substack{k_{x}=k_{x 0} \\ k y=k_{y 0}}}=\left.\frac{\partial \bar{k} \cdot \bar{r}}{\partial k_{y}}\right|_{\substack{k_{x}=k_{x 0} \\ k_{y}=k_{y 0}}}=0 \tag{A.95}
\end{equation*}
$$

Solving for $k_{x 0}$ and $k_{y 0}$, we have

$$
\begin{equation*}
k_{x 0}=k_{0} \sin \theta \cos \phi, \quad k_{y 0}=k_{0} \sin \theta \sin \phi \tag{A.96}
\end{equation*}
$$

, where we make use of the relations

$$
\begin{equation*}
x=r \sin \theta \cos \phi, \quad y=r \sin \theta \sin \phi, \quad z=r \cos \theta \tag{A.97}
\end{equation*}
$$

Next, we find the angle in Jacobian matrix, denoted by $\theta^{\prime}$ to avoid confusing with the angle $\theta$ in spherical coordinate. Using (A.86), we find

$$
\begin{equation*}
\theta^{\prime}=\phi \tag{A.98}
\end{equation*}
$$

Thus the Jacobian matrix is

$$
\overline{\bar{J}}=\left[\begin{array}{cc}
\cos \phi & \sin \phi  \tag{A.99}\\
-\sin \phi & \cos \phi
\end{array}\right]
$$

Let $s_{1}=k_{x}-k_{x 0}$ and $s_{2}=k_{y}-k_{y 0}$, then

$$
\begin{gather*}
g\left(s_{1}, s_{2}\right)=x\left(s_{1}+k_{0} \sin \theta \cos \phi\right)+y\left(s_{2}+k_{0} \sin \theta \sin \phi\right)+ \\
z \sqrt{k_{0}^{2}-\left(s_{1}+k_{0} \sin \theta \cos \phi\right)^{2}-\left(s_{2}+k_{0} \sin \theta \sin \phi\right)^{2}} \tag{A.100}
\end{gather*}
$$

Using the relation (A.79)

$$
\begin{gather*}
s_{1}=\cos \phi u_{1}+\sin \phi u_{2} \\
s_{2}=-\sin \phi u_{1}+\cos \phi u_{2} \tag{A.101}
\end{gather*}
$$

Substitute (A.101) in (A.100)

$$
\begin{align*}
& g\left(u_{1}, u_{2}\right)=x\left(u_{1} \cos \phi+u_{2} \sin \phi+k_{0} \sin \theta \cos \phi\right)+y\left(-u_{1} \sin \phi+u_{2} \cos \phi+k_{0} \sin \theta \sin \phi\right) \\
& +z \sqrt{k_{0}^{2}-\left(u_{1} \cos \phi+u_{2} \sin \phi+k_{0} \sin \theta \cos \phi\right)^{2}-\left(-u_{1} \sin \phi+u_{2} \cos \phi+k_{0} \sin \theta \sin \phi\right)^{2}} \tag{A.102}
\end{align*}
$$

One can find that

$$
\begin{equation*}
\frac{\partial^{2} g(0,0)}{\partial u_{1}^{2}}=\frac{\partial^{2} g(0,0)}{\partial u_{2}^{2}}=-\frac{r}{k_{0}}-\frac{r}{k_{0}} \tan ^{2} \theta \cos ^{2}(2 \phi)<0 \tag{A.103}
\end{equation*}
$$

Then the $\left\{\operatorname{sign}\left(g_{u_{1}, u_{2}}^{\prime \prime}\right)+\operatorname{sign}\left(g_{u_{1}, u_{2}}^{\prime \prime}\right)\right\}$ gives -2 .
Using (A.85), one can find

$$
\begin{equation*}
\operatorname{det} \overline{\bar{G}}_{u}=\frac{r^{2}}{k_{z}^{2}} \tag{A.104}
\end{equation*}
$$

Then we write (A.92) in the form of (A.74) as

$$
\begin{equation*}
I \approx 2 \pi f \frac{1}{\sqrt{\left|\operatorname{det} \bar{G}_{u}\right|}} e^{i\left[k r-\frac{\pi}{2}\right]} \tag{A.105}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\frac{i}{8 \pi^{2}} \frac{1}{k_{1 z}}\left[T_{10}^{T E} \hat{e}\left(k_{z}\right) \hat{e}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot r^{\prime}}+T_{10}^{T M} \hat{h}\left(k_{z}\right) \hat{h}_{1}\left(k_{1 z}\right) e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}}\right] \tag{A.106}
\end{equation*}
$$

Then the far-field half-space Green's function is

$$
\begin{equation*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)=I=\frac{e^{i k r}}{4 \pi r} \frac{k_{z}}{k_{1 z}}\left[T_{10}^{T E} \hat{e}\left(k_{z}\right) \hat{e}_{1}\left(k_{1 z}\right)+T_{10}^{T M} \hat{h}\left(k_{z}\right) \hat{h}_{1}\left(k_{1 z}\right)\right] e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}} \tag{A.107}
\end{equation*}
$$

or

$$
\begin{equation*}
\overline{\bar{G}}_{01}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{e^{i k r}}{4 \pi r}\left[\frac{2 k_{z}}{k_{z}+k_{1 z}} \hat{e}\left(k_{z}\right) \hat{e}_{1}\left(k_{1 z}\right)+\sqrt{\frac{\epsilon_{1}}{\epsilon_{0}}}\left(\frac{2 \epsilon_{0} k_{z}}{\epsilon_{1} k_{z}+\epsilon_{0} k_{1 z}}\right) \hat{h}\left(k_{z}\right) \hat{h}_{1}\left(k_{1 z}\right)\right] e^{-i \bar{k}_{1} \cdot \bar{r}^{\prime}} \tag{A.108}
\end{equation*}
$$

Thus we can see from the far-field half-space Green's function that, in the cases of a dipole source with the observation point in the far field zone, the transmission coefficients $T_{10}^{T M}, T_{10}^{T E}$ are multipled by $k_{z} / k_{1 z}$, which is equivalent to $T_{01}^{T M}, T_{01}^{T E}$ for plan wave.

## Appendix B

## Typical Properties of Sand and Rocks

## B. 1 Electrical Properties of Sand: A sample from Al Labbah Plateau

| Site | Sample <br> Depth (cm) | Moisture <br> (wt. \%) | Dielectric <br> Constant | Loss <br> Tangent |
| :--- | :--- | :--- | :--- | :--- |
| 28-1A | $0-5$ | 0.054 | 2.466 | 0.0054 |
| 28-1B | $27-32$ | 0.148 | 2.490 | 0.0054 |
| 28-1C | $50-55$ | 0.361 | 2.490 | 0.0067 |
|  |  |  |  |  |
| 28-2A | $0-5$ | 0.077 | 2.386 | 0.0038 |
| 28-2B | $20-25$ | 0.148 | 2.475 | 0.0065 |
| 28-2C | $38-43$ | 0.183 | 2.515 | 0.0075 |
|  |  |  |  |  |
| 6-A | $0-5$ | 0.057 | 2.585 | 0.0057 |
| 6-B | $20-25$ | 0.248 | 2.515 | 0.0084 |
| 6-C | $45-50$ | 0.578 | 2.605 | 0.0086 |
|  |  |  |  |  |
| $\bar{X}$ |  | 0.206 | 2.503 | 0.0066 |

Table B.1: Moisture and electrical properties of Al Labbah Plateau Sand samples

Reference:[3], p 325-336.
(a) Electrical-property measurements were made at a frequency of 1.3 GHz by the resonant-cavity technique. Uncertainty in absolute values of measured dielectric and loss tangent properties is less than 2 percent.
(b) 1 standard deviation uncertainty of the dielectric constant $=0.018$ (average).
(c) 1 standard deviation uncertainty of the loss tangent $=0.00016$ (average).
(d) Sampling sites 28-1 and 28-2 were 106-meter apart.

## B. 2 Electrical Property of Rocks



Figure B-1: Electrical properties of rocks

Reference:[32], p 595-602.

- The real part of the relative dielectric constant $\epsilon$ was measured in $0.1-\mathrm{GHz}$ step from 0.5 to 18 GHz .
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