# VEHICLE AND CREW SCHEDULING: THE GENERAL PROBLEM AND A CASE STUDY OF THE MBTA 

by<br>Wen-Cheng Chang<br>National Chiao-Tung University, Taiwan, R.O.C. (1991)<br>Submitted to the Department of Civil and Environmental Engineering in partial fulfillment of the requirements for the Degree of<br>Master of Science in Transportation at the<br>MASSAChUSETTS InSTITUTE OF TECHNOLOGY<br>May 1995<br>© 1995 Wen-Cheng Chang<br>All rights reserved

The author hereby grants to MIT permission to reproduce and to distribute publicly paper and electronic copies of this thesis document in whole or in part.

Signature of Author $\qquad$
Department of CiyiI and Environmental Engineering
March, 1995

Certified by $\qquad$


JUN 271995

# Vehicle and Crew Scheduling: The General Problem and A Case study of the MBTA 

by<br>Wen-Cheng Chang<br>Submitted to the Department of Civil and Environmental Engineering<br>in March 1995 in partial fulfillment of the requirements<br>for the Degree of Master of Science in Transportation


#### Abstract

Researchers have been looking for efficient and effective algorithms and models to solve a wide range of transportation scheduling problems over at least the last three decades. Many of these algorithms and models have been applied to scheduling problems in the real world with success. However, the complexity of these problems, the variety of constraints and the problem size remain critical challenges in scheduling problems.

This thesis discusses the general scheduling problem and desirable algorithms, and models for specific vehicle and crew scheduling problems for urban public transportation systems. Several computer-based scheduling systems have been developed and employed in urban public transportation systems in the last twenty-five years. The evolution of these systems is described showing that most of the newly developed or revised computer-based scheduling systems employ the concept of an "interactive environment" to make the systems more flexible and acceptable for different authorities.

The thesis then assesses the impacts and potential of one such computer-based scheduling tool in the MBTA context. The evaluations show that the installation of this scheduling system has helped to increase the MBTA schedule department productivity greatly even though not all its capabilities are yet being used. More scheduling efficiency and more important information (reports) are also available from the use of the computeraided scheduling system. The following evaluations showed that the computer system is indeed able to produce feasible automated crew schedules for both small and large garages in the MBTA system, but it is much more difficult to find an acceptable automated crew schedule for the large garage because its optimized schedule is very sensitive to parameter settings.
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## Chapter 1: Introduction

Efficient and effective algorithms and models have been widely studied and applied to transportation scheduling problems in different areas over the last three decades. The variety of constraints and the large problem size result in the complexity of scheduling problems. As a result, the implementation of these algorithms in computer system to deal with scheduling problems in the real word has become necessary and inevitable for transit authorities. Computer-aided transit scheduling systems were first developed and applied in North America and England in the 1970's. Until now, the importance and the benefits of the computer-aided scheduling system have been well learned for most transit authorities. To have a clearer understanding of the possible impacts and benefits that computer-aided scheduling systems can have on transit authorities, this thesis performs a detailed evaluation in the Massachusetts Bay Transportation Authority (MBTA) context. The HASTUS system, which is one of the most widely implemented computer-aided transit scheduling systems, is developed by the Transportation Research Center of the University of Montreal and GIRO Inc.. The first subsystem, Macro, was created in 19771. The MBTA has employed HASTUS since 1986. Throughout this evaluation, we will not only examine the potential advantages and deficiencies of computer-aided scheduling systems for transit authorities, but we will also explore the challenge of obtaining further savings from the computer-aided scheduling tool in the MBTA context. These empirical experiences should also give other schedulers, transit authorities, and researchers a better

[^0]idea of possible impacts, benefits, challenges and further improvements needed for the application of computer-aided scheduling systems.

### 1.1. Motivation

Gavish, Schweitzer and Shlifer [30] and Stern and Ceder [37] define the bus planning process as consisting of several main phases: (1) Evaluating or forecasting the demand, (2) Establishing bus routes (vehicle routing), (3) Setting timetables, (4) Scheduling buses to trips to meet timetables (vehicle scheduling), (5) Assigning crews to meet a given schedule of bus trips (crew scheduling) ${ }^{\mathbf{2}}$.

Theoretically, the ideal solution of this transportation planning process is derived from a model in which all phases are formulated together. However, this is certainly too complex to be feasible because of the large number of variables and constraints. To solve this kind of problem, it is usual to break the planning process into several phases. Each phase is treated as an independent problem during the solution process with the output of each phase being used as the input to the next phase. This kind of planning process is referred to as sequential. Since it is obvious that there are many interactions between different phases, it becomes an important issue and a challenge how to break the complete process into tractable and feasible planning elements and how to achieve the proper combination of these elements.

There is no doubt that scheduling plays an important part in the operational planning process for any public transportation service. Poor scheduling in a public transportation system will not only affect the crews and the authority budget, but also the public because of its failure to provide the desired services effectively. Thus how to

[^1]generate efficient and effective vehicle and crew schedules, which can satisfy the requirements and goals of crews, customers and the authority itself, becomes a critical challenge to the public transportation system manager and planner.

Researchers have been looking for applicable mathematical methods to solve complicated scheduling problems since the 1950 's ${ }^{3}$. It has never been an easy task because of the large problem size, and a significant number of required constraints (the union contract, government rules, etc.), which present real barriers to success in these efforts. However, research has achieved a good degree of success and provides some useful models, algorithms, and methodologies for the scheduling problem. In the next two sections, we want to briefly review these approaches to scheduling problems.

Because of the large number of variables and constraints, useful and practical algorithms must be implemented in computer systems which support the scheduling process. The integration of algorithms into a computer system is thus a very important part of any application. Researchers have tried to use different methods and techniques to obtain better solutions with lower processing times. However, the tremendous size of the scheduling problem (especially the crew scheduling problem) is still one of the major difficulties in achieving a feasible and desired solution. Therefore, the ultimate test of solution approaches to scheduling problems is how effectively and efficiently the resulting models are being applied in the real world. Several computer-based scheduling systems have been developed and applied to many urban public transportation authorities. Some have claimed great successes in solving real scheduling problems. Not only can they produce feasible schedules for different authorities, but these schedules can also achieve savings in terms of the solution cost and time. As more this kind of application occurs, some important questions arise: How difficult is it to apply these computer systems

[^2]effectively across different authorities. How easy is it to obtain feasible schedules with real savings? What kind of impacts other than the savings of cost and time can these computerbased systems have on the authorities?

We want to explore these questions in this thesis. We will focus on an evaluation of a scheduling system in a single context to gain some insights into the advantages and disadvantages of the current generation of computer-based scheduling systems. Hopefully, this research can give transit authorities a better idea about potential impacts, challenges, and benefits from applying computer-aided scheduling systems. It may also give researchers a clearer picture of the advantages, disadvantages, and possible improvements of current computer-aided scheduling systems. As a result, more effective computer-based scheduling systems for urban public transportation may be developed in the future.

### 1.2 The scheduling problem

Scheduling problems can be classified in several different ways based on the interests of the researcher: (1) Vehicle vs. crew scheduling problems, (2) Sequential vs. joint scheduling problems, (3) Scheduling problems in the urban public transportation systems and other modes, such as the airlines.

## 1. Vehicle vs. Crew Scheduling Problems:

Vehicle and crew scheduling problems are quite different from each other. Vehicle scheduling concerns the assignment of vehicles to the required services in an efficient and economical way, while crew scheduling considers the assignment of crews to cover all vehicle assignments. The objective of vehicle scheduling is to minimize the operating cost (the fuel, maintenance, etc.) while still covering all required trips. The capital cost (of the
fleet) is sometimes also considered. Generally there are not too many constraints as the previously determined vehicle schedules makes vehicle timetable somewhat easier.

The objective of crew scheduling is to minimize the total crew cost. Aside from the wage cost, other costs, such as the health benefits, can also be important. Unlike vehicle scheduling, there are many constraints that have to be imposed on the crew scheduling problem. These constraints contain the work rules, unwritten rules, and government rules which govern the feasibility and cost of specific crew duties. They result in the complexity of crew scheduling problems. More discussions on these differences are presented in chapter 2 of this thesis.

## 2. Sequential vs. Joint Vehicle and Crew Scheduling Problems:

There are many interactions that may occur between the vehicle and crew scheduling processes. The results and constraints on the vehicle scheduling process will affect the crew scheduling process and vice versa [7].

Thus trade-offs or adjustments between the vehicle and crew schedules through the scheduling processes have the potential to reduce the total cost. Some factors that dominate one scheduling level can also affect the other scheduling level. For example, union contract terms that have significant influence on the feasibility of solutions and costs of the crew scheduling problem could also affect the vehicle schedules, e.g., some adjustments to the vehicle blocks may be more efficient or economical under some union contracts. As Blais and Rousseau [19] showed in the case of Quebec City, the bus schedule can strongly affect the cost of the final crew schedule and some union contract constraints should be taken into account directly in the bus scheduling model.

Theoretically, if we want to get the true optimal solution to the overall scheduling problem, we have to combine these two processes together. Unfortunately, most of approaches to the vehicle/crew scheduling problem decompose the planning process in such a way that vehicle scheduling and crew scheduling are treated as separate problems.

Once the service frequency and the timetable have been established, the vehicle schedules are developed prior to the crew scheduling process as shown in figure 1-1 (a).


Figure 1-1: Two Views of the Scheduling Process

The reason for solving the problems separately in most practical approaches is that both types of scheduling problems tend to be NP-hard problems. It is very difficult to form a mathematical model and develop an algorithm taking into account all these elements at the same time, so it is much simpler to solve the problems individually than together. Given a set of vehicle schedules, the number of possible crew duties can be greatly reduced. The sequential process is very useful in keeping the crew scheduling problem size manageable. Therefore, it is still overwhelmingly the most popular approach to the scheduling problems.

However, some problems do arise from the sequential approach. First, the crew schedules are usually based on the vehicle schedules. Therefore, we can at best, obtain optimal or near-optimal crew schedules based on the given vehicle schedules. Certain
solutions (even the optimal solution) may have been eliminated before crew scheduling begins. Second, it does not encompass re-evaluations of the vehicle schedules after crew schedules are developed. If the vehicle schedules are fixed, most of these interactions will be explicitly or implicitly ignored during the scheduling process, since it is difficult to incorporate feedback from the crew scheduling problems to help construct a better vehicle schedule.

As Bodin et al. indicated [1], with efficient and effective scheduling of vehicles or crews, we can not only save the operator cost by increasing productivity, but we may also obtain a tool for support in long-term planning or contract negotiations. Ideally and theoretically, if these two scheduling problems can be solved simultaneously, these problems could be addressed and solved within the scheduling process as shown in figure 1-1 (b). Better results for both vehicle and crew scheduling, which can benefit crews, the authority, customers or even governments, may be found.

Some prior work has addressed this joint vehicle and crew scheduling problems and several papers addressing this topic [3][7][34][39] will be discussed in section 2.3.2.

## 3. Urban Public Transportation Systems vs. the Airlines:

Scheduling models, algorithms, and methodologies have been applied to different areas, such as urban public transportation systems, airlines, ships (tankers), etc. Research into computer-aided scheduling methodologies for urban public transportation systems and airlines are specially important and have been wildly reported. Many computer-aided scheduling tools for these two areas have been successfully developed and are being applied in the real world. Both similarities and differences can be found in this research and applications. By examining these similarities and differences, we can get a better idea about the state of development of scheduling methods in urban public transportation systems. Moreover, this comparison may stimulate improvements for current urban public transportation scheduling problems and computer tools.

The sequential nature of the scheduling process ${ }^{4}$ and the core of the problem are similar in both application areas. However, these scheduling problems differ in several important respects. In the sequential scheduling process in urban public transportation systems, crew scheduling is usually more important than vehicle scheduling, because crew scheduling is more complex and has a higher share of total operating costs. However, aircraft scheduling sometimes will receive more attention than air crew scheduling because of the high capital cost associated with the aircraft fleet, as well as the competitive nature of the airline business.

Aircraft scheduling also usually has more constraints than other vehicle scheduling problems because of the safety issue which impose many operational constraints on aircraft schedules. The constraints of the crew scheduling problems between the two areas are also quite different. Apart from the union contract, safety concerns, the rules at other stations and in other government jurisdictions are also important for air crew scheduling problems. These differences are discussed in section 2.3.1.

### 1.3 Computer-based Scheduling Systems

Over the past twenty-five years, researchers have been trying to find ways to improve the efficiency and effectiveness of solutions to real world transit scheduling problems. Because of a large number of required trips, vehicles, crews, and required constraints, vehicle and crew scheduling have always been difficult tasks for schedulers and authorities. Therefore, the application of computer-based scheduling tools have

[^3]become very important. Many computer packages have been developed and implemented in transit authorities around the world in the past two decades.

In the early stage, computer-based scheduling tools focused on the development of "one-pass" procedures. After the input is available, the computer produced the schedule totally based on the designated mathematical algorithm. Because of the lack of powerful algorithms and the complexity of the scheduling problem (especially for crew scheduling), the schedules generated often were not produced acceptable, or failed to achieve significant improvement over the manual schedules. In addition, constraints and requirements vary significantly across authorities, making it very difficult to design a tool which is easily applicable in many different authorities. Therefore, most current computerbased scheduling systems tend to emphasize the active involvement of schedulers. These systems allow more interaction between the computer and schedulers. With help from the schedulers, the systems expect to produce more acceptable schedules across different authorities.

The general question to be addressed in this thesis is how effectively do these tools really work? What kind of benefits or impacts have they made on schedulers, crews, overall system performance and the public? Since the MBTA (Massachusetts Bay Transportation Authority, Boston) has employed a computer-based tool (HASTUS) since 1986, it serves as the key case study in this thesis. Thus we will present a detailed review and evaluation of this computer-based scheduling tool in the MBTA context.

### 1.4 Thesis Organization

The general vehicle and crew scheduling problems are discussed in Chapter 2 which also presents scheduling approaches applied in urban public transportation systems. In the section on urban transportation systems, some comparisons between the urban
public transportation scheduling problem and the airline scheduling problem, and joint vehicle/crew scheduling problems is also discussed. In Chapter 3, we focus on the computerized scheduling programs developed for urban public transportation applications. The evolution of the computer-based scheduling tools and several important tools are described. An evaluation of the impacts of computer-based scheduling in the MBTA context is presented in Chapter 4. In Chapter 4, the impacts resulting from the installation of the computer-aided scheduling system (HASTUS) is first summarized. Several tests to estimate the possible benefits that this computer-based scheduling tool could achieve in the future are then performed. The first part of the evaluation is to assess the ability of HASTUS-Micro to find acceptable automated crew schedules for both a large (Cabot Garage) and a small bus garage (Albany Garage). Because there are many possible conditions and parameter settings in the crew scheduling process (and in HASTUS), the second part of the evaluation is to conduct sensitivity analyses based on the results derived in the first part of the evaluation. The impacts of different input files, and certain important parameters in the HASTUS-Macro file on Macro relaxed crew schedules and Micro automated optimized schedules for both bus garages are first assessed to examine if an acceptable optimized automated crew schedule can be found for either bus garage, and to examine if further improvements can be obtained. The impact of the relaxation of certain soft rules on the large bus garage (Cabot Garage) is then assessed. The final analysis evaluates the impact of different work rules in the Albany Garage case. The relationship between the Macro schedules and Micro schedules is especially emphasized. Chapter 5 presents our conclusions and suggestions.

# Chapter 2: Review of Vehicle and Crew Scheduling Problems 

This chapter gives a general introduction to transportation scheduling problems. The role of scheduling within the transportation planning process is first discussed. The general concepts of vehicle and crew scheduling problems are then presented. These introductions include the relevant components that directly or indirectly affect the scheduling problem. Their potential contributions to, and impacts on, the scheduling process and the final schedules are described along with the important elements that determine the final schedules and affect the efficiency and effectiveness of the scheduling process. The last section discusses urban public transportation scheduling problems. The general concepts, formulations as well as differences in the scheduling problems between urban public transportation and other modes (specifically airlines) are first presented. The joint vehicle/crew scheduling problem is then discussed.

### 2.1 Transportation System Planning

Transportation planning problems can be classified into three levels: strategic; tactical; and operational [2][3][27]. Scheduling is one crucial part of the operational planning level of the transportation system planning process as shown in figure 2-1. Scheduling is usually constrained not only by decisions at the operational planning level but also by those at the higher planning levels. Decisions at the strategic and/or tactical planning levels usually have fundamental and profound influence on the scheduling
process. On the other hand, the nature of the scheduling process can also have some influence on the higher level planning decisions. Some examples are illustrated in the following section.


Figure 2-1 : Transportation Planning

## Strategic planning:

Strategic planning concerns long-range development of the transportation system including major capital investments, major institutional changes and major changes of policies. The design and construction of the infrastructure network, the construction of a mass transit line or an airport, the acquisition of a new fleet, and deregulation (of the airline, trucking, rail or bus industry) can all be classified at this level of planning. Most of these decisions have major and long-standing effects on the transportation system as well as those served by it (the whole city, country or the public). Because of the large scale of investments and their significant effects, these decisions need to be supported by thorough and comprehensive studies. It will also frequently take a long time to implement these plans to achieve the planning goals.

The design of the infrastructure network will obviously affect the lower level design decisions including route studies, transportation demand, travel times, etc. The specification of the fleet will directly affect the available resources (types and/or quantities of vehicles) for the scheduling activities. Deregulation may result in revolutionary changes in the industry. For example, the introduction of hub-and-spoke networks after deregulation radically changed both vehicle and crew scheduling in the U. $S$ airline industry.

## Tactical planning:

Tactical planning consists of mid-range decisions such as route design, changes in fleet size, fare policies and the determination of service levels. These kinds of decisions have smaller impacts than those at the strategic planning level. Tactical planning (as well as operational planning) focuses more on the efficient and effective uses of the available resources while strategic planning emphasizes the acquisition and disposition of (principally) capital resources.

Tactical planning decisions have immediate effect on scheduling options since routes, fleet size, fare and service levels are all important inputs into the scheduling process. Route design determines travel times and (possibly) relief points. The service level such as frequency and the fleet size can influence the timetable (trips) and constrain the scheduling solutions. Another important factor is the transportation demand. The demand is determined by these tactical level decisions (as well as the strategic ones). However, the demand will be an input into the scheduling process.

## Operational planning:

Operational planning governs short-term actions: the production of timetables; routing of specific vehicles; and the scheduling of vehicles and crews. These routing and scheduling problems are at the core of operational planning. Routing and scheduling activities are usually complex and time-consuming because of constraints on available resources including work force, vehicle fleet, information and budget ${ }^{1}$. Many concerns outside the agency itself also have to be taken into account, such as customers, union, government, the environment, etc. Although operational planning does not necessarily cost as much or have such a long-term impact as decisions at the two high planning levels, it is required for the implementation of any changes. Moreover, the public does not have to wait long to see the impacts from the changes at this level which thus may be more directly perceived.

Scheduling can provide important feedback to the higher planning level decisions. For example, while the determination of service frequency will affect the establishment of the timetable, then the schedules, after the implementation of the timetable, transportation demand may change and influence the services required for different periods and places. This should lead to reconsideration of the service frequency. Another obvious example

[^4]concerns the fleet size and the fleet type. If a good set of vehicle schedules can be achieved by a smaller fleet size, there is no reason for the authority to maintain a larger fleet at higher cost and lower utilization. In addition, if certain aircraft types, for example, can help produce more efficient and economical aircraft schedules, this information can certainly help the airline to define a more economical fleet.

### 2.2 Scheduling Problems

### 2.2.1 The Framework of Scheduling Problems

Figure 2-2 presents a general framework showing the factors which influence the scheduling process.

Transportation demand: Transportation demand is a key input to the establishment of timetables as well as to route and network design. It helps determine the sequence of stops and routes to be served, service frequencies and running times. It can be derived from historical data, such as passenger counts, running time checks, as well as demand models.

One characteristic of transportation systems that complicates both vehicle and crew scheduling is the difference between peak and off-peak demand levels. Although almost all industries have fluctuating demands for a variety of reasons, transportation systems (along with other service industries) can not store their outputs (the service provided) as an inventory to satisfy demand at other periods, nor can the peak hour demand be readily shifted to other periods. This inflexibility in both the demand and the service results in one of the main difficulties of scheduling problems in transportation systems.

The equipment (buses, aircraft, etc.) and crews should be able to meet the maximum requirement of the peak demand (or at least most of peak demand), and many of
them may be idle or under utilized at other times (the off-peak demand). Therefore, a critical challenge in most vehicle scheduling and crew scheduling problems is how to minimize the effects of low off-peak utilization of equipment or crews and still keep satisfactory services at peak periods


Figure 2-2 : The Scheduling Problem

Running time \& Service frequency: As mentioned above, routes to be served and the sequence of stops are designed based on the transportation demand. Consequently, the expected running times on these routes or between stops (including garages) for different periods (morning peak, evening peak, off-peak), different day types (weekday, Saturdays, Sundays, holidays), different seasons, and different duty types (regular trips or school trips) can also be determined (or predicted).

These running times are not only important to help determine the service frequency as well as construct the timetable, but they are also necessary for the construction of the vehicle and crew schedule. For one thing, it is impossible to build the vehicle schedule without knowing the pull-out, pull-in and deadheading times. This is also true for the crew schedule. As we will discuss later, swing and crew deadheading can help produce efficient and cost-effective crew schedules. Without this information as well as the travel times between stops, even if it is still possible to build a set of crew schedules, it could be costly.

As mentioned by Odoni et al. [2], most transit authorities set frequencies of service to satisfy transportation demands at a specified service level, such as the number of passengers per vehicle at peak load points, while minimizing the number of vehicles required. Since the timetable is primarily based on service frequencies, in a sequential scheduling process, this also implies that the frequency of service not only determines the basics of timetabling but also vehicle and crew scheduling, because vehicle scheduling is based on the timetable and crew scheduling follows from the vehicle schedule.

Timetable: With the major inputs of the service frequency and the running times, the planned services that contain information on specified departure and arrival times, and specific departure locations and destinations are determined. In this thesis, it will be called the timetable (it is also called the flight schedule in the airline industry). The timetable is usually assumed to be a fixed input for most scheduling problems in both the airlines and
urban public transportation systems. The resulting schedules (either vehicle or crew schedule or both) are sometimes used in a feedback loop to adjust timetables (retiming) ${ }^{2}$.

Vehicle scheduling: Vehicle scheduling determines the assignment of each vehicle in the fleet according to a given timetable with a desired objective such as minimum cost or maximum profit. The fleet size and vehicle types are the major concerns in vehicle scheduling. In the airline industry, both the fleet size and aircraft types are equally important, whereas fleet size is more important in urban public transportation systems since there is generally less variability in vehicle type.

The vehicle schedule is very important not only for the assignment of vehicles but also for the crew schedule. In the sequential scheduling process, the crew schedule will be heavily influenced by the vehicle schedule. A good set of vehicle schedules can facilitate the creation of a more efficient crew schedule.

Crew scheduling: Crew scheduling can be divided into two parts in terms of the time horizon: (1) the generation of the short-period (e.g. daily) schedule ${ }^{3}$; (2) the roster for a longer period (a week, a month, etc.). A daily crew schedule is called a run or duty in urban public transportation systems. The definitions of these and other terms are given in Appendix A.

The crew scheduling problem is to assign operators (or crews) to cover the vehicle schedule, i.e. all trips, efficiently and effectively under given constraints. For the traditional planning process referred to in Chapter 1, crew scheduling is based on given vehicle schedules. Along with given vehicle schedules, the information on possible relief points is

[^5]very important in crew scheduling problems. The crew scheduling process needs this information to decide how to cut and combine the vehicle schedules into crew duties. A roster is a set of runs representing a schedule for a longer period, e.g. one week or one month. Rosters are traditionally selected by crews based on seniority, but there is a trend to assign rosters with balanced work loads or pay hours between crews. The rostering problem is not dealt with in this thesis (for discussion of this issue, the reader is referred to Bodin et al. [3]).

Union contract terms, government regulations, company policies and unwritten rules usually dominate the crew scheduling problem. They are also becoming more and more important to vehicle (aircraft) scheduling problems. Not only can they have significant impacts on scheduling problems, but some scheduling approaches could also be useful in evaluating possible changes to union contract terms, regulations or policies for the union, government or the agency. Even in a sequential process, crew scheduling can still influence the vehicle schedule. For example, we can reduce meal breaks, deadheading cost or make-up 4 times by adjusting the vehicle schedule.

### 2.2.2 The Relationship between Routing and Scheduling Problems

While this thesis focuses on scheduling problems, it is also important to recognize the relationship between routing and scheduling problems, for there are some similarities between the two kinds of problems. Routing problems determine the sequence of locations to be visited by one, (or more) vehicle for pick-up or delivery services at the minimum $\operatorname{cost}^{5}$. Scheduling problems can be seen as basically the same as routing problems except that the service times (the starting, delivery and ending time) at every

[^6]location are clearly specified (the timetable in mass transit operations) ${ }^{6}$. As Bodin et al. [3] indicate, routing problems are primarily spatial problems, but scheduling problems have to be concerned with both time and spatial relationships, e.g. a single vehicle (crew) can not serve two locations simultaneously [1][3].

Scharge [12] classified routing and scheduling problems into three types : (1) Arcbased problems -- specific arcs (routes) should be covered; (2) Node-based problems -specific nodes (locations) should be served; (3) The combined problem -- specific arcs and nodes should be served. In general, most scheduling problems specify certain routes (or paths) and locations based on advance information on demand or service frequencies. These data are assumed fixed in scheduling problems. For example, bus routes and timetables are fixed as the input to scheduling problems in public transportation systems as mentioned in Chapter 1 (also see Gavish et al. [30] or Stern and Ceder [37]).

The scheduling problem itself can also be formulated and solved as a network problem [3][9] as illustrated in figure 2-3 in which each pair of nodes represents a task ${ }^{7}$, and each path stands for a single vehicle (or crew) schedule. The solution is to cover all tasks through the feasible paths with minimum cost ${ }^{\mathbf{8}}$. In figure 2-3 (a), a vehicle schedule starts from the top start node, pulls out of the garage, goes through the first revenue-trip arc, the second revenue-trip arc, and eventually pulls back in to the same garage. Thus a vehicle schedule is represented by a path. The long arc between two revenue-trips could represent a pull-in and a pull-out, or imply that the vehicle is idle at the station (without returning to the garage or performing any duty). Another possible network representation is shown in figure 2-3 (b). The cyclic path, which represents a vehicle schedule, starts from the bottom garage node, follows the capital-cost arc to the top, goes through a pull-

[^7]out arc, revenue-trip arcs (or even a deadheading arc), and pull in to the garage. More discussion about this kind of network formulations is presented in section 2.2.4.


Figure 2-3: Network Formulations

### 2.2.3 The Application of Computers in Scheduling Problems

The formulations of scheduling problems are complex because they include many variables and constraints. Except for the basic vehicle scheduling problem, most vehicle scheduling problems and crew scheduling problems are classified as NP-hard problems. The complexity of scheduling problems mostly results from union contract terms, particularly for crew scheduling problems. It is also increasingly important for the vehicle scheduling problem to take into account some of these union contract terms.

Union contract terms are tending to become more and more complex adding to the difficulty of producing schedules both rapidly and effectively. As Smith and Wren [28] indicate, it is a very difficult task for manual schedulers to form valid crew duties efficiently while accommodating the many constraints. They have to check repeatedly the feasibility of alternative duties and the cost effects of the schedule during the process. According to Mitchell [22], a systemwide crew schedule could take at least one personyear of effort in the Southern California Rapid Transit District (now the Los Angeles Metropolitan Transportation Authority). Such time-consuming work makes frequent changes in the existing schedule impossible. It also makes forecasting the impact of changes in operating conditions or union contract terms efficiently and effectively extremely difficult. As Ball et al. stated [47], lack of computerization makes it impossible to determine vehicle and crew costs as a function of changes in work rules, to determine the sensitivity of crew and vehicle costs to changes in routes and to determine the effects of system growth on operating costs. Thus to simplify the scheduling process and allow planners to pay more attention to the evaluation and improvement of services, the application of computers is essential.

The development of HASTUS-Macro was one effort to respond to these expectations since it can be used as an independent tool for cost estimation and to assist in union contract negotiations. Blais and Rousseau describe this application in detail in [19]. Because of the available quantified estimate of the impacts of a proposed change, the
company may be better able to resist infeasible and/or costly proposals from the union or governments and save money and time.

Cost saving is also a very important factor for authorities in applying computers to the scheduling process. Savings resulting from these applications of computers have been shown in several cases. Gavish et al. [30] implemented their model and algorithm at a public transportation company and argued that a $5-10 \%$ saving of the fleet size required in the peak hours and $10-25 \%$ saving in deadheading and idle times could be expected compared with the originally manual scheduling system. According to Koffman and Rousseau [81], the introduction of computer scheduling at the Ottawa-Carleton Regional Transit Commission (OC Transpo) has also achieved significant savings. For example, the use of computerized vehicle scheduling (interlining) in 1975 resulted in bus savings of about $7 \%$, and an annual cost saving of $\$ 3$ million. Another vehicle scheduling function (trip shifting) also resulted in bus savings of about $3 \%$ in 1990 for OC Transpo.

Aside from the dollar-cost saving, the saving of schedule preparation time is also quite important, and can be significant. Computers can help schedulers save tremendous amount of paper work required for manual scheduling and reduce the production cycle of a set of schedules. It can also reduce the number of schedulers required.

In the urban public transportation field, because of the importance of the applications of computers, there have been six workshops ${ }^{9}$ about computer-based scheduling held around the world in the last two decades ${ }^{10}$.

[^8]
### 2.2.4 Vehicle Scheduling Problems

In the vehicle scheduling process, vehicles are assigned to serve the demand economically and effectively. Each trip in the timetable will be covered by a single vehicle, so as achieve, specified objectives, such as minimum cost or maximum profit, while satisfying various constraints. The determination of a suitable formulation (or model) and the relevant cost function as well as the constraints will significantly affect the final schedule to be generated, and also affect the following crew schedule which is heavily dependent on the vehicle schedule in the sequential process.

## Objective function:

Scheduling problems usually set cost minimization as the main objective ${ }^{11}$. This objective can be formulated in terms of the minimization of the number of required vehicles (capital cost) ${ }^{\mathbf{1 2}}$, operating cost or a combination for different concerns. Some models use a composite objective instead of a single one. Gavish et al. [30] designed such a composite objective for their bus scheduling problem. They use two important objectives: a primary objective (for both the peak and off-peak hours) and a secondary objective. The primary objective is to minimize the number of buses during peak hours and to minimize deadheading costs during off-peak hours ${ }^{13}$. The secondary objective is to minimize changes in the existing schedule. The latter objective is not a common concern in most vehicle scheduling problems. As Gavish et al. [30] mention, the minimization of fleet size may also increase deadheading and thus increase operating costs and operations and management difficulties. To deal with these conflicts, we can try to find a suitable objective function that can minimize the total cost (combined operating and capital cost).

[^9]Gavish and Schweitzer [30] defined a cost function whose cost coefficients reflect either the capital cost, or the combination of the cost of deadheading, the cost of driver's travel time, the cost of changing the existing duty and the interlining cost for different conditions.

For the aircraft scheduling problem, minimizing the fleet size is usually not a primary concern. The airlines' first focus is to assign suitable types of aircraft to perform the flight schedule with a minimum total cost (or maximum profit). The minimization of the fleet size for each fleet type can be achieved later if needed.

How to define a proper cost function is always a critical issue in scheduling problems, for it will substantially affect final results of the schedule, such as vehicle block patterns. The determination of a cost function is not just an independent algebra or accounting problem; it has much to do with the characteristics and the formulation of the problem. For example, if we want to use the network formulation (shown in figure 2-3) to find the ideal schedule, the way we assign the appropriate operating cost, including deadheading, pull-in, pull-out, and revenue-trip costs or the capital cost for each arc should be consistent.

If we are just concerned with the minimization of the operating cost regardless of the capital cost, the problem is much easier. We can directly assign all operating costs to different types ${ }^{14}$ of arcs in formulations similar to those in figure 2-3. However, if we want to reflect the total cost, i.e. operating cost and capital cost, the problem is somewhat different. It is not simply a matter of allocating the capital cost of a certain type of vehicle to trips and expecting the formulation to work well. There are some basic vehicle scheduling models, such as figure 2-3 (a) discussed in Ball et al. (the VSP model) [3] and Scott (the VSP1 model) [7] and figure 2-3 (b) which illustrate the possible problem in the allocation of the capital cost. As they indicated, if the capital cost is imposed on the pull-

[^10]ins or the pull-outs in figure 2-3(a), or the capital arc always connects with the pull-in and pull-out arcs as in figure 2-3 (b), these models (or formulations) will make the final schedules favor longer layovers and deadheads. The models will prevent additional pull-ins or pull-outs for any scheduled vehicle during the day due to the heavy cost penalty, even though there should be no real additional capital cost associated with them.

Some research, therefore, has sought other cost definitions, or adjustments to the network model to solve this kind of problem. Ball et al. [3] suggest that the capital cost be imposed on a pull-in or pull-out arc only in the morning peak period ${ }^{15}$. Thus if we can carefully assign costs to certain types of arcs and set up some constraints for the network model, the intermediate pull-ins (or pull-outs) can be employed in the solution while maintaining the concern for total capital costs. For example, with the network model in figure 2-3 (a), we can build a constraint in which pull-in and pull-out trips will replace a long arc such as Arc $R$ in the vehicle- 2 schedule if this arc is not an operating arc and has a duration longer than a certain time.

Scott [7] suggests an improved model based on the formulation of figure 2-3 (b). The model adds one artificial depot for each node except for two real depot nodes. A pullout arc from a corresponding artificial depot node will be added to the node that represents the start time of each trip, and a pull-in arc to a corresponding artificial depot will be added to the node that represents the end time of each trip. In this way, pull-out arcs or pull-in arcs do not have to connect the capital arc all the time and can still have pull-outs and pull-ins in the middle of a vehicle schedule. Therefore, more accurate, economic, and reasonable schedules can be obtained with the employment of intermediate pull-ins and pull-outs.

Bennington and Rebibo [69] introduce the network structure used in RUCUSBLOCKS (vehicle scheduling) as shown in figure 2-3 (b). BLOCKS employs the network

[^11]in a somewhat different way. As mentioned before, a path in other network models represents a vehicle schedule. However, a path in BLOCKS represents a block. Thus, if a vehicle schedule contains at least two blocks, intermediate pull-ins and pull-outs are always possible. Of course, the cost of the capital-cost arc is defined as the cost to bring in a vehicle to serve a block, not a complete schedule ${ }^{\mathbf{1 6}}$, and extra work is needed later to match these blocks to form the vehicle schedule.

## Constraints:

Recognizing the limited resources (vehicles, capital), operational restrictions, the feasibility of schedules, and regulations, certain constraints will be imposed in the scheduling process. These constraints could be the limits on available fleet type or fleet size, maintenance requirements, the constraints that make the scheduling model complete and feasible, etc. In general, aircraft scheduling have more constraints than transit scheduling as shown in Table 2-117. Fortunately, vehicle scheduling (or aircraft scheduling) has fewer constraints than crew scheduling making formulation of the vehicle scheduling problem somewhat easier.

## Table 2-1: Typical Operational Constraints for Aircraft Scheduling

1. Limits on arrivals or departures at a station during the day.
2. Limits on the number of overnight stays of aircraft at a station.
3. Limits on the number of stations served.
4. Limits on slots and daily service.
[^12]
## Formulation:

Many scheduling problems (both vehicle and crew) are formulated as either set partitioning problems or set covering problems. These formulations will generally lead to huge problem sizes and result in great computational requirements, thus some methods (or constraints, rules) are usually imposed to restrict problem size or to decompose the problem into more manageable subproblems. In general, the approach to deal with set partitioning or set covering problems (in both vehicle and crew scheduling) is first to relax the integer constraint and solve the resulting linear problems, then to try to move to an integer solution.

Vehicle scheduling problems can generally be classified into five different types ${ }^{18}$ : VSP: the single depot vehicle scheduling problem; VSPLPR: the vehicle scheduling problem with length of path restrictions; VSPMVT: the vehicle scheduling problem with multiple vehicle types, VSPMD: the vehicle scheduling problem with multiple depots; VSPTW: the vehicle scheduling problem with time windows. Most urban public transportation scheduling problems are of the VSP and the VSPMD type, while most aircraft fleet assignment problems are of the VSPMVT type. We will present more detailed on the fleet assignment problem in a later section of this chapter.

The models used in all vehicle scheduling problems generally can be derived (or extended) from the VSP model shown below. RUCUS employs a model that is almost identical to this model for vehicle scheduling. This model is based on the network formulation illustrated in figure 2-3 (a).

Constraint (2.2) is a flow balance constraint ${ }^{19}$ with $b(i)=0$ for all nodes except for the source and sink node (depot). This is also like the transshipment problem. Constraint (2.3) guarantees that a vehicle (path) is assigned to serve each task (node) exactly once.

[^13]
## $\operatorname{Min} \sum_{(i, j) \in A} c_{i j} x_{i j}$

St.

$$
\begin{equation*}
\sum_{j:(i, j) \in A} x_{i j}-\sum_{j:(i, i) \in A} x_{i j}=b(i) \quad i \in N-\{s, t\} \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j:(i, j) \in A} x_{i j}=1 \quad i \in N-\{s, t\} \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
0 \leq x_{i j} \leq 1 \quad(i, j) \in A \tag{2.4}
\end{equation*}
$$

$x_{i j}$ : integer, number of vehicles that traverse arc $(i, j)$
$G=(N, A) ; \quad G: a$ network
$N$ : a set of nodes, $A:$ a set of arcs
$C_{i j}: \operatorname{Arc}(i, j)$ cost
$s:$ Sink node, $t$ : Source node

The capacity constraint (2.4) along with the integer constraint indicates that:
$x_{i j}=\left\{\begin{array}{l}1 \text { if arc }(i, j) \text { is served by a vehicle } \\ 0 \text { otherwise }\end{array}\right.$

Some models use set covering models which allow vehicles to deadhead. In this case, Constraint (2.4) become:

$$
\sum_{j:(i, j) \in A} x_{i j} \geq 1 \quad i \in N-\{s, t\}
$$

We assume that these vehicles carry out closed trips (or round trips or pairings for airlines) rather than open trips, meaning that each vehicle has to pull out and pull in at the same depot. The assumption is to simplify the minimum cost flow formulation as shown in fig 2-3.

### 2.2.5 Crew Scheduling Problems

Crew scheduling is also called crew pairing in the airline industry, and the manual crew scheduling process is sometimes referred as run-cutting. In urban public transportation systems, the crew scheduling process cuts the vehicle blocks into pieces and forms these pieces into a set of crew runs (also called duties). There are three basic types of crew runs (or duties): straight, split, and tripper. For example, a spreadover duty, as mentioned in Parker and Smith [41], which covers both peaks and has a long break (usually unpaid) in the middle, is one common form of split shift. A detailed introduction to scheduling terminology is shown in Appendix A.

In the airline industry, each crew is assumed to be assigned to only one aircraft type [40], thus crew scheduling is considered separately for each aircraft fleet type. After the aircraft schedule is completed, the crew scheduling process groups flight legs from the aircraft schedule into pairings.

## Objective:

The general objective is to minimize the total cost under certain constraints. In crew scheduling for urban public transportation systems, the vehicle schedule can be cut into pieces of work only at designated relief points at which crews can be relieved. A relief point can be a garage, depot or simply a stop along a transit line or bus route.

The determination of a crew cost function is based on the pay rate and work hours. It is much easier than in vehicle scheduling, for there is no "capital cost" associated with
the crews. The potential problems discussed in vehicle scheduling that can give rise to many complications in the formulation do not arise here.

## Constraints:

The constraints consisting of union contract terms, government regulations, authority policies and unwritten rules play an important role in crew scheduling problems. Detailed discussions of these work agreements ${ }^{20}$ in urban public transportation are given in Sharp [20], Blais and Rousseau [19], Smith and Wren [28], Manington and Wren [64], and similar discussions for the airline industry are given in Abara [53], Arabeyre et al. [55] and Barnhart et al. [63]. These work rules include guaranteed pay or compensation for overtime in the urban public transportation system, or minimum rest time for certain spread time, and maximum flying time for a duty period for an air crew schedule.

Tables 2-2 and 2-3 show some general work rules in urban public transportation systems ${ }^{21}$ and in the airlines respectively. Not only do these agreements increase the operating cost, but they also complicate the scheduling process. For example, an agency with 2000 peak vehicles and 4665 full-time drivers as SCRTD (Southern California Rapid Transit District) will have significantly more operator pay hours than vehicle hours, e.g. 8.6 million pay hours and 7.1 million vehicle hours [22].

Since the key terms of the agreement must be incorporated as constraints into crew scheduling models, it greatly complicates the problem. The number of constraints and variables in the formulation of a crew scheduling problem can make it unmanageable. In general, these also make the crew scheduling problem much more complicated than the vehicle scheduling problem.

[^14]Table 2-2: Example of Urban Public Transportation System Work Rules

1. Minimum guaranteed 8 -hour pay per day for a full-time operator.
2. Maximum 13-hour spread per run.
3. A paid allowance for sign-on and sign-off per day is 20 minutes.
4. No more than 3 pieces for a full-time run.
5. Minimum 2 hours for a piece of work.
6. Maximum 5 hour's work without a meal break is permitted. A meal break is at least 30 minutes.
7. At least $50 \%$ of total runs should be straight runs. Sunday runs should be $100 \%$ straight runs.
8. Minimum time of an unpaid break is 40 minutes.
9. Maximum number of unpaid breaks is 1 , i.e. if the number of breaks exceeds this number, extra breaks should be paid.
10. Overtime rate: 1.5 times regular pay rate
11. Spread premium: 1.5 times regular pay rate after 10 hours for a duty; 2.0 times regular pay rate after 11 hours.

## Table 2-3: Example of Airline Work Rules

1. Maximum number of flight legs in a duty period.
2. Maximum flying time and the maximum spread per duty period.
3. Maximum number of times that a pilot can change planes per duty period.
4. Minimum and maximum connect time between consecutive flights in a duty period.
5. Minimum rest time for a pilot after a duty period.

Union contract terms also increase the difficulties in developing a generally applicable computer program, since particularly in public transit systems, union contract terms vary considerably from one company to another. As Parker and Smith state [41], at least one totally different constraint would be found in every new case, and some new feature has to be introduced into the program to deal with these special problems. This problem is not as severe in the airline industry, because union contract terms in the airline industry tend to be much more similar across airlines [32].

Union rules result from the special characteristic ${ }^{22}$ of transportation systems: the difference between peak and off-peak service demands as introduced in section 2.2.1 [18][20][21][24]. Because of this difference, more split shifts or trippers will arise and more part-time operators may be desirable. Part-time duties are very important for the urban public transportation scheduling task and for authorities. For schedulers, part-time duties can be used to cover one or two peak periods which usually cannot be assigned into full-time duties (i.e. leftover small pieces of work) because of work rule restrictions (e.g. the duty-length constraint, the overtime constraint, and the spread-length constraint, etc.) as well as insufficient available full-time operators. In transit authorities, unlike full-time operators, part-time operators usually are not paid spread premiums. Thus the employment of part-time operators may be more economical than full-time operators. To reflect the need to protect operators' welfare, most union contract terms have a large number of restrictions and compensation terms for crew duties [19][21][24].

## Formulation:

Following the general assumption that the vehicle schedule is given, the crew scheduling problem can generally be formulated as a set covering (or set partitioning) problem ${ }^{23}$. The introduction to a related type of crew scheduling problems (counter staff,

[^15]maintenance staff) is shown in Rousseau [32]. Basically, they have the similar formulations and algorithms as those presented in this paper.
$\operatorname{Min} \sum_{j=1}^{n} c_{j} x_{j}$
St.
$\sum^{n} a_{i j} x_{j} \geq 1 \quad i=1,2, \ldots, m$
$j=1$
$\sum_{i=1}^{n} b_{i j} x_{j} \geq d \quad j=1,2, \ldots, n$

$x_{j}=\left\{\begin{array}{l}1 \text { if crew duty } j \text { is in the schedule } \\ 0 \text { otherwise }\end{array}\right.$
$a_{i j}=\left\{\begin{array}{ll}1 \text { if trip } i \text { is served by the crew duty } j \\ 0 \text { otherwise }\end{array} \quad ; j=1,2, \ldots, n\right.$
$C_{j}$ is the cost of crew duty j based on the work performed by duty j and the pay rate. Constraint (2.6) means that each piece of work (or trip, task or flight leg) must be covered by at least one crew schedule(a crew run or a crew pairing). Constraint (2.7) could be any union contract or company constraint shown in Mitra and Welsh [42]. For example, we can set a manpower constraint for total operators as:

$$
\begin{equation*}
\sum^{n} x_{j} \leq N \quad N: \text { total number of crew } \tag{2.8}
\end{equation*}
$$

We can also set a time constraint for guarantee pay hour, minimum platform time, or minimum (or maximum) spread as in Constraint (2.9). For example, $X_{j}{ }_{j}$ is a binary variable and equals 1 only when the spread length of the feasible duty $\left(X_{j}\right)$ is greater than or equal to the minimum spread-length constraint $\left(T_{K}\right)$. Thus Constraint (2.9) implies that, among all $K$ feasible duties, at least $M$ duties must have spread-lengths greater than or equal to $T_{K}$.

$$
\begin{aligned}
& \sum_{j \in K}\left(t_{j}-T_{k}\right) x^{c}{ }_{j} \geq 0 \quad K(\text { feasible duties }): 1,2, \ldots, k \\
& \sum_{j \in K} x^{c}{ }_{j} \geq M
\end{aligned}
$$

If the inequality in (2.6) is replaced by the equality, it becomes a set partitioning problem. A set partitioning formulation is used when crew deadheading (or the overlap of two duties) is not permitted ${ }^{24}$ [32][41]. It insures that each piece of work is carried out by exactly one crew schedule [28][31].

These basic set covering and set partitioning approaches have been used both in urban transportation systems and in the airlines [33][40].

[^16]
### 2.3 Urban Public Transportation Vehicle/Crew Scheduling Problems

### 2.3.1 Urban Public Transportation Systems vs. the Airlines

It is interesting to compare and contrast the scheduling problem in the airlines and urban public transport areas. The basic concepts of the scheduling problems are very similar, and the framework presented for the urban public transportation system (section 2.2.1) is compatible with the airline scheduling problem. Transportation demand is assumed fixed for both the aircraft and air crew scheduling problems. Air crew scheduling (crew pairing) is still based on flight schedules and aircraft scheduling. In addition, we find a strong resemblance in the meanings of terms used in the two fields (See Appendix A). However, the differences also are significant in terms of time horizon, service frequency, timetable construction, competition, cost function (objective) and constraints, etc. Through the comparison between these two areas, we can have a better idea about the key attributes of the urban public transportation scheduling problem.

1. Time horizon: The time horizons of scheduling problems between the two systems are quite different. Aircraft and air crew scheduling usually must deal with a longer period because of the operational characteristics, especially for international airlines. The difference is quite obvious when we look at the components of a schedule: one crew run is a daily assignment of the bus crew while a pair for an air crew schedule could cover one week.

The difference between the time horizon will lead to different concerns. For example, bus scheduling in the MBTA does not have to be particularly concerned with maintenance requirements. Since it is a daily schedule and the schedule is performed within the Metropolitan Boston area, it is easy to find enough time for any bus to undergo
routine maintenance ${ }^{25}$. Besides, it is less expensive to have a backup bus available to support the schedule if there is any breakdown. However, it is quite different for a weekly aircraft schedule in which aircraft may leave the base for a long distance and long time. The maintenance requirement becomes a very important factor for aircraft scheduling because of considerations of safety, limited available maintenance away from the base and limited backup airplanes, etc.
2. Service frequency: The frequency of service is quite different between the airlines and urban public transportation systems. Because of the cost, the fare, the demand and operational constraints, it is impossible and unnecessary for the airlines to provide as many services on a route as those in urban public transportation systems. Besides, governments may restrict the number of services provided. In contrast, urban public transportation systems have to provide a large amount of services for the demand they face every day. High service frequencies increase the difficulty of producing the schedule ${ }^{26}$. This also increases the difficulty of applying (and developing) computer-based scheduling systems. Algorithms currently available often have a restriction on the size of problem which can be solved. If the problem is too large, the machine solution may not be satisfactory even if one can be obtained by simplifying or decomposing the problem.
3. Timetable Construction: In the urban public transportation scheduling process, the timetable is fixed for both vehicle and crew scheduling activities. However, this is not always true for the airlines. The timetable construction may be completed along with the aircraft scheduling process in the airlines.

As we know, both the transportation demand and fleet characteristics will affect (or restrict) the services provided. For urban transportation systems, we can follow the

[^17]transportation demand and set up the timetable directly with little concern about the fleet characteristics ${ }^{\mathbf{2 7}}$, since the vehicles or cars for a specific mode (bus) or a specific transit line in urban systems usually will not vary much. It is not difficult to find suitable vehicles to satisfy the timetable (the planned services).

However, this is totally different in the airline industry. The fleet characteristics are very important in planning services that a company can provide. They and other factors such as the away-from-base time, operating, capital cost and maintenance requirements will significantly restrict the availability of aircraft for desired schedules. These factors will have more influence on timetables and aircraft schedules in the airline industry than those in the urban transportation systems. Therefore, it is important that aircraft scheduling should be coordinated with the generation of timetables [3].
4. Competition: The nature of competition in the two fields is totally different. Most airlines are privately owned and competition between airlines is intense. However, many urban public transportation agencies are publicly or quasi-publicly owned. In many cities (especially in the United States), there is one agency serving large areas without any competition (except from other modes, notably the auto). Sometimes, this will decrease the perceived importance to agencies to produce efficient and cost-saving schedules or even to improve the schedules. Sometimes they can not afford to improve the schedules because of the budget or subsidy constraints.
5. Objective: There is a major difference between the objectives of the vehicle scheduling problem and the aircraft scheduling problem. Although both types of scheduling problem may aim to minimize the cost, the vehicle scheduling problem will usually emphasize the fleet size while the assignment of aircraft types is usually the first consideration for the aircraft scheduling problem.

[^18]The focus of the objective function may also be different between the two fields. For example, one objective in airline scheduling, as indicated by Elce [51], may be to maximize profit by including as many long-haul legs as possible to avoid extra costs resulting from frequent take-offs and landings [51]. In transit systems, these issues do not arise. In addition, long blocks may not be appropriate or necessary for a good transit schedule. Another difference is in the use of deadheading. In urban transportation systems, deadheading (either for vehicle or crew) may be a useful tool for solving scheduling problems because of its low cost. In contrast, deadheading an airplane is much more expensive and will not be used unless strictly necessary [32]. Nevertheless, air crew deadheading can sometimes help obtain a feasible crew schedule or may simply be more cost-effective.
6. Constraints: In general, aircraft and air crew scheduling will be concerned with operational restrictions and safety factors as well as union contract terms. Most urban crew scheduling, on the other hand, will focus on the union contract terms. Fewer safety requirements will be imposed from the authority or the government on urban crew schedules. Most vehicle scheduling methods do not take into account operational constraints. The available fleet size dominates the constraints in urban vehicle scheduling. Sometimes, other constraints such as a minimum layover time will be considered in vehicle scheduling. For crew scheduling, most constraints concern the platform time, spread hours, break time, pay penalties and allowances.

Aside from the differences mentioned above, joint vehicle/crew scheduling may also be particularly attractive for urban public transportation scheduling. The interactive effects between vehicle and crew scheduling have been addressed in some prior research [3][7][34][39], as will be discussed later in this section.

### 2.3.2 The Joint Vehicle/Crew Scheduling Problem

There is little dispute that aircraft scheduling should be performed prior to air crew scheduling. The capital investment is much higher than the crew cost in the airline industry, while this is not so in urban public transportation. It is reasonable for a planner to schedule first what can cause the largest cost impacts. Consequently, the combined aircraft and crew scheduling problem is not as necessary for airlines ${ }^{28}$ as it may be for urban transportation authorities.

From the viewpoint of the formulation and the optimization solution, joint vehicle/crew scheduling may be a better strategy than the sequential process. But it has proved difficult to solve one NP-hard problem, let alone the combination of two NP-hard problems which this approach would imply. Due to the complexity of the joint scheduling process, most researchers would rather (or have to) separate the problems to have immediate yet acceptable results for the applications instead of being stuck in the joint scheduling problem. Nevertheless, there is still some research trying to explore the possible applications of the joint vehicle/crew scheduling problem. Two prior attempts use different ways to approach this problem: one developed by Ball et al. [34][47], and the other by Scott [7][39]. Ball et al. use one model to construct the crew schedule and the vehicle schedule. Scott imposes the cost information from the relaxed crew schedule onto the vehicle scheduling process to get a better vehicle schedule.

## 1. Scott's method:

Scott's algorithm does not really deal directly with the full complexity of the joint scheduling problem. Rather it tries to create a vehicle schedule that takes into account information on the related manpower cost. As Scott said, he wanted to create vehicle

[^19]schedules that are efficient in their use of manpower. He follows a strategy similar to the HASTUS crew scheduling program (HASTUS-Macro and HASTUS-Micro) ${ }^{29}$ to establish his algorithm.

The algorithm consists of three steps. First, he uses a modified transshipment model to get an initial vehicle schedule based on a composite objective function which minimizes the fleet size, vehicle miles and platform time. The model is designed to be able to make more accurate trade-offs between deadheading, layovers and pull-ins (pull-outs). Second, the linear relaxation similar to HASTUS is employed to obtain the manpower information. The model is basically a crew scheduling model. One difference from the original linear relaxation formulation in HASTUS (HASTUS-Macro), is that the model employs a variable in the formulation instead of constants used in the model constraints. As Scott said, the use of this kind of variable can introduce a variable vehicle schedule structure into the model.

$$
\begin{align*}
b_{p}= & \sum_{(q r) \in B P} y_{q r}, \quad p \in p  \tag{2.10}\\
& B_{p}=\{(q r) \in B: \quad q \leq p \leq r\} \\
v_{q r}= & y_{q r}  \tag{2.11}\\
q_{p}= & \sum_{(q r) \in B P^{\prime}} y_{q r}, \quad p \in p  \tag{2.12}\\
& B_{p^{\prime}=\left\{(q r) \in B_{p}: q=p\right\}}=\{(q)
\end{align*}
$$

The variable, $y_{q r}$, indicates the service demand (the number of required vehicles) between two periods. He uses this variable to replace the constraint values on the left hand

[^20]side of (2.10), (2.11) and (2.12) above. In Scott's extended linear model, the new constraints will substitute for the old constraints in the HASTUS-Macro model (from (3.6) to (3.8)). The value of $y_{a r}$ depends on the vehicle schedule. Different vehicle schedules from the first step can change the value of $y_{q r}$ and therefore result in different crew schedules in the linear relaxation model.

The reason Scott uses this variable is that the manpower information available at this step will be used to improve the initial vehicle schedule solution obtained in the first step. The change of the vehicle solution will then change $y_{a r}$ and hence change the manpower solution until the ideal solution is obtained. The employment of the variable is helpful for this iterative evaluation process.

With the initial vehicle schedule solution produced at the first step, the values of this kind of variable can be determined and the extended linear relaxation model can be solved. In addition to this, the initial solution can also help restrict the model's size.

Scott produces two crew schedules at this step: the crew schedule solution that fixes every $y_{q r}$ consistent with the initial vehicle schedule, and the optimal crew schedule solution that just fixes $b_{p}$, i.e. it fixes the sum of $y_{q r}$ at the initial solution level. The crew schedules generated here are thus the approximations of feasible schedules rather than real feasible schedules.

In the final step, a heuristic method is designed to improve the initial solution marginally with the information (solution and objective cost) from the second step of the model. The information is based on the comparison of every $y_{q r}$ and the objective values of two solutions from the second step. Comparing the difference between $y_{q r}$, the initial vehicle schedule will be adjusted in accordance with $y_{q r}$ from the optimal solution and go back to the second step. According to Scott, the iterative heuristic will stop only if a feasible vehicle solution that costs out optimally in the extended linear model is found, or if no alternative optimum more closely models the existing feasible solution and it is impossible to eliminate rejected vehicle schedules without creating others.

The algorithm was tested on two timetables from the Montreal transit agency with estimated crew cost saving of less $1 \%$.

## 2. Ball et al. 's method:

There are two important features in their joint crew/vehicle scheduling algorithm [34][47]: (1) the use of so-called d-trips instead of trips as a basis for the analysis; (2) the crew schedules and the vehicle schedules can be obtained simultaneously instead of the vehicle scheduling being performed first in the sequential process.

Ball et al. argue that crew costs dominate vehicle costs in the urban transportation system, so they want to perform the crew scheduling and the vehicle scheduling concurrently. The algorithm can create both schedules at the same time. Nevertheless, they focus more on crew scheduling and the methods included in their algorithm mainly relate to crew scheduling. Actual methods or testing results are not available for the vehicle schedules. They just explain how it is possible to get the vehicle schedule along with the crew schedule.

Since crew costs will be greater than vehicle costs in urban transportation systems, they focus on only the crew scheduling problem initially. In the sequential scheduling process, trips, which start and end at terminals and/or garages, are the most important input to the vehicle scheduling. The crew scheduling has to have the information of blocks generated in vehicle scheduling and the information of potential relief points as the input to cut the blocks at relief points into pieces which are then matched into crew duties. That is why the relief point information is very important to crew scheduling. Crew scheduling can not use trips as the direct input because they are not able to provide this kind of information, so they introduce the concept of the $d$-trip in their model.

Ball et al. define a d-trip as the portion of a trip or the combination of trips that must be traversed by the same crew and vehicle. It is formed by breaking trips at their possible relief points, not just at stations or depots as in trips. In this way, they can
provide the information of all possible relief points for crew scheduling and use $d$-trips as a direct input.

The basic logic of their algorithm is: original trips listed in the timetable now are broken into $d$-trips, i.e. each trip is covered by at least one $d$-trip. For the vehicle schedule, blocks were previously composed of trips whereas now, they are constructed from d-trips. For the crew schedule, crew duties can now be formed by directly matching d-trips. It does not have to generate blocks, which are then cut into pieces and matched into duties as in the sequential process. Therefore, the vehicle and crew schedule can both be built by $d$-trips at the same time.

The algorithm, which is designed to solve crew scheduling problems, is formulated as a set partitioning problem consisting of 3 levels: piece construction, piece improvement, and run generation. Each level will use some models or techniques, but matching is the main tool for these 3 steps.

At the first level, the algorithm tries to combine d-trips into different pieces of work ${ }^{30}$. During the combination (or matching) process, certain criteria such as minimum cost and maximum piece length should be obeyed. For the purpose of minimizing cost, they employed a cost function that consists of deadheading time, layover time, and total piece time. They use these criteria and cost function to group d-trips into different pieces.

At the second level, they try to improve all pieces obtained in the first step using an interchange heuristic for this resplitting and recombination process. As described in Ball et al.'s papers, in general, the method tries to combine two short pieces into a long piece, to combine and resplit a short piece and a long piece into two median-sized pieces, or to combine and resplit two short pieces and delete some d-trips. At the final stage, the pieces are combined into runs with a minimum cost matching technique.

[^21]Vehicle schedules can be derived from the first two levels by inserting necessary connection trips, such as deadheads, pull-ins, and pull-outs, and combine them with d-trips into blocks, then vehicle schedules.

The algorithm was tested with data from the one division of the Baltimore MTA bus system. They produced a solution with a $1.5 \%$ reduction in total paid time or a $9 \%$ saving in variable pay time. The solution had more trippers and fewer 3-piece runs than the original one.

As Rousseau indicated [32], savings from these joint scheduling methods do not appear to be significant. Researchers would rather focus on the separate scheduling problems that can produce equivalent savings with less complicated methods (better costperformance ratio). After these two algorithms, there has been no other published work on the joint scheduling problem. Unless computer technologies improve further and/or new models and algorithms appear, the joint scheduling approach is unlikely to replace the sequential scheduling process in the near future in the transit industry.

## Chapter 3: Computer-based Scheduling in Urban Public Transportation

Manual vehicle and crew scheduling require many schedulers due to the complexity of the problems. The production cycle of a set of manual vehicle and crew schedules is typically lengthy, partly because of the large amount of paperwork involved. The long and expensive time to produce manual schedules may make it difficult to change the required service level in response to demand shifts, but it also lacks the ability to do sensitivity analysis that might be used to evaluate potential changes in service or contract terms. The application of computers in the scheduling process may well be able to deal with these problems more effectively. In this chapter, the evolution of computer-based scheduling in the last several decades is first discussed. Then, two representative scheduling packages: RUCUS and HASTUS are presented in more detail with several other packages also introduced more briefly.

### 3.1 Evolution of Computer-based Scheduling

In 1954, Dantzig and Fulkerson [65] presented a linear programming problem that started the following fruitful investigation of the scheduling problem. The University of Leeds began research on the application of computers to transportation scheduling problems several years later [64]. Around that time, several research projects also tried to employ computers to solve scheduling problems [61][64]. Before 1970, however, due both to limitations of computer technology and a lack of suitable algorithms and
computer codes, no satisfactory computer-based scheduling applications had been demonstrated.

However at about this time, many transportation agencies, authorities and researchers started to be aware of the importance and potential benefits of computer scheduling and began to devote more serious efforts to the development and application of computer-based scheduling tools. After 1970, many different heuristic procedures, models ${ }^{1}$ and algorithms were experimented with. Several of these computer systems represented significant breakthroughs and resulted in applicable and useful tools that were able to tackle real bus scheduling problems in some urban public transportation agencies. Some of these systems were designed specially for bus scheduling, such as AUTOBUS [48]. Some were developed as complete systems that were able to perform the whole sequential scheduling process including both vehicle and crew scheduling, such as RUCUS [68][69][70][78] and HASTUS [18][24][49][60] in North America.

In examining these systems, significant difference can be seen in the way both software developers and schedulers approached computer-based scheduling tools before and after about 1980. Before this time, most packages had restrictions that made them difficult to use as flexible tools. As a result it was usually difficult to use them to produce acceptable and competitive schedules (compared with manual schedules) for different authorities. These restrictions derived from the complexity and variability of work rules and practices in different authorities. The available technology and algorithms were not capable of dealing with the full complexity of work rules and practices at different authorities. These packages could provide acceptable schedules only for some authorities with similar characteristics and work rules.

After this time, in order to make programs more flexible and useful to different users, developers became more inclined to facilitate human intervention as part of the

[^22]computer procedures. With the possible interaction between the scheduler and the machine, schedulers were able to become much more highly involved in the problemsolving process. Therefore, experienced schedulers could use their knowledge, experience and preferences for specific types of schedules, to guide, evaluate, and adjust the inputs or results of models during the scheduling process. For example, schedulers are highly knowledgeable about route structures, operating conditions, and potential variances of running times. They often have a clear idea about what a suitable schedule for the authority should be like. Therefore, they can make better adjustments and decisions about the intermediate results, restrictions and parameters inside the program to help generate a set of more satisfying and feasible final schedules. As Stern and Ceder [37] said, the interactive approaches will make schedulers more confident in the results and avoid the errors of "one-pass" computer procedures.

The development of RUCUS is a good illustration of this evolution. The first generation of RUCUS was a non-interactive system that was developed in the early 70's and received considerable application interest. As a result of user concerns and criticisms, the next generation of these software begun in the late 70 's became a much more interactive system.

Other improvements include greater control over the final results and the employment of computer graphics. Greater control over the final results is very important for schedulers in obtaining an acceptable solution. Even though more human intervention is allowed in the newer computer procedures, the final solution generated by the computer system may still be unsuitable for direct application. If schedulers can have more control over the final result, a more feasible and acceptable schedule may be made available requiring minimal adjustments from the final computer solution. For example, HASTUS allows interactive modifications through the computer system after the generation of the automated result. If the final automated result is not acceptable, schedulers can usually use the interactive function to "massage" this solution into an acceptable schedule.

Computer graphics is also a helpful new tool for a computer-aided scheduling system. Since computer technology has been advancing rapidly, more powerful hardware (PC, the work station and the mouse) and graphics software have been developing. The progress makes the employment of computer graphics inexpensive and practical for computer-aided scheduling tools Computer graphics can help the computer-aided scheduling system because more friendly for users. For example, data entry and errorchecking can be easier and clearer through graphical display and can result in fewer errors. Graphical display can also help present the computer result in a much clearer way and can greatly facilitate interactive scheduling. Finally the easier use of the computer system can shorten the training period for new schedulers.

### 3.2 RUCUS \& RUCUS II

The Run Cutting and Vehicle Scheduling (RUCUS) computer system [68][69][70] was developed under the sponsorship of the Urban Mass Transportation Authority (UMTA) of the United States in the early 1970's and was released to the transit industry in 1975. RUCUS, a non-interactive (batch mode) package, is one of the first complete scheduling packages ${ }^{2}$ [73] in the world to receive substantial application in the transit industry.

RUCUS was explicitly designed to mimic the manual scheduling process so as to increase the likelihood of acceptance by schedulers after failure of earlier systems. It contained three components: TRIPS, BLOCKS, and RUNS. TRIPS produced headway sheets based on the transportation demand. These headway sheets then were used to construct the timetable of all revenue trips. BLOCKS was the vehicle scheduling program

[^23]which took into account the TRIPS output (timetable) as well as other constraints, such as spatial and operational constraints, and generated vehicle blocks. The vehicle schedule consisted of these blocks. RUNS was a run cutting program that produced the crew schedule based on the blocks generated in BLOCKS.

BLOCKS [69][70] employed a minimal cost flow model, which is almost identical to the VSP model introduced in section 2.2.4 (equations (2.1) to (2.4)), to produce vehicle blocks with minimum cost. The model formulates the problem as a cyclic network as introduced in figure 2-3 (b) and section 2.2.2. The back flow arc deals with the fleet size constraint as well as the additional cost every time a vehicle begins service. Each pair of nodes, which is connected by a revenue-trip arc, represents the start time and location, with the end time and location for a specific trip. A cyclic path starts from the bottom node (garage), follows the back flow arc (the capital-cost arc), goes through pull-out arc, and tries to combine revenue-trip arcs and deadheading arcs without violating spatial, time, and other constraints, then returns to the bottom node (pull-in arc). Each cyclic path represents one feasible block. As described in chapter 2, the costs associated with all kinds of arcs and the fleet size will significantly influence the solution. Theoretically, each revenue trip must be covered by a block (path) exactly once at minimum cost. This minimum cost flow model is solved by the out-of-kilter algorithm [69]. BLOCKS was restricted to deal with one type of vehicle, and all vehicles had to come from a single garage.

RUNS [68][70] was used to assign drivers to cover the vehicle schedule. and employed a two-step heuristic procedure. The procedure first generates an initial schedule based on blocks from BLOCKS and the initial solution is the refined by eliminating trippers and reducing the cost. There are five phases in RUNS: (1) data processing; (2) generation of the initial solution; (3) elimination of trippers; (4) run cost minimization; (5) production of the report. The first four phases could also be used as independent
functions for evaluation purposes, i.e. each phase could be executed or terminated independently.

Data processing needed three kinds of data: parameters that specified work rules, other constraints and options for desired runs; vehicle blocks; and travel times between relief points. The second phase generates an initial crew schedule consisting of one-piece and two-piece runs that satisfy the work rules. However not all blocks could be cut and combined into these legal runs, thus some trippers were usually inevitable. By changing various parameters, the block-splitting could be executed repeatedly to seek a more satisfactory initial solution. The third phase tried to eliminate as many trippers generated in the initial solution as possible without violating work rules. This procedure would be stopped either when all trippers had been eliminated, or no further elimination was possible. In the fourth phase, the function tried to reduce the total pay-hour cost of the solution previously generated while respecting work rules. This function would be stopped when no more savings were possible.

After run cost minimization, there was another optional phase before the final schedule is reported in the fifth phase. This additional phase eliminated trippers regardless of work rules or other constraints. Then, the new schedule would go back to the fourth phase to try to massage all runs into legal runs.

Table 3-1: Comparison of RUCUS and the Manual Vehicle Schedule

|  | MBTA Manual | RUCUS BLOCKS | Saving |
| :--- | :---: | :---: | :---: |
| Revenue Hour | 743.5 | 742.1 | $\mathbf{- 0 . 1 \%}$ |
| Layover \& Deadhead | 269.3 | 276.4 | $\mathbf{+ 2 . 5 \%}$ |
| Total platform hour | 1012.8 | 1018.5 | $\mathbf{+ 0 . 6 \%}$ |
| No. of Vehicle Blocks | 158 | 151 | $\mathbf{- 4 . 6 \%}$ |

According to Wilson [78], RUCUS was once adopted by around 33 transit authorities with fleet sizes ranging from 75 to 1000 . Reported driver pay savings ranged
from $0 \%$ to $8 \%$ for 15 authorities. One specific evaluation of RUCUS (both vehicle and crew scheduling) occurred in one garage of the MBTA (Boston) [70] in the mid 1970's. The test compared the RUCUS vehicle and crew schedules with the manual schedules, with the results shown in Table 3-1. As shown in Table 3-1, no saving resulted in the vehicle scheduling process. However, as shown in Table 3-2 some significant savings were achieved by the crew scheduling element of RUCUS in terms of the number of drivers, platform times, etc. Goeddel [70] thought that RUCUS could produce reliable and costefficient vehicle and crew schedules for a large transit system. However, despite these apparently promising test results in the MBTA, RUCUS was never implemented at the MBTA, for reasons which are not known.

Table 3-2: Comparison of RUCUS and the Manual Crew Schedule

|  | MBTA Manual | RUCUS Blocks | Saving |
| :--- | :---: | :---: | :---: |
| Platform Hours | 1119.3 | 1018.5 | $\mathbf{- 9 . 0 1 \%}$ |
| Spreadover Hours | 1523.8 | 1442.4 | $\mathbf{- 5 . 3 4 \%}$ |
| Total Pay Hours | 1293.4 | 1240.8 | $\mathbf{- 4 . 0 7 \%}$ |
| Total Runs | 144 | 142 | $\mathbf{- 1 . 3 9 \%}$ |

Several deficiencies about RUCUS were described by Wilson [78] as follows: (1) It is difficult to use because it is not scheduler-oriented. (2) The data base management is inefficient. (3) The reporting capabilities are limited and the documentation is poor. (4) It lacks feedback between the planning, scheduling, and run-cutting procedures. While RUCUS was widely implemented, it was not viewed as a completely successful attempt to develop an automated scheduling system.

RUCUS was substantially and fundamentally revised to form RUCUS II in the early 1980's (started in late 70's). As Luedtke indicated [73], RUCUS II was designed to overcome deficiencies in the design and usability of RUCUS. Taking advantage of more advanced computer technology, RUCUS II was an interactive, and much more user-
friendly system. For example, either a totally interactive procedure or automated techniques were available for the vehicle scheduling procedure. It also contained more optional functions. For example, three options based on headway, layover or passing times at the maximum load point, could be selected as the basis for building trip schedules.

Some improvements in the vehicle scheduling function were also made in RUCUS II. Unlike the vehicle scheduling function in RUCUS which could only deal with the onegarage vehicle scheduling problem, the multiple-depot vehicle scheduling problem (VSPMD) could be solved in RUCUS II. It first generated all blocks as a one-depot problem, then assign these blocks to different depots [73].

There are several important characteristics of the driver run-cutting subsystem in RUCUS II. First, it allows improved user flexibility and control while generating and modifying the assignments of driver runs. Second, the assignments of driver runs (1-piece, 2-piece, and 3-piece) can be done either by the manual interactive scheduling procedure or the automated scheduling procedure. Third, the user specified cost function which includes work rules, pay hour cost provisions, and desirable constraints is used for the generation (or evaluation) of runs. Fourth, the heuristic optimization function can be used to reduce the make-up times, the overtime penalty, and other premiums. Fifth, the final run-cutting results are reported with graphic displays [78].

### 3.3 HASTUS

HASTUS is an extensively applied crew scheduling program that has been widely reported in the literature [18][19][21][22][23][24][28][32][49][60][74]. As mentioned in Chapter 1, HASTUS is developed by the Transportation Research Center of the University of Montreal and GIRO Inc.. Rousseau and Blais [18] described HASTUS as an
intelligent-interactive system because of its use of mathematical optimization tools and the high level of human intervention possible during application of the software.

Basically, HASTUS consists of three subsystems ${ }^{3}$ : HASTUS-Bus vehicle scheduling subsystem, HASTUS-Macro approximate run-cutting and cost estimating subsystem, and HASTUS-Micro crew scheduling subsystem. HASTUS-Bus is an interactive vehicle scheduling tool based on specified service demands. HASTUS-Micro is also an interactive tool which produces the detailed feasible crew schedule with an associated exact cost. HASTUS-Macro is a rather special and unusual element among all computer scheduling packages. As Rousseau states [32], it is designed to solve a relaxation of the driver scheduling problem on a modified (simplified) vehicle schedule. It can be used by itself as a cost estimation model and it also acts as a preprocessor for HASTUS-Micro. In the latter case, the HASTUS-Macro solution is used to guide the HASTUS-Micro run cut. As Smith and Wren [28] described, the work of these three subsystems is to use mathematical programming methods to produce a set of theoretical duties to match the overall profile of the bus schedule, and then derive a realistic set of duties using this as a guide.

HASTUS-Macro, which was the first subsystem developed in HASTUS (in 1977), can also be used to estimate the potential cost impacts from the modifications of work rules or other changes such as the service level. It focuses on the generation of certain limited types of duties to obtain a reasonable estimate of the cost rather than on obtaining a set of feasible crew schedules. To this end, it simplifies the vehicle schedule and relaxes various conditions ${ }^{4}$ to get an approximate yet representative solution without requiring too much computation. Consequently, it can serve as a useful tool to quantify the impact of possible changes during contract negotiation or the evaluation of some operational or service changes. HASTUS-Micro and HASTUS-Macro collectively constitute a complete

[^24]crew scheduling algorithm. Lessard et al. [24], Rousseau [32], Rousseau et al. [49], have presented detailed descriptions of this bus driver scheduling (BDS) algorithm. The general crew scheduling model is presented below.

## The General Crew Scheduling Model of HASTUS [24][49][60]:

$$
\begin{align*}
& \operatorname{Min} \sum_{(i, m n) \in D} c_{i, m n} x_{j, m n}  \tag{3.1}\\
& \text { St. } \\
& \sum_{i \in \mathcal{T}_{\mathcal{D}}} y_{i k}^{p}-\sum_{j \in \mathcal{T}_{\mathcal{P}}} y^{p}{ }_{k j}=b_{k}^{p}  \tag{3.2}\\
& \sum_{(y) \in D(i, j)} x_{i, m n}-y_{i j}^{p_{i j}}=0  \tag{3.3}\\
& B X \geq q  \tag{3.4}\\
& x_{i j, m n} \geq 0 \text { and integer }
\end{align*}
$$

$b_{k}^{p}=\left\{\begin{aligned}-1 & \text { if } k \text { is the starting time of block } p \\ +1 & \text { if } k \text { is the ending time of block } p \\ 0 & \text { otherwise }\end{aligned}\right.$
$y^{p_{i j}}: \begin{cases}1 & \text { if piece( }(i, j) \text { which is included in the block } p \\ & \text { is used as part of a driver run. }\end{cases}$
$D:$ the set of feasible duties
$D(i, j):$ the set of feasible duties with one piece of work $(i, j)$

To simplify the presentation, all the papers regarding HASTUS above were used to assume that every duty included at most 2 piece of work: one piece is represented as $(i, j)$ here, and the other is $(m, n) . X_{i j, m n}$ is a binary variable which equals 1 if an operator is assigned to the duty including $(i, j)$ and ( $m, n$ ). $C_{i j, m n}$ is the cost of this duty. $T_{P}$ is the set of times $k$ which represents the relief times, the starting time, or the ending time for the block $p$.

Constraint (3.2) is used to partition each vehicle block into pieces of work. For example, if a block (Block $p$ ) lasts from 9:00 to 13:00 and $k$ represents the only relief time during this block at 11:00, then $b^{p}{ }_{(11: 00)}$ equals 0 . Therefore, the block can be partitioned into two pieces of work: one piece is from 9:00 to $11: 00$, i.e. $y^{p}{ }_{(9: 00,11: 00)}=1$; and the other one is from 11:00 to $13: 00$, i.e. $y^{p}{ }_{(11: 00,13: 00)}=1$. If $b^{p}{ }_{k}$ does not equal 0 (i.e. $k$ represents the starting time $(9: 00)$ or the ending time (13:00)), the block can be either partitioned into multiple pieces of work (depending on allowed relief points during this block), or kept as a single piece.

Constraint (3.3) makes sure that the feasible pieces ${ }^{5}$ partitioned in Constraint (3.2) are used to constitute workdays. For example, if $y_{(9: 00,11: 00)}=1$, it may be assigned to a two-piece run as a part of the duty, i.e. either $X_{(9: 00,11: 00),(m, n))}$ or $X_{((m, n),(9: 00,11: 00))}$ will be equal to 1 as well.

Constraint (3.4) refers to other constraints such as work rules. The pieces of work cut in Constraint (3.2) and the duties matched in Constraint (3.3) have to abide by the work rules defined in Constraint (3.4), such as the minimum piece length of 2 hours.

This general model alone is unable to deal with the large transit crew scheduling problems. Therefore, the model is decomposed into three parts with the solution strategies as summarized below ${ }^{6}$.

[^25]
## Step 1: The HASTUS-Macro Relaxed Model

First, HASTUS-Macro will be executed to provide the information (types of pieces of work and the number of pieces) need by the heuristic procedure used in the next step. Because HASTUS-Macro is designed to provide an approximate solution for the real feasible crew schedule, it simplifies the problem in the following key areas:
(1) The integral constraint on the variables representing the number of duties of a certain type is relaxed.
(2) The starting time, relief time and ending time for all blocks and pieces of work can only occur at predetermined times.
(3) The workdays selected must be sufficient to cover the total requirement of drivers per period instead of requiring that they exactly cover each block individually.

As Rousseau said [32]: It retains the essentials of the bus schedule structure and its impact on the contract rules and costs without retaining the precise bus schedule. The relaxed problem ${ }^{7}$ is formulated as follows:

$$
\begin{align*}
& \operatorname{Min} \quad \sum_{(i j, m n) \in D} c_{i j, m n} x_{i j, m n}  \tag{3.5}\\
& \sum_{(i j, m n) \in D_{p}} x_{i j, m n} \geq b_{p}, \quad p \in p: \text { a set of periods }  \tag{3.6}\\
& D_{p}=\{(i j, m n) \in D ;(i j, m n): i \leq p \leq j \text { or } m \leq p \leq n\} \\
& \sum_{(i j, m n) \in D_{p^{\prime}}} x_{i j, m n} \geq v_{q r}  \tag{3.7}\\
& D_{q r}=\{(i j, m n) \in D:(i j)=(q r) \text { or }(m n)=(q r)\}
\end{align*}
$$

[^26]\[

$$
\begin{align*}
\sum_{(i j, m n) \in D p^{\prime}} x_{i j n} & \geq q_{p}, \quad p \in p  \tag{3.8}\\
D_{p^{\prime}} & =\{(i j, m n) \in D: i=p \text { or } m=p\}
\end{align*}
$$
\]

The first constraint (3.6) ensures that the number of drivers assigned in any period is not less than the number of vehicles required $\left(b_{p}\right)$ in that period. The second constraint (3.7) prohibits the partition of small blocks. It requires that the number of pieces of work from $q$ to $r$ is at least as large as $\mathcal{V}_{q r}$, the number of small blocks from $q$ to $r$. A small block is the a block (defined by schedulers) that cannot be partitioned and should be assigned as one piece of work to a driver [24]. This constraint indicates that the existence of these small blocks should be allowed during the required manpower estimating process (this Macro crew scheduling process) [39]. Constraint (3.8) requires that the number of pieces of work is at least equal to the number of pull-out blocks $\left(q_{p}\right)$ for that period. This constraint is to guarantee that the given vehicle block starting times are respected during the crew scheduling process [39].

## Step 2: Partitioning

The Macro crew schedule generated in the first step is used to help create the initial feasible solution in the following two steps. To create the initial feasible solution, partitioning is first performed to cut the blocks.

A heuristic procedure replaces the partitioning formulation of Constraint (3.2). It cuts blocks into pieces of work according to the optimal relaxed solution from Macro (Step 1). The Macro simplified crew schedule provides information on the number of pieces of work of each type required. The partitioning formulation (and the associated heuristic procedure) follows the information and tries to cut the blocks into pieces of work that are as close as possible to those specified in Macro.

## Step 3: Matching and Marginal Improvement Procedure

After the blocks have been cut into pieces, an assignment algorithm, which replaces Constraint (3.3), is employed to match pieces of work generated at the second step into initial crew duties. Finally, a marginal improvement algorithm is employed to improve the solution by re-partitioning the blocks and eliminating as many trippers as possible. This improvement algorithm is the optimization function used in the evaluations in Chapter 4.

HASTUS is quite flexible in taking into account different work rules in the computational procedures. Schedulers can define most desired work rules as restrictions in the program. They can also impose other parameters to induce the program to approximate certain desired duties ${ }^{8}$. HASTUS also provides a fully interactive environment for schedulers to cut blocks.

Beyond the three basic functions mentioned above, there are also some extensions and new functions added in the system. For example, a new crew scheduling subsystem, CREW-OPT, has been developed using column generation techniques to deal with crew scheduling problems with restricted sizes in a more efficient and effective way. Other vehicle scheduling tools, such as HASTUS-Minbus, are also available in the HASTUS system.

Seguin and Hamer [59] reported that crew cost savings of $1 \%$ to $6 \%$ have been obtained from applying HASTUS at dozens of transit authorities around the world. Another paper indicated that HASTUS made possible an annual saving of $\$ 4$ million for the S.T.C.U.M (Montreal) [60]. The savings result from vehicle scheduling are also reported by Koffman and Rousseau [81] as mentioned in Chapter 2. For example, bus savings of about $7 \%$ and saving in annual cost of $\$ 3$ million were reported from the installation of HASTUS-Minbus at the Ottawa-Carleton Regional Transit Commission

[^27](OC Transpo). HASTUS is certainly representative of the current generation of computer crew scheduling packages.

We will discuss the characteristics of HASTUS further and the experiences of the application of HASTUS in the MBTA (Boston) in chapter 4.

### 3.4 Other Scheduling Tools

There are many other automated scheduling systems, some of which will be mentioned briefly in this section. AUTOBUS is a graphic man-machine interactive program that is especially designed for bus scheduling. The system is based on the deficit function algorithm proposed by Stern and Ceder [37]. Ceder and Stern describe AUTOBUS from the construction of timetables to bus scheduling in their paper [48].

Two other computerized bus scheduling programs are VAMPIRES and TASC as discussed in Smith and Wren [38] and Hartley and Wren [46]. VAMPIRES and TASC are also included as a subsystems in BUSMAN. VAMPIRES, which was developed in the late sixties and used in the early seventies, is a network-based bus scheduling program. It was designed to deal with vehicle scheduling for a mixture of regular public services and special services (like school buses) across the network. It allows vehicles to switch between different services and to interline. It can also show the savings possible by the retiming of services (trips). Several empirical cases using this system are presented in Smith and Wren's paper [38]. TASC [44][46], which was used in late seventies, is more a route-based program used to plan and schedule regular services along a single route or related routes. Timetables can also be produced before scheduling. It is easier and quicker to use than VAMPIRES. The savings in numbers of vehicles required was reported to range from five percent to as much as $20 \%-24 \%$. As Hartley and Wren [46] said: TASC is
designed to be used for day-to-day scheduling, whereas VAMPIRE would normally be used when a major service has to be revised (maybe once a year).

BUSMAN is a large transit-oriented computer system developed in the U.K. Not only is it able to deal with vehicle scheduling and crew scheduling, but it also provides functions to help in marketing, planning and administration tasks. Williamson [80] has a detailed introduction to it in the third workshop.

There are many other computer systems that have been developed and applied in different areas around the world, e.g. the HOT system in Germany. It has become a clear trend to use computer-based scheduling packages as a transportation management tool to help deal with the complexity of transportation scheduling problems and obtain the maximum benefits for both the authorities and the public.

## Chapter 4: Computer-based Scheduling at the MBTA

This chapter focuses on the evaluation of HASTUS crew scheduling functions in the MBTA context. The impacts of HASTUS on the MBTA after its installation are discussed first. Then, possible future impacts are discussed, illustrated by applications of HASTUS-Micro and HASTUS-Macro to the MBTA. The first part of the evaluation focuses on the ability of HASTUS-Micro to produce acceptable automated crew schedules for a large (Cabot Garage) and a small bus garage (Albany Garage). The consistency between Macro schedules and corresponding Micro schedules are also addressed. The relationship between different part-time operator wage rates and constraints, and the resulting HASTUS-Micro automated crew schedules is examined for both garages. The relationship between the Macro files with different period lengths and their Micro schedules is then discussed.

The second part of the evaluation performs sensitivity analyses on both Macro and Micro. The possible impacts that different scenarios can have on the Macro schedules and final automated crew schedules (Micro schedules) derived from the first part of the evaluation are explored. First, different input files, including parameter files, selection files, cutting files, and Macro files are tested to see how they affect the final automated crew schedules. Second, different key parameters within Macro files are examined. Third, certain soft rules are relaxed to examine the impacts on Macro and Micro schedules for Cabot Garage, and to examine if an acceptable automated crew schedule can be found for Cabot. Finally radically, different work rules are examined at Albany Garage to assess their impacts on Macro and Micro schedules. The ability of the Macro solution cost to
approximate the true Micro schedules cost is of particular interest in this set of experiments.

### 4.1 HASTUS in the MBTA

### 4.1.1 Background

The Massachusetts Bay Transportation Authority (MBTA) is an urban public transit system which provides bus, trolley and rail transit services to 78 communities in the Metropolitan Boston area with a total population of more than two and a half million [75]. It also serves (selectively) 52 communities outside the area with an additional population of over one and a half million. As shown in Table 4-1, the MBTA operates 4 rail transit lines (red, orange, green, and blue ${ }^{\mathbf{1}}$ ) with a fleet size of 638 vehicles. Its bus system includes 9 garages (including one trackless trolley bus garage) with a total fleet size of 1047 vehicles serving 155 routes.

Table 4-1: MBTA Fleet Size*

|  | Fleet Size | A.M. Peak Vehicle | P.M. Peak Vehicle |
| :---: | :---: | :---: | :---: |
| Rail transit | 638 | 447 | 451 |
| Bus ${ }^{* *}$ | 1047 | 773 | 684 |
| Total System | 1685 | 1220 | 1135 |

* According to 1994 winter schedule.
** Also including the trackless trolley system.

Four types of seasonal schedules for bus garages and transit lines have to be generated each year in the MBTA: the spring, summer, fall, and winter schedules (both vehicle and crew). The differences between these schedules result from changes in routes,

[^28]service frequencies, the associated running times, recovery times, and relief opportunities. The service frequencies do not typically vary much between the spring, fall, and winter schedules but there is more difference in the summer schedule because of the lack of school trips. These schedules are produced by the Plans and Schedules Department in the MBTA which is responsible for all the timetables, vehicle schedules, crew schedules, and associated reports for the rail and bus systems. For each seasonal timetable, three or four different daily schedules are produced: weekday, Saturday, Sunday, and holiday schedules. Different demands (the number of trips) and different union contract terms (shown in Appendix $B$ ) result in these different schedules.

The process of introducing HASTUS into the MBTA was completed in 1986. The installation at the MBTA including both vehicle scheduling and crew scheduling subsystems (as presented in Chapter 3) was a fairly early version of HASTUS. For example, graphical scheduling, HASTUS-Minbus, or CREW-OPT are not included in the MBTA computer system. The current scheduling staff (most are crew schedulers), who are mostly computer-oriented, were recruited four years ago to replace the retiring manual schedulers, and to take greater advantage of the features of HASTUS. For the vehicle scheduling process in the Department, most of previous manual vehicle scheduling activities have been replaced and are now performed by HASTUS. The situation is somewhat different however for crew scheduling. Since crew scheduling is much more complex than vehicle scheduling and these schedulers had to learn about crew scheduling from the very beginning, it takes roughly 3 years for a crew scheduler to develop a good understanding of the complete manual crew scheduling process and knowledge ${ }^{2}$ about the related scheduling areas. Only then can they become qualified schedulers who can operate independently with minimum supervision.

[^29]There has not been sufficient time for the scheduling staff to be thoroughly trained in the HASTUS crew scheduling subsystem. As a result the crew scheduling subsystem in HASTUS (Micro) is currently used only as a fully interactive tool (in the interactive mode) in the Department. The automatic crew scheduling function (the batch mode) has not yet been used in the regular scheduling process.

### 4.1.2 Impacts of the Installation of HASTUS at the MBTA

Although the automatic crew scheduling function has not yet been used at the MBTA and there has been no formal evaluation of the impacts of the installation of HASTUS, several impacts can readily be identified. First, the size of the scheduling staff has been reduced substantially from around 10 to 6 at the current time. Despite this reduction in staff, the department can produce more schedules than before in a particular production cycle. For example, prior to HASTUS 10 schedulers could produce 20 schedules ( 2 schedules for each scheduler) in a period of two to three weeks. With the help of the HASTUS interactive function, six schedulers are now able to produce 42 schedules in essentially the same time (in fall 1994). This represents a significant increase in scheduler productivity.

Second, the resulting schedules are more accurate because of the reduction in manually produced paperwork. With HASTUS, the computer system can help avoid errors during the scheduling process. In the past, some common errors, such as misplaced pieces of work, using a piece twice in different duties, or calculation errors (travel time, piece-length, duty-length, or cost), often wasted a tremendous amount of the schedulers' time and effort. Because of this increase in scheduling efficiency, HASTUS can also enable schedulers to try different scenarios (for cutting blocks or combining pieces into runs) to produce more economical schedules.

Third, the computer system can now provide more useful information faster not only for the Plans and Schedules Department, but also for other MBTA departments. The

MBTA now provides over 75 reports which are directly generated by, or interfaced with HASTUS. It gives the Plans and Schedules Department as well as other departments a clearer picture of the current operating plans. This information can be used to assist in supervision (or adjustment) of operations (or policies). For example, the Plans and Schedules Department is now able to provide a Schsta (Schedule Statistics Report) Report, which contains information on the total daily vehicle hours and vehicle miles for each route, for the revenue department and the real estate department. The department is also able to provide the Operations Planning Department the Rectigraphs Report which lists all duties and the relevant drivers' names in a much faster way. In the past, this report (the crew duties) was first generated in the Planning and Schedules Department, and was then distributed to the garages to be picked by the drivers. After the pick process ${ }^{3}$ was finished, the complete report could finally be delivered to the Operations Planning Department. Now through the connection of the computers between the garages and the two departments (the Plans and Schedules Department and the Operations Planning Department), the Operations Planning Department can receive this report much more quickly.

To explore the feasibility and the possible impacts of using the automatic crew scheduling techniques in the MBTA context, the results of the evaluation with HASTUS are reported in the following sections of this chapter.

### 4.1.3 Depots Selected for Evaluation

The MBTA bus system was chosen as the case study for several reasons. First, the bus system is important in the MBTA because it provides more than half (see Table 4-2) of the total MBTA vehicle trips and vehicle miles, and its coverage is much wider that of

[^30]the rail transit lines. Second, the characteristics (or conditions) of the bus system are much more diverse and complicated for scheduling than the rail transit system. In terms of crew scheduling specifically, the possible swings at different relief points and the relevant travel times complicate the development of crew runs more than for the rail system.

Table 4-2: MBTA Vehicle-trips and Vehicle-miles

|  | Vehicle Trips | Vehicle Miles |
| :---: | :---: | :---: |
| Bus garage: Cabot | $498,630(23 \%)^{*}$ | $4,919,916(19 \%)^{*}$ |
| Bus garage: Albany | $151,306(7 \%)^{*}$ | $2,623,213(10 \%)^{*}$ |
| Bus (total) | $2,160,553(63 \%)^{* *}$ | $25,587,672(51 \%)^{* *}$ |
| Total System | $3,417,728$ | $49,786,272$ |

* Compared with the whole bus system (the third row of this table) for fiscal year 1993.
** Compared with total system (the fourth row of this table) for fiscal year 1993.

Two garages in the bus system were selected for the evaluation: Cabot Garage and Albany Garage. Cabot Garage is one of the largest garages in the MBTA system and includes about $23 \%$ of the total bus trips and $19 \%$ of the total bus miles (see Table 4-2). Albany Garage is one of the smaller garages and includes around $7 \%$ of the total bus trips and $10 \%$ of the total bus miles. With these two garages, we can not only assess HASTUS ability to deal with both simple and more complicated cases, but we can also make a comparison between these cases which have different degrees of complexity.

Since we want to test the potential of the HASTUS automated crew scheduling function in the MBTA context, instead of the comprehensive evaluation for all types of schedules, only the weekday schedule used in fall 1994 is chosen for this evaluation. The fall 1994 schedule reflects the latest operating characteristics (demand, route conditions, etc.) in the area as well as current MBTA characteristics (the union contract, numbers of full-time and part-time operators, etc.). Thus, the comparison between this schedule and alternative test schedules should be both realistic and representative.

Table 4-3: Base Run Cut (Fall 1994)

|  | Early | A.M. Peak | A.M. Base | P.M. Base | P.M. Peak | Late | FTO | PTO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Period* | Before 5:00 | $6: 30-9: 30$ | $9: 30-12: 30$ | $12: 30-15: 30$ | $15: 30-19: 30$ | After 21:00 |  |  |
| Cabot | 15 | 151 | 57 | 109 | 141 | 42 | 182 | 56 |
| Albany | 5 | 64 | 42 | 60 | 86 | 0 | 85 | 45 |



Table 4-3 shows some general statistics for the fall schedule at both garages. Except for the obvious differences in fleet size and manpower, there are several other differences between these two garages. First, no street reliefs are allowed in Albany Garage while there is no such restriction for Cabot Garage. Second, the last Albany duty ends before 9:00 p.m., while the last Cabot duty ends between 1:00 and 2:00 a.m.. Because of the more balanced distribution of work over the entire day, it is much easier for most duties in Albany Garage to be formed as two-piece duties ${ }^{4}$. In general, a twopiece duty is a better duty type for schedulers. For schedulers, a two-piece duty can cover at least one peak period (or even two peak periods) and satisfy general work rules in an easier and more economical way. Third, part-time duties in Albany Garage are a greater percentage of total runs than in Cabot Garage. As mentioned in Section 2.2.5, part-time duties are very helpful to cover leftover pieces of work which are not easy to be assigned into full-time duties. Since many pieces of work of this kind are usually generated during the run-cutting process, more allowed part-time duties will make the scheduling problem easier. According to Table 4-3, part-time duties amount to $35 \%$ of total required manpower for Albany Garage and only $24 \%$ for Cabot Garage. These differences make the crew scheduling process in Albany Garage much easier than in Cabot Garage.

[^31]
### 4.2 HASTUS Files Used for the Evaluation

There are two ways in which the crew scheduling subsystem of HASTUS (HASTUS-Micro) can be used: the interactive mode and the batch (or automatic) mode. The interactive mode allows interaction between the machine and the scheduler. After the vehicle schedule is available, a scheduler can cut the blocks piece by piece, and try to match them to form a complete feasible crew schedule as he used to do in the manual scheduling process. Instead of writing (or drawing) tremendous amounts of paperwork by hand as before, HASTUS takes over all the tedious and time-consuming paperwork and clerical functions traditionally done by hand. For example, in the past, schedulers had to write down every piece of work, and combine them into duties. They also had to calculate the travel times, length of pieces or duties, and cost totally by hand and by visual inspection during the cutting and matching process. With HASTUS, by using various commands, the machine can cut and combine the blocks according to the schedulers decisions. The machine takes care of all calculations and all clerical work. It also prevents any piece of work being used more than once, a mistake which can happen easily in the manual scheduling process.

Schedulers can also build various files necessary for the automatic crew scheduling function and modify these files in the interactive mode. Five major types of input files are necessary for the batch mode: the assignment file, the parameter file, the selection file, the cutting file ${ }^{5}$, and the Macro file as shown in Appendix C. After the construction (or modification) of these files, the batch mode allows a scheduler to execute the automatic crew scheduling function (described in Chapter 3) as a one-pass procedure to produce the

[^32]final schedule. HASTUS-Macro first produces a set of approximate schedules according to the four input files ${ }^{6}$. HASTUS-Micro then creates a set of initial schedules, which usually contains some extras (trippers), based on the approximate Macro schedule. To eliminate these trippers, HASTUS-Micro provides a function (named the optimization function) after the generation of an initial Micro schedule. According to the HASTUS manual [76], this function optimally rematches duties and also eliminates as many trippers as possible while still satisfying the work rules and abiding by the manpower constraints of different duty types defined in the parameter file. HASTUS-Macro, which is designed to evaluate the possible cost impact of changes in work rules or other factors much more quickly than a complete scheduling function (such as Micro ${ }^{7}$ ), can also be operated independently under this batch mode to estimate the total crew cost.

The assignment files, parameter files, selection files, cutting files, and the Macro files which are used as the base for the evaluations presented in the following sections are shown in Appendix C. The two output assignment files for Cabot Garage and Albany Garage shown in Appendixes C1-1 and C6-1 respectively are the final reports for the manual schedules for fall 1994. The two parameter files (Appendixes C2 and C7) for both Cabot Garage and Albany Garage were originally used in the corresponding manual interactive crew scheduling processes in fall 1994. These two parameter files are slightly different from the parameter files used in the following evaluations. For example, there is a one-piece part-time duty type defined in the parameter file for Albany Garage as shown in Appendix C7. Because trippers are not allowed, this duty type should be deleted. For the comparison between this parameter file which was used in the manual scheduling process and the parameter files used in the following evaluation, the maximum number of runs for

[^33]this one-piece part-time duty type is set as 0 instead of eliminating this duty type in the following parameter files. Other differences are summarized below.

### 4.2.1. The Assignment File

An assignment file is both an input file and an output file. At the beginning of any crew scheduling process (interactive or automated), an assignment file which includes (or corresponds to) the information of relief-point opportunities and vehicle blocks must first be created. This initial assignment file is created based on two files: one is the relief file which contains the information of relief opportunities along the routes served by the specified garage. The other is the vehicle schedule file which includes the vehicle blocks produced by the previous vehicle scheduling process. The relief file is built or modified before the vehicle scheduling process. With the relief file and other necessary information such as the headway sheet and the travel time matrix, HASTUS can create a vehicle schedule as well as a crew schedule.

HASTUS can usually create acceptable vehicle schedules for the MBTA. Blocks created in the vehicle scheduling process include long blocks (e.g. from 7:00 a.m. to 9:00 p.m.) which contain a pull-out at the beginning of the block and a pull-in at the end of the block. Other pull-ins, pull-outs or swings ${ }^{8}$ will be added later when the blocks are cut during the crew scheduling process (either manual or automated). The manual or automated crew scheduling processes are performed based on the vehicle blocks and the information on relief opportunities included in this initial assignment file. The initial assignment files created for Cabot and Albany for the manual schedules for fall 1994 are shown in Appendixes C1 and C6. For example, there are 274 long vehicle blocks for the Cabot vehicle schedule for fall 1994. When the initial (input) Cabot assignment file is created, these long blocks are all viewed as extras. All values regarding regular runs are

[^34]shown as 0 in that initial assignment file, as are the values in the initial Albany assignment file in Appendix C6. In Appendix C6, there are 155 extras in this initial assignment file which implies that 155 vehicle blocks were generated in the corresponding vehicle schedule for Albany Garage for fall 1994.

An assignment file is also the output file for the final crew schedule (see Appendixes C1-1 \& C6-1). It includes information on the number of duties, the average platform time, the number of duties of each type (e.g. straight full-time duties, split fulltime duties, part-time duties, and extras), total cost, average hourly rate, etc. ${ }^{9}$ There are several important characteristics for a final (output) assignment file. First, some costs (presented as time) are internal (or imaginary), such as other penalties for regular runs and overtime for extras (see Appendix C1), rather than actual costs (e.g. platform time, paid meal break, etc.). The actual costs will be reflected in the total reported cost, but the internal costs are just used as internal penalties during the crew scheduling process to discourage the generation of certain duties. For example, HASTUS can discourage the generation of make-up time, swing, or other unproductive paid times in any duty. Other penalties for regular runs reflect the imaginary cost when these events are scheduled, and overtime for extras reflect the imaginary cost when any extra is created ${ }^{\mathbf{1 0}}$. The total reported cost does not include these internal costs.

Second, the cost of signon/off presented in an assignment file includes not only total swing allowances but also total pull-in and pull-out times. For example, there is a total of 188 h 06 reported as signon/signoff time for 238 runs in the Cabot Garage manual schedule (see Appendix C1-1), i.e. 47 minutes for each run. However, the sign-on allowance for each run at the MBTA is only 10 minutes. After the deduction of this

[^35]allowance, there are still 37 minutes which represents typical pull-out and pull-in times for a duty at Cabot Garage.

Third, the number of trippers (extras), and the associated platform times are listed separately from other duties, i.e. if there is a tripper in the final report, the number of total runs, and the average platform time shown for all duties do not include trippers ${ }^{11}$. Since an initial assignment file considers all blocks as extras, all values (such as in Appendix C1) are shown as zero except for the number of extras, the average platform time for extras, the total platform times for extras, the total overtime penalties (internal costs) of extras, the total reported cost, and the average hourly rate.

Fourth, the total cost shown in an assignment file is only an indicator of the cost rather than the real wage cost. This results from the definition of the wage rate in every parameter file. As shown in Appendix $B$ the MBTA union contract specifies wage rates for both full-time and part time operators as a function of seniority, so a senior part-time operator may be paid at the maximum full-time wage rate. However since HASTUS allows only one wage rate for each type of operator, the listed total costs cannot reflect the true wage costs. Thus we will use the total pay hours (the sum of actual time-costs from platform time for regular runs to guarantee piece for extras as in Appendix C1) instead of the reported total cost in the following evaluations. As will be shown later (see Table 4-6, for example), the total pay hours is the sum of 8 individual time-costs. The two internal costs (other penalties for regular runs and overtime for extras) listed in any final assignment file are not included in the total pay hours. Theoretically, the platform time of extras should not be directly included in the total pay hours, because this value will not equal the actual cost when these extras are actually combined into other duties. In that case, more overtime or spread premiums may occur. Since extras may exist in final automated crew schedules and it seems impossible to find the actual cost for these extras,

[^36]the reported platform time for extras is still used to represent the potential cost of these small pieces of work.

Fifth, the average platform times shown in an assignment file are revenue (productive) platform times. They do not include either non-revenue pull-out or pull-in times which are included in the reported signon/signoff cost as mentioned above.

1. The Assignment File for Cabot Garage (Appendixes C1, C1-1): The assignment file shown in Appendix $C 1$ is the initial assignment file which includes the actual vehicle blocks for Cabot Garage in fall 1994. The actual manual schedule for Cabot Garage in fall 1994 was created based on this initial assignment file. This initial assignment file will also be used as a base initial assignment file for the following evaluations for Cabot Garage.

The assignment file shown in Appendix C1-1 is the actual manual schedule for Cabot Garage in fall 1994. It will be used as the base crew schedule in the evaluation for the Cabot Garage cases. Apart from the union contract, the parameter files and Macro files used in the evaluation will be constructed by simulating the duties generated in this assignment file. For example, a general split full-time duty type, which can produce similar split full-time duties as those in this actual manual schedule ${ }^{\mathbf{1 2}}$, will be built in the following parameter and Macro files. In the actual manual schedule as shown in Appendix C1-1, there are three major types of duties, straight full-time duties; split full-time duties, and part-time duties.

The straight full-time duties can be classified into two types: straight duties which start before 5:00 a.m. and others which start after 5:00 a.m. Full-time duties which start before 5:00 a.m. must be straight duties according to the contract. There are 15 full-time duties which start before 5:00 a.m. in the Cabot Garage schedule. Other straight duties which start after 5:00 a.m. are selected by the schedulers. According to the union contract,

[^37]any break in a straight full-time duty must be paid. Each two-piece straight duty has one paid break, while each three-piece duty has two paid breaks ${ }^{13}$. In contrast, not all breaks in split full-time duties and part-time duties are paid.

These 15 duties have to be kept in any schedule as straight full-time duties with a guaranteed paid meal break of at least 20 minutes according to the union contract. However, HASTUS does not provide any function to ensure that any pieces of work starting before 5:00 a.m. will be assigned as a straight full-time duty with a paid mealbreak. Since any break within a straight full-time duty is paid, straight full-time duties are usually more expensive than other duty types. Even though there was such a straight fulltime duty type built in the Cabot parameter file (Appendix C2: the ftol duty type) to force any duty type which starts before 5:00 a.m. to be a straight full-time duty, sometimes HASTUS will avoid forming straight full-time duties by assigning these pieces as extras to minimize the cost.

For example, the base optimized final schedule for Cabot Garage in Table 4-4 is the optimized automated (Micro) schedule based on the initial assignment file in Appendix C1. No run was fixed before the automated crew scheduling process for the base schedule and a straight full-time duty type, which is almost identical to the ftol duty type in Appendix C2, was defined in the parameter file for this base schedule. However, 17 extras including 15 which start before 5:00 a.m. were created in the base schedule by HASTUS, i.e. HASTUS did not absolutely follow the straight full-time duty type in the parameter file to assign these 15 pieces of work as straight full-time duties. In the contrast, the test schedule is the final optimized schedule which had 15 straight runs fixed in advance. The number of extras has been reduced from 17 to 2 . Certain duties which were originally

[^38]assigned as straight full-time duties in the base schedule were assigned as split full-time duties and part-time duties in the test schedule.

Table 4-4: Micro Schedules with and without Fixed Runs


Therefore, in order to ensure that these 15 duties will appear as straight full-time duties, they must be fixed before any automatic crew scheduling process (Micro or Macro) for Cabot Garage. By fixing these 15 duties, HASTUS will not change them during any automatic crew scheduling process.

Split full-time duties are of 3 types: morning-split duties which cover the morning peak but start after 5:00 a.m., evening-split duties which start in the afternoon and cover the evening peak, and the multiple-piece (3-piece or 4-piece) split duties which can start
any time after 5:00 a.m. A three-piece duty has one paid join-up time while a 4-piece duty has two paid join-up lengths. In general, any join-up length in any duty will be kept short. Part-time operators typically work both peaks and thus have two-piece duties. However, because trippers are not allowed at the MBTA, there are two short pieces of work which are assigned as one-piece part-time duties in the manual schedule.
2. The Assignment File for Albany Garage(Appendixes C6, C6-1): The assignment file shown in Appendix C6 is the initial assignment file which includes the actual vehicle blocks for Albany Garage in fall 1994. The actual manual schedule for Albany Garage in fall 1994 was created based on this initial assignment file. This initial assignment file will also be used as a base initial assignment file for the following evaluations for Albany Garage. The assignment file shown in Appendix C6-1 is also the actual manual schedule for Albany Garage in fall 1994. In this assignment file, there are 5 straight full-time duties that start before 5:00 a.m. in the Albany manual schedule. As shown in Table 4-4, initially these 5 pieces of work which start before 5:00 a.m. were not fixed in advance in the base schedule. As in Cabot, HASTUS cannot guarantee to assign this kind of work as straight full-time duties as defined in the parameter file, so 3 such pieces of work were assigned as trippers by HASTUS. After fixing 5 straight duties in the test schedule, the 4 trippers created in the test schedule no longer included any piece of work starting before 5:00 a.m.. As a result, these 5 duties must be fixed before any automated crew scheduling process for Albany Garage. Unlike Cabot, fixing these 5 straight full-time runs did not result in an increase in total pay hours.

Aside from these 5 straight duties, 8 more straight duties which start after 5:00 a.m. were created manually. Neither three-piece straight full-time duties nor one-piece part-time duties were generated in the manual schedule.

### 4.2.2 The Parameter File

The work rules and the desired duty types are defined in the parameter file. These are usually called "hard rules", because they follow the union contract and cannot be changed arbitrarily or unilaterally. However, even though parameters in the parameter file are viewed as "hard rules", HASTUS-Micro does not guarantee not to violate all of them during the scheduling process. For example, Micro automated crew schedules sometimes may violate certain parameter settings, such as a constraint on the number of total runs, constraints on the maximum number of runs of each duty type, etc. (see Appendixes C2, C7). The parameter file can be used in both the interactive (manual) and the batch (automatic) crew scheduling functions.

The parameter file allows only two wage rates for two types of duties: one for fulltime duties and the other for part-time duties. As mentioned above, the wage rates for both full-time and part time operators are usually a function of seniority. In such a case, the choice of the wage rates for both full-time and part-time operators will not only affect the final reported costs, but may also affect the resulting crew schedule. For example, raising the nominal wage rate for part-time duties will tend to reduce the number of these duties included in the final solution.

Appendixes $C 2$ and $C 7$ are only part of the complete parameter files (see Appendixes C2-1 and C7-1) for Cabot and Albany, but they contain the most important parameters in the parameter files and are the only parameters which are changed in the following evaluations.

1. The Parameter File for Cabot Garage (Appendixes C2, C2-1): As shown in Appendix $C 2$, three full-time duty types and one part-time duty type are included in the parameter file. The first duty type represents straight full-time duties. In addition to the 15 fixed straight duties, there are 13 more straight duties in the manual schedule. Thus in the parameter file, no restrictions are placed on the starting time of straight duties i.e. if HASTUS decides to form a straight duty (2-piece or 3-piece) apart from those fixed
straight duties, it can start anytime. Because this is a straight duty (any break is paid), the maximum spread time is set at 8 hours 5 minutes.

The second full-time duty type represents two-piece split full-time duties. The third full-time duty type represents split full-time duties which contain more than two pieces of work. All part-time duties (1-piece, 2-piece or more) are represented by the fourth duty type. The parameter file also sets up the minimum and maximum platform times for each duty type.

The manpower constraints, such as the total runs, and the maximum number of a specific duty type, in this manual parameter file are slightly different from those used in the following evaluations. In the manual parameter file (Appendix C2), the total-run constraint was set at 233 and the maximum number of part-time duties was set at 53. Without knowing if Micro is able to produce a better schedule in terms of the manpower, we adjust these parameters by using the manpower derived in the manual schedule (see Appendix C1) as upper limits, i.e. the total run constraint is relaxed to 238 while the maximum number of part-time duties is set at $\mathbf{5 6 1 4}$. In addition, we also lower the maximum number of straight duties from 18 to 13 , because there are just 28 straight full-time duties in the manual schedule ${ }^{15}$. Since these two maximum manpower constraints have been imposed on straight full-time duties and part-time duties, no maximum manpower constraint is added to either type of split full-time duty, i.e. if HASTUS wants to increase the number of duties, split full-time duties would be preferred over the other two duty types.

Other parameters are set according to the union contract terms except for the maximum spread-length parameter. The maximum spread-length constraint for all duties is 13 hours, however, it is restricted to 11 hours for full-time duties as a soft rule for the

[^39]manual scheduling process in the MBTA to prevent long spread lengths (with greater spread premiums). This soft rule is employed in the following evaluations for both garages.

The one-minute relief allowance is a special parameter in this parameter file. It is not a paid allowance as is the 20-minute swing allowance parameter. Rather it is used to require HASTUS to assign an extra minute to every switch-on piece of work. For example, an operator will be assigned to take over a piece of work, which starts at 9:30 a.m., at 9:29 a.m..
2. The Parameter File for Albany Garage (Appendixes C7, C7-1): The duty types established in the parameter file for Albany Garage are very similar to those for Cabot Garage. The differences are that straight full-time duties are divided into two types in the Albany parameter file: one is the 2-piece straight duty that starts before 5:00 a.m.; the other is the 2-piece or 3-piece (which has a paid join-up period) that starts after 5:00 a.m.. As mentioned above, these two parameter files (Appendixes C2 and C7) are the files used in the manual crew scheduling process and were built before the evaluation in this thesis. Early tests in the previous section showed that the pieces of work which start before 5:00 a.m. at both garages could not all be combined into straight full-time duties by HASTUS even if the straight full-time duty types (in two parameter files for two garages) were built. Some of these pieces of work would be left as trippers. Therefore, these pieces of work have to be fixed as straight full-time duties for both garages before any automated crew scheduling process. Even though the straight full-time duty type which starts before 5:00 a.m. is useless after fixing these pieces of work, this duty type is not excluded from the parameter files in the following evaluation for as the comparison between these files and the manual parameter file, as is the one-piece part-time duty type.

Part-time duties are divided into two categories. The first part-time duty type is the one-piece duty while the second duty type is for two-piece and three-piece part-time duties. The maximum number of one-piece part-time duties was originally set as 9 (See

Appendix C7). As mentioned above, the maximum number of runs for this one-piece parttime duty type is set at 0 in the parameter files in the following evaluations. Since more part-time duties are not desired in the MBTA, the maximum number of the second parttime duty type is set as 45 which is the same as the number of part-time duties assigned in the manual schedule, i.e. the number of part-time duties in the following crew schedules should not exceed the assigned part-time duties in the manual schedule.

Other manpower constraints of the Albany Garage parameter file applied in the following evaluation are also somewhat different from those in the manual parameter file (Appendix C7). The part-time and full-time duties required in the manual schedule are used as upper limits in the parameter file applied in the following evaluation. The total-run constraint is increase from 119 to 130 . The maximum numbers of runs for two straight full-time duty types are set as 8 ( 13 required straight duties minus 5 fixed straight duties). For the same reason discussed in the Cabot Garage parameter file, no upper limit was added to the maximum number of runs for both split full-time duty types.

### 4.2.3. The Selection File

In contrast to a parameter file, a selection file includes "soft rules". According to the HASTUS manual [76], a selection file can give more control over a run cut without modifying the hard rules in a parameter file. A scheduler can strengthen the restrictions or the expectations for his ideal final schedule by establishing some extra criteria in the file ${ }^{\mathbf{1 6}}$. For example, a large penalty (e.g. 9999) can be added to prevent any extra ending between 7:30 p.m. and 11:30 p.m. (similar to the 11th constraint in Appendix C3). This cost is applied only when the optimization procedure is executed [75]. The final reported cost will not include this kind of cost, since it is intended only to guide the solution.

[^40]In fact the selection file, the cutting file, and the Macro file all have a similar "soft" nature. HASTUS will not guarantee to follow these inputs absolutely when producing the ideal schedule defined by these files (or schedulers). Also because of their soft nature, the selection file or cutting file may have little influence on the final schedule.

1. The Selection File for Cabot Garage (Appendix C3): Several types of penalties are included in this selection file. First, a penalty is added to prevent a duty which ends within a specific period having a certain spread. For example, a penalty of 9999 (100) is included in the first (second) constraint to discourage any split full-time duty which ends between 9:00 p.m. and 2:00 a.m. next morning (between 6:00 p.m. and 9:59 p.m.) from having a spread over (less than) 10 hours ${ }^{17}$ (see Appendixes C3 and C8). The first constraint ensures that no operator ending his duty very late has a long spread time.

Second, penalties are added to encourage creating duties with certain desired platform times. For example, the fifth constraint penalizes any split full-time duty not having a platform time from 7 hours 46 minutes to 8 hours 5 minutes. Any duty which does not have this platform time incurs a penalty in proportion to the stated penalty (\$300 in this case) and the gap between its platform time and this ideal length. This kind of constraint is used to help produce more productive duties (higher platform times) in an automated crew schedule solution.

Third, a penalty is added to a specific route (e.g. Route 9700) to prevent any tripper ${ }^{18}$ being produced along this route, such as the sixth constraint. A similar penalty could also be added to prevent any tripper ending in a specific period, such as the eleventh constraint. Fourth, a negative penalty is also added to encourage generating a full-time three-piece split duty, such as the seventh constraint. This constraint is used to discourage

[^41]the generation of trippers by combining small pieces of work into other duty types. In contrast, a penalty is added to prevent the generation of a straight full-time duty (the tenth constraint) because of its higher cost due to the paid meal break. Fifth, the last constraint discourages any split full-time duty ending between 8:00 p.m. and 2:00 a.m. from having a meal break in the evening peak hours.
2. The Selection File for Albany Garage (Appendix C8): The selection file for Albany Garage is the same as that for Cabot Garage except that no platform-time constraint was added in the Albany Garage selection file. Unlike Cabot Garage, previous tests of automated crew schedules for Albany Garage were usually able to produce duties with satisfactory average platform times for all duty types.

### 4.2.4. The Cutting File

A cutting file is used to define certain forbidden or desirable relief opportunities for a specified bus garage (route, or transit line), for the specified period. For example, a penalty of 9999 can be imposed in the cutting file to discourage reliefs at certain places (see the 1st constraint in Appendix C4). The difference between a selection file and a cutting file is that a cutting file penalizes certain pieces as the blocks are cut, while a selection file penalizes the pieces of work when they are built into duties [75]. As with the selection file, this kind of penalty will not be reflected in the final reported cost.

1. The Cutting File for Cabot Garage (Appendix C4): Three major types of constraints are defined in this file. First, constraints are set to prohibit any cuts at certain places (maybe in a specified period). For example, the MBTA does not want any vehicle blocks cut at Central Square (the 3rd constraint) or at Harvard Square (the 7th constraint).

Second, swing duties are not desired in certain periods. For example, the 4th constraint discourages any swing in or after the afternoon peak period. Any swing should be assigned before the afternoon peak period to minimize the potential impact on
operations. There is a risk that a scheduled trip after a swing will be delayed during the peak hours, because of possible vehicle congestion delays.

Third, the 10th constraint was set to ensure that no cut occurring during the evening peak leaves a piece of less than 2 hours in length. It is better to cut a block either before or after the evening peak. If a cut occurs during the peak hour, the vehicle and the manpower requirements will increase because a new vehicle (operator) is required to pull out of the garage to keep the schedule when the off-duty vehicle (operator) is pulling back to the garage ${ }^{19}$. Besides, if the cut occurs before the evening peak, an early split full-time duty (or even a 3-piece duty) could be generated. If a cut occurs after the evening peak, an evening split full-time duty (or 3-piece duty) could be produced. A cut within the evening peak hours might not only affect the operation, but might also makes the scheduling task more difficult because of the overtime and the spread constraints.

The last constraint (11th) is a very special constraint. String 22 is included in one of the 15 fixed straight full-time duties. The cut in this period for String 22 was originally a swing at Cabot Garage, but HASTUS changed it to a combination pull-in and pull-out. This change would result in a higher cost because of the extra pull-in and pull-out times. So, the constraint was introduced to ensure that this swing will not be changed during the automated crew scheduling process.
2. The Cutting File for Albany Garage (Appendix C9): As mentioned above, street reliefs are not allowed in any Albany Garage crew schedule. As a result, more places were restricted by the constraint that prohibits cutting at any time.

[^42]
### 4.2.5 The Macro File

A Macro file is built to approximate the work rules and is used to produce approximate crew duties as a basis for the generation of real runs in Micro. All the time definitions in a Macro file have to be consistent with (i.e. multiples of) the specified period length. For example, the 6th constraint (the guaranteed-piece constraint: the minimum length of a piece of work) in Appendix C5 is defined as 2 h 04 for the period length of 31 minutes, while it may be set as $2 \mathrm{~h} 08^{20}$ for the period length of 32 minutes. Consequently the choice of an appropriate period length and the creation of a corresponding Macro file may be important. Different period lengths employed in the Macro files may affect the distribution of vehicle blocks and the cutting and matching in HASTUS and may result in different final crew schedules. For example, a block which starts at $5: 11$ a.m. will be assigned to the thirteenth period ${ }^{\mathbf{2 1}}$ in a Macro file with a 24 -minute period length, while it will be assigned to the eleventh period in a Macro file with a 31 -minute period length. Every block assigned to a period implies that one operator (duty) is required in this period. Since Macro focuses on the manpower requirements, the cutting of blocks, and the matching of pieces of work between periods instead of by actual starting or ending time ${ }^{\mathbf{2 2}}$, different distributions of blocks may result in different assignments of manpower, different combinations of pieces of work, and hence result in different final schedules.

According to the discussion above, a short period length may be better for any Macro file, because the shorter it is, the better it can approximate the actual starting and ending times of the blocks (the pieces of work or the resulting duties) and also other criteria, such as pay hour guarantee, spread constraint, etc. However, a short period length

[^43]sometimes will fail to create a feasible Macro file because of limitations in the problem size solvable with HASTUS-Macro. Macro can deal with at most 2900 variables ${ }^{23}$. If the period length becomes shorter, the number of variables increases because the possible cutting and/or matching opportunities increase. For example, if there are three pieces of work which start at 9:10, 9:30, and 9:50 a.m. respectively, they will be allocated to three different periods (9:00-9:20, 9:20-9:40, 9:40-10:00) in a Macro file with a 20 -minute period length. However, these 3 pieces of work will be allocated to only one period (9:0010:00 a.m.) in a Macro file with a 60 -minute period length. The increase of the number of periods will increase the number of variables and when the number of variables exceeds the limit, the Macro file will become infeasible.

1. The Macro File for Cabot Garage (Appendix C5): A period length is selected by checking if it can approximate most of the actual required time definitions ${ }^{24}$. If a period length can approximate most times well, it may help Macro create a schedule which is close to the actual schedule. For example, the period lengths of 31 minutes and 34 minutes are able to approximate most of the work rules well, including the minimum paid length for full-time operators (6h50), the maximum paid length for full-time operators without paying the overtime premium (7h50), and the maximum spread length for part-time operators $(13 \mathrm{~h} 00)^{\mathbf{2 5}}$. The use of these period lengths may help Macro cut the blocks and match pieces of work close to the actual schedule. Therefore, these two period lengths are used for Cabot (31 minutes) and Albany (34 minutes) respectively.

The Macro constraints (or parameters) can be roughly divided into two groups: the global constraints which are applied to all duty types (the 2nd to 14th constraints) and

[^44]the local constraints which are applied to a specified duty type (the 19th to 95th constraints for different duty types).

The Macro file is established by simulating the duty types in the manual schedule and the union contract of the MBTA. In the Cabot Garage Macro file, two more duty types are added compared with the parameter file. First, the second duty type (split fulltime duties) in the parameter file is divided into two: the two-piece early split duty and the two-piece evening split duty type. The range-start constraints (the 31st and 63rd constraints) and the max-spread constraints (the 37th and 69th constraints) are different between these two duty types with the late split duty having a smaller maximum spread, because the evening split duties are not expected to have long spreads.

Second, a one-piece duty type (tripper) is created to discourage the generation of trippers and to keep the length of trippers in a certain range by setting constraints. For example, the tripper-factor constraint (the 93rd constraint in Appendix C5) is used to produce trippers whose lengths are less than 3 hours 37 minutes ${ }^{26}$. With this kind of small tripper, it may be possible for Micro to combine them into other duty types. Besides, it is much easier to massage this kind of tripper into other duties in the manual scheduling process.

As mentioned above, Macro has a limitation in the total number of variables it can handle. Unfortunately, the three-piece duty defined in this Macro file usually will generate a large number of variables. For example, the range-start constraint (the 47th constraint) of the three-piece duty type was originally set from 10 h 20 to 14 h 28 , while the meal breaklength constraint (the 51st constraint) of the three-piece duty type was set from 1 h 33 to 5 h 41 and the piece-length constraint (the 54th constraint) was set from 2 h 04 to 5 h 10 . When this Macro file was executed in HASTUS-Macro, the number of three-piece duty

[^45]variables alone exceeded 2900. It was thus infeasible to produce a Macro schedule, not to mention a Micro schedule. This Macro file became feasible only after the range-start constraint of the three-piece duty type was lowered to 10 h 20 to 12 h 55 and the range of the mealbreak-length constraint of the three-piece duty type was lowered to 1 h 33 to 2 h 35 . The piece-length constraint was also lowered to 2 h 04 to 4 h 08 .
2. The Macro file for Albany Garage (Appendix C10): The Albany Garage Macro file still simulated those duties generated in the manual schedule as its corresponding parameter file. For example, a split full-time duty type was built according the features ${ }^{27}$ of those split full-time duties produced in the manual schedule. The structure of the Albany Garage file is very similar to the Cabot Garage Macro file (see Appendix C10 and C5). The straight full-time duty type, the split full-time duty type, and the part-time duty type were built in the Albany Garage Macro file.

Because almost all the duties will end before 9:00 p.m., it is not necessary to build an independent evening split full-time duty type as in the Cabot Garage Macro file. The 2piece early split full-time duty, the 3-piece split full-time duty, and the 2-piece late split full-time duty in the Cabot Macro file are combined into one duty type here. Instead of defining an independent tripper duty type as in the Cabot Garage Macro file, similar constraints (i.e. the 16 th to 18 th constraints) were included as global constraints, i.e. the tripper constraints were applied to all duty types.

[^46]
### 4.3 Evaluation of HASTUS in the MBTA Context

As discussed in chapter 3, HASTUS has been shown to be very helpful in improving the efficiency of transit scheduling at many transit agencies. Since the automatic crew scheduling function has not been fully used at the MBTA, it is of interest to see if HASTUS can also produce acceptable schedules and achieve additional benefits in the MBTA context. The evaluation in the thesis can be briefly classified into two parts. The first part of the evaluation in section 4.3.2 explores the Macro and Micro functions for both Cabot and Albany in the MBTA context. The difference between an initial Micro schedule and its corresponding optimized Micro schedule is first discussed in section 4.3.2.1. Two important parameters (the part-time operator wage rate and the maximum number of part-time operators) which should be able to influence the number of part-time duties as desired by the MBTA are then examined in sections 4.3.2.2 and section 4.3.2.3 respectively. As mentioned previously, different period lengths may affect final Macro and Micro schedules. This kind of impact is examined in section 4.3.2.4. The relationship between different Macro schedules and their corresponding Micro schedules is also examined in this section. The consistency between these two kinds of crew schedules is carefully examined.

The second part of the evaluation in section 4.3 .3 performs sensitivity analysis based on the Macro and Micro schedules derived in the first part. The impact of different input files on the final Micro schedule is first examined in section 4.3.3.1. The effect of several important parameters used in the Macro file are then explored in section 4.3.3.2. Section 4.3.3.3 relaxes certain soft rules to examine the impact on the Cabot Garage case.

Several different work rules are imposed on the Albany Garage case in section
4.3.4 to examine the relevant impacts and the correlation between the resulting Macro and Micro schedules.

### 4.3.1 The Manual Schedules

One main objective of the MBTA in the crew scheduling process is to satisfy the manpower constraints, for both full-time and part-time operators. It is worth comparing the cost to the MBTA of part-time and full-time operators before looking at the scheduling implications. Currently an MBTA part-time operator receives the same health insurance package (costing the Authority around $\$ 800$ per month) as a full-time operator, and it requires four part-time operators (at no more than 30 hours per week each) to cover the work of three full-time operators (at about 40 hours per week). However the savings resulting from the spread premium ${ }^{28}$ which would be paid to full-time operators can still justify the cost of employing an extra part-time operator. For example, every 4 part-time operators will cost an extra $\$ 800$ health insurance per month compared with 3 full-time operators for the same workload. Prior to the employment of part-time operators, spreads for full-time duties were often as high as 11 hours to 13 hours. If the marginal spread for full-time duties is 11.5 hours, 3 full-time operators may cost the Authority $\$ 1100$ in spread premiums per month ${ }^{29}$. In such a case, the employment of part-time operators will still be more economical despite the $\$ 800$ additional health insurance cost.

There are additional considerations in choosing the right combination of part-time and full-time operators. First, a new operator undergoes training for 3 to 4 weeks. According to the Permanent Movement Report for MBTA Subway Operations, the attrition for part-time operators was $16 \%^{30}$ in the period from November 1st, 1993 to

[^47]December 30th, 1994, compared with $6 \%$ for full-time operators. Since the attrition rate for part-time operators is higher than full-time operators, greater reliance on part time operators will increase some types of $\operatorname{cost}^{\mathbf{3 1}}$ as well as the difficulty of management. Second, in the future, it is possible that part-time operators may be paid for swing allowance, and spread premiums ${ }^{32}$ as are full-time operators.

Table 4-5: The Manual Schedules (Fall 1994)

|  | Full-time <br> Straight <br> duties | Full-time <br> Split duties | Part-time <br> duties | Total <br> Runs | Total <br> Cost | Total <br> Pay <br> Hours |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cabot | 2-piece: 26 <br> 3-piece: 2 | 2-piece: 108 <br> 3-piece: 42 <br> 4-piece: 4 | 1-piece: 2 <br> 2-piece: 54 | 238 | 32488.43 | 1808.42 |
| Albany | 2-piece: 13 | 2-piece: 57 <br> 3-piece: 14 <br> 4-piece: 1 | 2-piece: 44 <br> 3-piece: 1 | 130 | 16389.33 | 937.38 |

Tables 4-5 shows the manual schedules for Cabot Garage and Albany Garage in fall 1994 respectively. There were 56 part-time operators and 182 full-time operators for Cabot Garage in fall 1994, while 45 part-time operators and 85 full-time operators were required for Albany Garage. Total required runs in Cabot is almost twice that in Albany and more 3-piece (or 4-piece) full-time duties were required at Cabot (42, or $18 \%$ of total runs) than at Albany (14, or $11 \%$ of total runs). In order not to violate the union contract (such as the tripper prohibition, and the duty length constraint, etc.), the MBTA sometimes has to pay the join-up times and spread premiums associated with 3-piece or 4piece duties in the manual schedules.

[^48]
### 4.3.2 Macro and Micro Schedules

### 4.3.2.1 Initial Micro Schedules

As mentioned before, Micro creates an initial crew schedule based on a Macro relaxed crew schedule. This initial Micro solution does not necessarily abide by the rules defined for the automated crew scheduling process. For example, trippers are not allowed in the MBTA. However, even though certain parameters in the parameter file as well as the Macro file ${ }^{33}$ can be used to limit the generation of trippers through internal costs, HASTUS would still frequently create trippers in an initial schedule. HASTUS also usually creates more part-time duties in an initial solution than the maximum number (usually set as the required manpower in the manual schedules) defined in the parameter file. It tends to produce part-time duties instead of full-time duties to minimize the total cost.

All the test (after) schedules in Tables 4-6 and 4-7 are the optimized schedules associated with the corresponding base schedules each of which has a different PTO wage rate. Several conclusions are clear from this table. First, the optimization function does indeed eliminate trippers for both garages. For Cabot, the second case whose initial schedule had 80 trippers was left without a single tripper after optimization. In the other two schedules for Cabot only a single tripper remains, and Albany has no trippers. This function also reduced the number of part-time duties to the range of 69-71 for Cabot Garage and from 49 to 45 in the case of Albany Garage. Although a significant number of part-time duties have been eliminated in the Cabot Garage schedules, the optimized schedules for Cabot still have far more part-time duties than the allowed upper limit (56 part-time duties in the manual schedule).

[^49]Table 4-6: Micro Automated Crew Schedules for Cabot Garage

|  | manual | Eex/l | (\%) | Testlel | (\%) | Eow 2 | (\%) | Test 21 | (\%) | Bave 3 | (\%) | Test 37 | (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Oplimiation |  | Esore |  | Alior |  | E0/0\% |  | After |  | Eflow |  | Alter |  |
| PTO wego rato | 13.85 | 10. |  | 10 |  | 20 |  | 20 |  | 30 |  | 30 |  |
| Peilod loneth. |  | 31. |  | 31. |  | 31. |  | 31 |  | 31. 16 |  | 31. |  |
| Foftroutr | 28 | 16 | -42.9 | 15 | -46.4 | 32 | 14.3 | 17 | -39.3 | 16 | -42.9 | 18 | -35.7 |
| 2plece | 26 | 16 |  | 15 |  | 32 |  | 17 |  | 16 |  | 18 |  |
| 3 ploce | 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| Plattomitime | 6h34 | 6 634 |  | 6 h 35 |  | 6h14 |  | 6n29 |  | 6h34 |  | 6127 |  |
| - of ho-spl | 154 | 105 | -31.8 | 167 | 8.4 | 118 | -23.4 | 169 | 9.7 | 102 | -33.8 | 164 | 6.5 |
| 4 2ploce | 108 | $\bigcirc 78$ |  | 140 |  | \%887 |  | 143 |  | 75 |  | 136 |  |
| - 3place | 42 | $\therefore 26$ |  | \% 27 |  | $\because 31$ |  | 26 |  | 27 |  | 28 |  |
| 4plece | 4 |  |  |  |  |  |  |  |  |  |  |  |  |
| Plotform thine | 7h04 | 7hol |  | 6744 |  | 7104 |  | 6 643 |  | $7 \mathrm{HO1}$ |  | 6h50 |  |
| Of plo | 56 | 127 | 127 | 71 | 26.8 | 12 | -25.0 | 69 | 23.2 | 129 | 130 | 70 | 25.0 |
| 1) 1 ploce | 2 | ) 57 |  | 32 |  |  |  | ) 34 |  | 57 |  | \% 30 |  |
| 2-ploce | 54 | 69 |  | , 39 |  | 41 |  | -35 |  | ¢71 |  |  |  |
| , 3-plece |  | 1 |  |  |  | W. 1 |  |  |  | $\square 1$ |  |  |  |
| Platiom time | 4 h 56 | 4 4 45 |  | 4 3 33 |  | 4153 |  | 4426 |  | 4747 |  | 4 n 24 |  |
| Tofol Runs | 238 | 246 | 4.2 | 253 | 6.3 | 192 | -19.3 | 255 | 7.1 | 247 | 3.8 | 252 | 5.9 |
| Plottom thine | 6h30.58 | 5750,11 |  | 6 606.43 |  | 6 627.41 |  | 6h05,14 |  | 5h49,42 |  | ch08.05 |  |
| Oifextres. | 0 | 36 |  | 1. |  | 20 |  | 0 |  | 38 |  | 1 |  |
| Platfom time. | Oh00 | 3 h 20 |  | 5756 |  | 8420 |  | Ohoo |  | 3 n 22 |  | 5756 |  |
| Re. T piofform | 1550h53 | 1447628 |  | 1546 h 23 |  | 1240n36 |  | 1552715 |  | 143960 |  | 1545h58 |  |
| signon/pul | 186h06 | 174713 |  | 191458 |  | 155h29: |  | $192 \mathrm{~h}{ }^{\text {a }}$ |  | $175 h 40$ |  | $193 \mathrm{h29}$ |  |
| jonup , | 11 h 30 | 4 O 4 |  | 4 n 19 |  | 7332 |  | 5712 |  | 4 4 4 |  | 4444 |  |
| pold mod | 14h05 | 8 ¢03 |  | 8 h 51 |  | 22748 |  | 11124 |  | 8 h 28 |  | 10 ¢ 56 |  |
| Guaronteed run | 3h12 | 15 h37 |  | 43 5 58 |  | 6h10 |  | 47h38 |  | 12 n 58 |  | 3 h 12 |  |
| Overthe | 32h55 | $17 \mathrm{hl3}$ |  | 7144 |  | 25 h19 |  | 8447 |  | $18 \mathrm{h44}$ |  | 17h06 |  |
| Spreadirate 1 | 9h44 | 10hol |  | 5 h 31 |  | 8 HO |  | 5740 |  | 10 h 41 |  | 6h15 |  |
| Extra platiom. | Oh00 | $120+28$ |  | th56. |  | 347130 |  | Onoo |  | 127559 |  | 5 5 56 |  |
| 70, poy hout. | 1808.42 | 1797.12 | -0.62 | 181486 | 0.35 | 1813.43 | 0.28 | 1823.02 | 0.81 | 1798.90 | -0.53 | 1815.60 | 0.40 |

Table 4-7: Micro Automated Crew Schedules for Albany Garage

|  | manual | Basel: | (\%) | Tost 17 | (\%) | Bow 2 | (\%) | Test 24 | (\%) | Eave 3 | (\%) | Tost 37 | (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Opthmization |  | Before |  | Alior |  | B6Fon |  | Afier |  | Botore |  | After |  |
| PTO wore rile | 13.85 | 10 |  | 10 |  | 20 |  | 20 |  | 30 |  | 30 |  |
| Peilod leneth. |  | 34 |  | 34 |  | 34 |  | 34 |  | 34 |  | 34 |  |
| * Of frourt | 13 | 5 | -61.5 | 7 | -46.2 | 5 | -61.5 | 7 | -46.2 | 5 | -61.5 | 8 | -38.5 |
| 2-ploce 3-plece | 3 | 5 |  | 7 |  | 5 |  | 7 |  |  |  | 8 |  |
| Plotrom, | 6h05 | 6 O 2 |  | 6004 |  | 8102 |  | 6700 |  | 6h02 |  | 5657 |  |
| of tho-epl | 72 | 76 | 5.6 | 78. | 8.3 | 75 | 4.2 | 78. | 8.3 | 76 | 5.6 | 79 | 9.7 |
| 2ploce | 57 | \% 76 |  | , 77 |  | ¢, 76 |  | Y\% 77 |  | 76 |  | 78 |  |
| 3 Pplece 4 -plece | 14 |  |  | $\cdots$ |  | \% \% |  | 1 |  |  |  |  |  |
| - 4 plece |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platfom | 6h30 | 6h32 |  | Oh27 |  | On36 |  | Oh30 |  | 6h36 |  | 6h31 |  |
| \% of plo | 45 | 49 | 8.9 | 45 | 0.0 | 49. | 8.9 | 45 | 0.0 | 49 | 8.9 | 43 | -4.4 |
| $\begin{gathered} 2 \text { plece } \\ 3 \text { olece } \end{gathered}$ |  | $48$ |  | , 45 |  |  |  | $\square 45$ |  |  |  | 43 |  |
| flatrom | 4 h 21 | 4h26 |  | 4124 |  | 4122 |  | 4 L 20 |  | 4h21 |  | 4 n 14 |  |
| Tofol Runs. | 130 | 130. | 0.0 | 130 | 0.0 | 129 | -0.8 | 130 | 0.0 | 130 | 0.0 | 130 | 0.0 |
| Plottom | 5h43.07 | $5 h 43.59$ |  | 5743.59 |  | $5 h 44.26$ |  | 5 4 44.08 |  | 5744.11 |  | $5 h 44.11$ |  |
| \% Or oxtres | - | 0 |  | 0. |  | 2 |  | 0 |  | 0. |  | 0 |  |
| Pratrom, | Oh00 | 0 |  | Oheor: |  | 3h18 |  | Oh00 |  | OhOO |  | OhOO |  |
| Re. I platform | 743h27 | 745 h18 |  | $745 h 18$ |  | $740 n 33$ |  | 745 339 |  | 745 445 |  | 745 h 45 |  |
| slon-on/pur | 160h06 | $154 h 28$ |  | 154h46 |  | $152 h 46$ |  | 154140 |  | 154h35 |  | $154 \mathrm{h48}$ |  |
| johtup, | 4 h 48 | On28 |  | Oh15 |  | Oh28 |  | Oh15 |  | On28 |  | Oh15 |  |
| pald meal | 7 h 25 | 2739 |  | 3 n 59 |  | 2 n 39 |  | 3 3 3 |  | 2 h 39 |  | 4123 |  |
| Guaranteedrun | 11 h 35 | 10721 |  | 16 h 16 |  | 7714 |  | 14723 |  | 918 |  | 16 h 48 |  |
| Overtrie, | 8h38 | 4 A 01 |  | Ih53 |  | 6 h 30 |  | 3453 |  | $8 \mathrm{hO4}$ |  | 7 h 16 |  |
| SpreadirateI | 1 H 48 | 5 3 30 |  | 4h51 |  | 5 H 08 |  | 4 h 23 |  | 6749 |  | 6 h 09 |  |
| Extra plotfom | Oh00 | Onoos |  | OnOO, |  | 6h37, |  | Ohoo |  | OnOO |  | Onoo |  |
| To. pay hour | 937.78 | 922.75 | -1.6 | 927.3 | -1.1 | 921.92 | -1.69 | 926.77 | -1.17 | 927.63 | -1.08 | 935.4 | -0.25 |

Compared with the initial schedules, the optimized Cabot schedules have much lower average platform times ${ }^{34}$ (for split full-time duties, part-time duties, and the total average platform time) and marginally higher total pay hours than the initial schedules. The lower average platform times in the optimized schedules may result from the rematching of small pieces of work (trippers or original part-time duties) into split full-time duties and part-time duties. This rematch thus increases the number of split full-time duties by 51 to 62 and decreases the number of part-time duties by about 60 . The lower average platform times certainly increase the make-up time-costs (shown as Guaranteed run in the tables). Compared with the overtime penalties, spread premiums, and required manpower, it seemed that HASTUS prefers paying more make-up time-costs (lower average platform times) than overtime penalties and spread premiums, even though required manpower might increase.

Compared with the Cabot manual schedule, HASTUS is inclined to prevent the paid meal break by producing more split full-time duties instead of straight full-time duties. It is also inclined to discourage overtime and spread premiums by lowering average platform times.

As shown in Table 4-6, the average platform time for both split full-time duties, and for part-time duties are 20-30 minutes lower than for the manual schedule. The lower average platform times, more split full-time duties, more part-time duties, greater make-up time-costs, lower overtime penalties and spread premiums in the Cabot Garage optimized schedules may result from any of the following possible reasons. First, because of limitations in the software, Micro is unable to create tighter schedules (higher average platform times) in the MBTA context. Therefore, it has to employ more manpower to cover the blocks and this results in more make-up time-costs than overtime penalties and spread premiums. The difference between produced 3-piece full-time duties may also

[^50]explain these results. 3-piece FTOs generated in all test schedules are all lower than in the manual schedule by about 10. Because HASTUS could not produce more 3-piece FTOs to cover these pieces of work, more other types of duty (specially PTOs) were required. Alternatively of course, the parameters in the input files may not be set very well and thus restrict (or discourage) HASTUS from producing more satisfactory results.

In contrast, HASTUS works very well for Albany (see Table 4-7). Unlike the Cabot case, the initial crew schedules for Albany are very close to the optimized crew schedules and the manual crew schedule except that the number of part-time duties in every base schedule is slightly higher. However, the optimization function corrects this deficiency by forcing the optimized crew schedules to abide by the PTO constraint. It seems that HASTUS can usually produce an acceptable optimized automated crew schedule which has lower total pay hours (by about 1\%) than the Albany manual schedule. Aside from fewer straight full-time duties and corresponding lower paid meal breaks as in the Cabot case, the required manpower, the average platform times, and pay hours (for each category) in the optimized crew schedules for Albany are all close to the manual crew schedule. As in the optimized Cabot Garage schedules, the rematch of duties may also force more small pieces of work into regular duties (full-time or part-time duties) to reduce trippers or the number of part-time duties, and thus result in slightly lower average platform times compared with the initial schedules. The optimized Albany Garage crew schedules also have greater total make-up times and lower overtime penalties and spread premiums than the initial schedules. However, unlike Cabot, these factors do not increase required manpower.

Compared with the manual schedule, the optimized Albany Garage schedules also have slightly greater total make-up times and spread premiums and lower overtime penalties. Because the average platform times and required manpower are virtually unchanged in the optimized Albany Garage schedules (compared with the manual
schedule), it seemed that HASTUS can produce as productive duties as the manual schedule which contradicts the first hypothesis given above for the Cabot result.

As shown in both tables, the optimized schedules usually have slightly greater total pay hours than the initial schedules for both garages. The optimized Cabot Garage schedules usually have greater total pay hours than the associated manual schedule while the optimized Albany Garage schedules usually have lower total pay hours than the manual schedule. Another interesting statistic is the different total sign-on times in both tables. As mentioned before, this cost includes not only the actual sign-on allowance, but also the pull-in and pull-out times. Because street reliefs are not allowed in Albany, more pull-in and pull-out may occur for every duty. The reported sign-on time thus will increase. As shown in the above two tables, the reported sign-on times are as high as about $17 \%$ of the total pay hours for Albany Garage (the manual, initial, or optimized schedules), while it is about $10 \%$ of the total pay hours in the Cabot case. More pull-ins and pull-outs in Albany also result in lower reported average platform times for full-time duties (straight or split) for Albany by 30 minutes compared with Cabot.

Because an initial schedule for either Cabot or Albany usually cannot satisfy the work rules, the optimized automated crew schedules for both garages are used as the standard automated crew schedules in the following evaluations.

### 4.3.2.2 Part-time Operator Wage Rates

As mentioned above, HASTUS allows only one wage rate in the parameter file for each duty type (in this case, full-time and part-time operators). However, the true wage rate for MBTA part-time employees depends on seniority, in effect meaning that the larger the number of the part-time operators, the higher their average wage rate. Because fulltime operators are always more senior than part-time operators, the part-time operator
wage rate ${ }^{35}$ will usually be lower than the full-time operator wage rate. Thus the level of part-time manpower will not only affect the final schedules but also the associated total costs, because the assumed (or nominal) PTO wage rate may not be correct given the solution generated.

Traditionally at the MBTA, the PTO wage rate in the parameter file is set as the minimum PTO wage rate. However, experience (as shown above) shows that HASTUS is inclined to produce more (cheaper) part-time duties than desired at the price of fewer than desired full-time duties, especially for Cabot. If HASTUS can increase the number of fulltime duties, the number of part-time runs included in the final schedule should be reduced and an acceptable automated solution may be generated, as desired by the MBTA. Thus, the question of how to select an appropriate PTO wage rate in HASTUS is important for the performance of the automatic crew scheduling function. There are two obvious ways in HASTUS to reduce the number of part-time duties: (1) through varying the PTO wage rate and (2) through varying the constraint on the number of PTO runs allowed. With an appropriate PTO wage rate, HASTUS may produce a better schedule in terms of the manpower (total or the part-time duties) or the total pay hours.

In this section, we examine the PTO wage rate in two ways. First, we focus on the relationship between the PTO wage rate and the total pay hours to see how different PTO wage rates affect the corresponding total pay hours. Because the total cost given by HASTUS is greatly affected by the PTO wage rate, the total pay hours are more appropriate for the evaluation ${ }^{36}$. Second, the relationship between the PTO wage rate and the number of part-time duties is examined to test if the PTO wage rate can be used as a parameter to control the number of part-time duties. These tests can hopefully give us a better idea of the impact that the PTO wage rate may have on the final schedule and also

[^51]help to define an appropriate PTO wage rate in the parameter file to influence both the total pay hours and the number of part-time duties. This evaluation is applied to both Cabot Garage and Albany Garage.

Tables 4-8 and 4-9 show the key attributes of the solutions as the part-time operator wage rate varies from $\$ 10$ to $\$ 999$ dollars per hour for Cabot and Albany respectively. This range of PTO wage rates was chosen bracketing the FTO wage rate to test how the PTO wage rate can influence the number of part-time duties. From these two tables, it is clear that unless the PTO wage rate is as high as $\$ 999$, even over a wide range (from $\$ 10$ to even $\$ 100$ ) of part-time operator wage rates, the final run cuts are virtually unchanged for either Cabot or Albany. Specifically the number of part-time operators for the tests remain at about 70 for Cabot and 45 for Albany, no matter what the PTO wage rate is. The total pay hours of almost all the tests for Cabot are slightly greater (by about $0.5 \%$ ) than the manual schedule, and the tests for Albany are slightly lower than that of the manual schedule (by about 1\%). The PTO wage rate of $\$ 999$ shows some interesting results. With this kind of PTO wage rate, HASTUS would rather not produce any parttime duties and let these small pieces of work become trippers at both garages.

Similarly the other components (the number of duties, platform times, etc.) of the schedules are virtually constant over the PTO wage rate range from $\$ 10$ to $\$ 100$. This implies that if the part-time wage rate is changed from the lowest rate of $\$ 10.00$ to the highest rate of $\$ 100.00$ (exclude the wage rate of $\$ 999$ ), it will have no real effect on the final schedules, and hence on the number of part-time duties as well as the true total costs (total pay hours). It appears from this test that the PTO wage rate is not a good parameter to control the number of part-time duties, and it will not affect the total pay hours significantly. From examining the results in Tables 4-6, 4-7, 4-8, and 4-9, it is obvious that HASTUS tries to minimize the total cost given the cost parameters. First, the number of straight full-time duties in every test for Cabot is from 15 or 18 compared with 28 in the manual solution and is from 6 to 8 at Albany compared with 13 in the manual solution.

This appears to be because these full-time straight runs are more expensive as a result of the paid meal break. Second, it tries to increase the number of part-time operators for Cabot because of the lack of overtime penalties and spread premiums, and it tries to increase the number of split full-time duties for Albany because they are cheaper than the straight duties.

Table 4-8: Micro Crew Schedules with Different PTO Wage Rates for Cabot Garage

|  | manual | Toct 1. | (\%) | Tod2 | (\%) | Toot 3 | (\%) | foent | (\%) | Toet5 | (\%) | 70.f6 | (\%) | Toet 7 | (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P10 woge mio | 13.85 | $10 \%$ |  | 12 \% |  | 73.6 |  | 14 |  | 16 |  | 11.46 |  | 20 |  |
| Pertodilenoth: |  | 31 |  | 31 |  | 31 |  | 31 |  | 31 |  | 31 |  | 31 |  |
| * offo-mb | 28 | 15 | -46.4 | 17 | -39.3 | 16 | -42.9 | 17 | -39.3 | 16 | -42.9 | 17 | -39.3 | 17 | -39.3 |
| 2 plece | 26 | 15 |  | 17 |  | 16 |  | 17 |  |  |  | 17. |  | 17 |  |
| 3plece | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platiom time | 6 h 34 | 6735 |  | 6 629 |  | 6n32 |  | 6n28 |  | 6 631 |  | 6h29 |  | 6729 |  |
| of tho-mpl | 154 | 167 | 8.4 | 167 | 8.4 | 166 | 7.8 | 166 | 7.8 | 167 | 8.4 | 169 | 9.7 | 169 | 9.7 |
| $\therefore$ 2ploce | 108 | 140 |  | 145 |  | 139 |  | 142 |  | 142 |  | 154 |  | 143 |  |
| 3-plece | 42 | 27 |  | $\bigcirc 2$ |  | 27 |  | 24 |  | 25 |  | 15 |  | 26 |  |
| 4pleco | 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platiorm tine: | 7h04 | 6n44 |  | 6 643 |  | 6742 |  | 6ha6 |  | 6 A 45 |  | 8 4 46 |  | 6743 |  |
| - ofplo | 56 |  | 26.8 | 69. | 23.2 | 75 | 30.4 | 68 | 21.4 | 71 | 26.8 | 67 | 19.6 | 69 | 23.2 |
| lplece 2-plece | 54 | $32$ |  | $32$ |  | $\begin{aligned} & 36 \\ & 37 \end{aligned}$ |  | 28 39 |  | $\begin{array}{r}33 \\ \hline \quad 37\end{array}$ |  | 30 $\therefore \quad 36$ |  | $\begin{array}{r}34 \\ \hline 35\end{array}$ |  |
| 2plece 3-plece | 54 | $39$ |  | $37$ |  | $37$ |  | $39$ |  | $37$ |  | 36 |  | 35 |  |
| Platform tive | 4 h 56 | 4 n 33 |  | 4 n 2 e |  | $4 \mathrm{th29}$ |  | $4 \mathrm{h36}$ |  | 4 4 29 |  | 4 n 28 |  | 4h26 |  |
| Tovel Runs. | 238 | 253 | 6.30 | 283 | 6.30 | 255 | 7.14 | 251 | 5.46 | 254 | 6.72 | 253 | 6.30 | 255 | 7.14 |
| Platform time | $6 \mathrm{h30.58}$ | 6 606.43 |  | 6h06. 55 |  | 8h00.48 |  | en09.43 |  | 6h06.35 |  | 6to8.26 |  | chos. 14 |  |
| Sof extros | 0 | 1 |  | 1 |  | 1 |  | 1 |  | 0 |  |  |  | 0 |  |
| Platform tino | Oh00 | 5 h 56 |  | 5h56. |  | Sh56 |  | 5 5 58 |  | Ohoo. |  | Oh00. |  | Ohoo |  |
| Re. T. platform | 1550h53 | 1546723 |  | 1547714 |  | 1543h10 |  | $1546 \mathrm{h40}$ |  | 1551 h 56 |  | 1553736 |  | 1552715 |  |
| slon-on/putl | 186h06 | 19 Th 58 |  | 192 hrs |  | 192 hos |  | 192427. |  | 191 n 25 |  | 192 h 34 |  | 192 hos |  |
| joth-up. | 11 h 30 | 4h19 |  | 3 25 |  | 5714 |  | $5 h 14$ |  | 5 h 21 |  | 3 n 16 |  | $5 h 12$ |  |
| poid meal. | 14 h 05 | 8in51 |  | 11 hes |  | 11110 |  | 10 h 59 |  | 9741 |  | 11454 |  | 11 h 24 |  |
| Guarontead run | 3h12 | 43n58 |  | 44 hoz |  | 44 h 56 |  | 37/45 |  | 42hlo |  | 40hls |  | 47 n 38 |  |
| Overtime | 32 h 55 | 7 4 44 |  | 7445 |  | 7728 |  | 929 |  | 8 h 53 |  | 8 h 24 |  | 8 h 47 |  |
| Spread ratel | 9 h 44 | 5 h31 |  | 6ho9 |  | 5 L 24 |  | $5 \mathrm{HO7}$ |  | 4136 |  | 6h36 |  | 5440 |  |
| Extraplatform | OhOO | 5 h 56 |  | Sh58 |  | Sh56. |  | Sh56. |  | Ohoo |  | Ohoo |  | Onoo |  |
| To. pay hour | 1808.42 | 181467 | 0.35 | 1818.53 | 0.56 | 1810.35 | 0.55 | 1813.62 | 0.29 | 1814.03 | 0.31 | 1816.58 | 0.45 | 1823.02 | 0.81 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | manual | Tosfe | (\%) | 1049. | (\%) | T0]10 | (\%) | Fectll | (\%) | Toef 12 | (\%) | Tost 13 | (\%) | T0¢ 14 | (\%) |
| PTO woge mio | 13.85 | 22 |  | 24 |  | 26 |  | 26 |  | 30 |  | 100 |  | 999 |  |
| Perodionoth. |  | 31., |  | 31. |  | 31. |  | 31. |  | 31. |  | 31. |  | 31. |  |
| offiom | 28 | 16 | -42.9 | 16 | -42.9 | 17 | -39.3 | 16 | -42.9 | 18 | -35.7 | 16 | -42.9 | 16 | -42.9 |
| 2plece |  |  |  | $\stackrel{16}{ }$ |  |  |  | 16 |  | 18 |  | 16 |  | 16 |  |
| $\therefore$ 3plece | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platrorm time | $6 \mathrm{h34}$ | 6 3 32 |  | 6 3 2 |  | Oh32 |  | 6131 |  | 6h27 |  | 6 632 |  | 6 632 |  |
| oftro-m, | 154 | 164 | 6.5 | 166 | 9.1 | 166 | 9.1 | 167 | 8.4 | 164 | 6.5 | 168 | 9.1 | 159 | 3.2 |
| 2pieco | 108 | 138 |  | 141 |  | 140 |  | 140 |  | , 136 |  | 140 |  | 131 |  |
| 3 3ploce | 42 | 20 |  | 27 |  | 28 |  | 27 |  | 28 |  | 28 |  | 28 |  |
| 4 4piece | 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Plotform time | 7h04 | 6748 |  | 6 644 |  | 6 h 44 |  | 6 4 49 |  | 6 650 |  | 6r47 |  | 6 5 5 |  |
| \# of plo | 56 | 73 | 30.4 | 69 | 23.2 | 69 | 23.2 | 70 | 25.0 | 70 | 25.0 | 70 | 25.0 |  |  |
| 1-piece 2-plece | $\begin{gathered} 2 \\ 54 \end{gathered}$ | $\begin{aligned} & 32 \\ & 40 \end{aligned}$ |  | $32$ |  | $\begin{array}{r} 32 \\ 37 \end{array}$ |  |  |  | $\begin{array}{r}30 \\ \hline 40\end{array}$ |  | $\begin{array}{r} 34 \\ 36 \end{array}$ |  |  |  |
| 3-plece |  | 40 $\square$ |  |  |  | 37 |  | $\begin{array}{r} 39 \\ \hline \end{array}$ |  | 40 |  |  |  |  |  |
| Platformitine | 4 4 56 | $4 \mathrm{h27}$ |  | 4629 |  | $4 \mathrm{n27}$ |  | 4124 |  | 4 4 24 |  | $4 \mathrm{hl7}$ |  |  |  |
| Total Runs | 238 | 253 | 6.30 | 253 | 6.30 | 254. | 6.72 | 253 | 6.30 | 252 | 5.88 | 254 | 6.72 | 175 | -26.5 |
| Plofform time | 6 h 30.58 | 6ho6.41 |  | 6h06.38 |  | 6h06.29 |  | 6 6 08.01 |  | 6h08:05 |  | 6h05.09 |  | 6h53.44 |  |
| Sor extros | 0 | 1 |  | 1 |  | 0 |  | 0 |  | 1 |  | 1. |  | 118 |  |
| Platformitine. | OhOO | 5 5 56 |  | 5 S 56 |  | 0 HOO |  | 0000 |  | 5 5 56 |  | 5h56. |  | 3 hlo |  |
| Ro. T, plotiform | 1550h53 | 7546 h15 |  | 7545h52 |  | $1551 \mathrm{h28}$ |  | 1551 h 49 |  | 1545h58 |  | 1545661 |  | 1206445: |  |
| signon/pult, | 186h06 | 102745 |  | 192 h 27 |  | 194448 |  | 193617 |  | 193729 |  | 192 h 39 |  | 144 h 38 . |  |
| joinup | $11 \mathrm{h30}$ | 5 L 22 |  | 5h39 |  | 6 12 |  | 5735 |  | 4 h 44 |  | 6h29 |  | $5 \mathrm{h39}$ |  |
| paid meat | $14 \mathrm{hO5}$ | 10h19 |  | 11 n 39 |  | 10h17 |  | 10 h 40 |  | 10 H 56 |  | 11 hOP |  | 9109 |  |
| Guoranteedirun | $3 \mathrm{hl2}$ | 3thr |  | 4 thig |  | 42n28 |  | $32 \mathrm{hs1}$ |  | 31 h 12 |  | 39 h 12 |  | $23 \mathrm{hl4}$ |  |
| Overline. | 32h55 | 1 1706 |  | 10142 |  | 12 nos |  | 16 h 08 |  | 17 hos |  | 18 h 35 |  | 28 h 25 |  |
| Spreadratel 1 | 9 h 44 | 4 4 28 |  | 6674 |  | 6h21 |  | 5 3 39 |  | 6 l 15 |  | 9104 |  | 10 h 28 |  |
| Extra platform. | Oh00 | $5 h^{5} 8$. |  | 5 h 56 |  | Ohoo |  | 0 OO |  | 5 h 56 |  | 5 556. |  | 391749 |  |
| 70. pay hour | 1808.42 | 1807.00 | -0.03 | 7820.25. | 0.65 | 1823.63 | 0.84 | 1115.65 | 0.40 | 1815.60 | 0.40 | 1828.92 | 1.13 | 1820.12 | 0.65 |

Table 4-9: Micro Crew Schedules with Different PTO Wage Rates for Albany Garage


Obviously, no schedule in these tables was found that was better than the Cabot Garage manual schedule in terms of the number of both part-time duties and total runs, and the average platform times for both split full-time duties and part-time duties. Every test seriously violated the part-time manpower constraint which conflicts with the desire of the MBTA to keep the part-time manpower requirement low. It was inclined to employ more manpower (especially part-time duties) to lower overtime penalties or even spread
premiums which resulted in unacceptable required manpower (part-time duties and total runs). Higher required manpower may also result from HASTUS being unable to produce a tighter and more productive machine schedule with higher platform times and lower unproductive make-up times. The low average platform times of the split full-time duties and the part-time duties explains why these tests required more manpower. For this part of the evaluation, HASTUS-Micro seemed unable to produce a better acceptable automatic optimized schedule than the manual schedule for the Cabot Garage.

In contrast, the evaluation in Table 4-9 for Albany Garage produced quite different results. Unlike Cabot Garage, Micro consistently generated extremely good automatic optimized crew schedules for Albany Garage. Almost every schedule in Table 4-9 is at least as good as the manual schedule in terms of the manpower constraints (for all duty types), the platform times, and the total pay hours.

Although there is no great difference among the resulting schedules for different PTO wage rates, Test 4 in Table 4-6 seems to have the smallest number of total runs with comparatively low part-time duties. Therefore, the PTO wage rate of $\$ 14$ was chosen as the base PTO wage rate for the Cabot Garage parameter files used in the following sections. In the Albany case, the PTO rate of $\$ 16$ was chosen because its parameter file produced comparatively low total pay hours with comparatively high average total platform times.

### 4.3.2.3 Part-time Operator Constraints

Since the PTO wage rate seems unable to control the number of part-time duties, the PTO constraint then was used to examine if the number of part-time duties in automated crew schedules (specially for Cabot) could be reduced. As shown in Table 410, the maximum allowed number of PTOs was lowered from 56 to 50 for Cabot and from 45 to 40 for Albany. We also used different PTO wage rates to strengthen the control over the number of part-time duties.

Table 4-10: Micro Schedules with Different PTO Wage Rates vs. PTO Constraints

| 1. Cabot |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | manual | Bo:oll | (\%) | Test 1 , | (\%) | Bow 2 | (\%) | Test 2 | (\%) | 200, 3 | (\%) | Test 3 | (\%) |
| Pio woor rab | 13.85 | 10. |  | 10. |  | 20.. |  | 20 |  | 30. |  | 30. |  |
| Pre conitrint |  | 0.56 |  | 0.50. |  | 0.56 |  | 0.50 |  | 0.56 |  | 0.50 |  |
| Re tod leneth. |  | 31 |  | 31. |  | 31 |  | 31 |  | 31. |  | 31. |  |
| 70\%mom | 28 | 15 | -46.4 | TJ | -46.4 | 17 | -39.3 | 17 | -39.3 | 18 | -35.7 | 18 | -35.7 |
| 2-pioce | 26 | 15 |  | 15 |  | 17 |  | 17 |  | 18 |  | 18 |  |
| 3 plece | 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| Pattorm | 6h34 | 8735 |  | 6h35 |  | 6729 |  | 6h28 |  | 6127 |  | 6h27 |  |
| Ofliomel | 154 | 167 | 8.4 | 167 | 8.4 | 169 | 9.7 | 168 | 9.1 | 164 | 6.5 | 14. | 6.5 |
| 2ploce | 108 | 140 |  | 140 |  | 143 |  | $\bigcirc 142$ |  | 136 |  | 136 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ) 3plece | 42 | 27. |  | + 27 |  | - 26 |  | \% 26 |  | 28 |  | 28 |  |
| 4 4plece | 4 |  |  |  |  |  |  |  |  |  |  |  |  |
| Platform | 7h04 | $6 h 44$ |  | 6 h 44 |  | 6 643 |  | 6 4 43 |  | 6750 |  | 6150 |  |
| \% olpto | 56 | 71 | 26.8 | 71. | 26.8 | 69 | 23.2 | $0 \%$. | 23.2 | 70. | 25.0 | 70 | 25.0 |
| Iplece | 2 | . 32 |  | -32 |  | 34 |  | $\bigcirc 34$ |  | , 30 |  | , 30 |  |
| 2-10ce | 54 | 39 |  | 39 |  | 35 |  | $\bigcirc 35$ |  | $\bigcirc 40$ |  | 40 |  |
| 3 prece |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Prattorm | 4 h 56 | $4{ }^{4} 33$ |  | $4 n 33$ |  | 4 h 26 |  | 4h26 |  | 4 n 24 |  | 4224 |  |
| Tolol huns | 238 | 253 | 6.30 | 253 | 6.30 | 255 | 7.14 | 254 | 6.72 | 252 | 5.88 | 254 | 5.88 |
| Platiom: | 6h30.58 | 6hob. 43 |  | 6706.43 |  | 6hoss 14 |  | 6705.21 |  | 6hos.05 |  | 6h08.05 |  |
| \# of extros | 0 | 1 |  | 1 |  | 0 |  | 1 |  | 1 |  | 1 |  |
| Platiorm | Oh00 | 5 h 56 |  | 5750 |  | Ohico |  | 5h56: |  | 5t56. |  | 5456 |  |
| Re. I. plafrom | 1550h53 | 1546723. |  | 1546623 |  | 1552115 |  | 1646143 |  | 154558\% |  | 1545758. |  |
| signonipull. | 186h06 | 191758 |  | $192 n 03$ |  | 182705 |  | 190157 |  | 193129 |  | 193424 |  |
| lohnup: | 11 h 30 | 4719 : |  | 4319 |  | $5{ }^{\text {h12 }}$ |  | 5 h 12 |  | $4 h 44$ |  | 434 |  |
| pald meal | 14h05 | 8h51 |  | 9739 |  | $11 \mathrm{he4}$ |  | 1114 |  | 10n50 |  | 10156 |  |
| Gucrarteodirun | 3 h 12 | 43758 |  | 43 h 05 |  | 47138 |  | 47110 |  | 31112 : |  | 31177 |  |
| Overtine. | 32h55 | 7744 |  | $7 \mathrm{H4}$ |  | 8h47 |  | 8h51 |  | 17706. |  | 17708 |  |
| Soread natel: | 9h44 | 5731 |  | 5 h 31 |  | $5 h 40$ |  | 5hat |  | 6 H 15 |  | 6715. |  |
| Extra platiorm. | OhOO | 5756 |  | 5756 |  | 0100 |  | 5h58. |  | 5t56 |  | 54.56. |  |
| 7o. pery hour | 1808.42 | 1814.67 | 0.35 | 1811.67 | 0.35 | 1823.02 | 0.81 | 189196 | 0.74 | 181600 | 0.40 | 1181860 | 0.40 |
| 2. Albany |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | manual | E00, 1 | (\%) | Test IT, | (\%) | Eas 2 | (\%) | Test 2 | (\%) | Dow 3 | (\%) | Test 3 | (\%) |
| PTO wose role | 13.85 | 10 |  | 10. |  | 20 |  | 20 |  | 30 |  | 30 |  |
| PTO conimint |  | 0.45 |  | 0.40 |  | $0-15$ |  | 0.40 |  | 0.45 |  | $0-10$ |  |
| Rortod lanem. |  | 34 |  | 34. |  | 34 |  | 34 |  | 34. |  | 34. |  |
| Offio-sth. | 13 | 7 | -46.2 | 8 | -38.5 | 7 | -46.2 | 8 | -38.5 | 8. | -38.5 | 9 | -38.5 |
| 2plece | 13 | 7 |  | 8 |  | 4 |  | ¢ 8 |  | , 8 |  | 8 |  |
| 3 3plece |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platrorm | 6h05 | $6704$ |  | $5 h 58$ |  | $6 n 00$ |  |  |  | $5 \mathrm{~h} 57$ |  | 5758 | 11.1 |
| Ofmo-sol, 2, |  | 78 | 8.3 | 79. | 9.7 | 76. | 8.3 | 27 | 9.7 | 79 | 9.7 | 80 | 11.1 |
| 2 prece <br> 3 blece | $\begin{aligned} & 57 \\ & 14 \end{aligned}$ |  |  | \% 78 |  | \% 7 |  | $78$ |  | $78$ |  |  |  |
| 4-plece | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| Platform | 6h30 | 6 272 |  | 6n26 |  | 6h30 |  | 6h28 |  | 6h31, |  | 6730 |  |
| *olplo. | 45 | 46 | 0.0 | 43 | -4.4 | 46 | 0.0 | 43. | -4.4 | 43 | -4.4 | 42. | -6.7 |
| , 1-ploce |  |  |  |  |  |  |  |  |  |  |  | $\triangle 42$ |  |
| Sarere | 44 |  |  | 43 |  | 45 |  | 43 |  | 43 |  | 42 |  |
| S, 3-plece | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| Plotform | 4h21 | 4124 |  | $4 \dagger 24$ |  | 4h20 |  | 4h19 |  | 4h14 |  | 413 |  |
| Toial Rums | 130 | 130 | 0.00 | 130 | 0.00 | 130 | 0.00 | 130 | 0.00 | 130 | 0.00 | 130 | 0.00 |
| Plattorm, | 5h43.07 | 5743.59 |  | 5744,03 |  | 5 4 4.08 |  | 5h44.11 |  | 534411 |  | 5744.12 |  |
| Eof extros | 0 | 0 |  | 0 |  | 0 |  | 0 : |  | 0 |  | 0 |  |
| Platiorm. | Oh00 | Onow |  | Onco |  | Ohoos: |  | Onco. |  | Chans. |  | Ohoo. |  |
| Re. T. plaifom | 743h27 | 745718 |  | 745727 |  | 745139 |  | 745746 |  | 745745 |  | 745147 |  |
| ston on/pull | 160h06 | 154h46 |  | 153758 |  | 154440 |  | 154107 |  | 154448 |  | 155708 |  |
| Joh up | 4 h 48 | 0115 |  | 0118 |  | Oh15 |  | Onf8, |  | On15 |  | 0715 |  |
| pold moal | 7h25 | 3 559 |  | 4 3 36 |  | 3733 |  | $4 \mathrm{hr1}$ |  | 4123 |  | $4 \mathrm{H33}$ |  |
| Guaranteodrun | 11 h 35 | $16 h 16$ |  | 19730 |  | 14 h 23 |  | 17711 |  | 16h48: |  | 19 hos |  |
| Overtina. | 8h38 | 1 S 53 |  | 1 l 18 |  | $3 \mathrm{n53}$ : |  | 3n56 |  | 7h16: |  | 6 h 40 |  |
| Soread ratel | 1 h 48 | 4751 |  | 6h33 |  | 423 |  | Sh36 |  | 6 h 09 |  | 6h29 |  |
| Etraplatiorm | OhOO | On00 |  | OnOO |  | Onoo |  | Ohoo |  | OhCOO |  | Ohoo. |  |
| Tos osy howt | 937.78 | 27en | -1.12 | SS16\% | -0.65 | \% 2671 | -1.17 | 23110 | -0.68 | \% 268 k 0 | -0.25 | 882.00 | 0.02 |
| PTO Constralnt: Minimum and maximum allowed part-time operators defined in the parameter file (PTO duty type). |  |  |  |  |  |  |  |  |  |  |  |  |  |

It seems that different PTO constraints combined with different PTO wage rates have little impact on automated crew schedules. The final automated crew schedules are virtually unchanged for Cabot. For Albany, this constraint does reduce the number of parttime duties by 1 or 2 . However, total runs in every test remain at 130. Table 4-10 also shows that the PTO constraint in the parameter file is treated like a soft constraint in HASTUS which may be ignored. For Cabot, it has not yet been possible to satisfy this constraint.

### 4.3.2.4 Period Lengths

As mentioned in section 4.1, different period lengths will affect the way Macro cuts the blocks as well as the way it matches pieces of work, and may result in different costs and different Micro schedules. Therefore, the impact of different period lengths on Macro and Micro schedules is examined in this section. The consistency between different Macro schedules and corresponding Micro schedules is also addressed. If changes in total pay hours, total manpower or other important values in the Macro schedules are not consistent with the final Micro schedules, it implies that Macro schedules cannot be used to predict the impacts of potential changes, because they will not indicate what the corresponding final crew schedules would be. Hopefully, suitable period lengths for both garages can be found.

The Macro files shown in Appendix $C$ were used as base files for both garages. All other Macro files tested in this part are the same as these two Macro files ${ }^{37}$ except that the values defined in each Macro file are modified to be consistent with each period length. Apart from a Macro file, parameter and cutting files are also required for the Macro function ${ }^{38}$. The cutting files used in the previous sections were still used in this part

[^52]of the evaluation. Based on the discussion of the results in the previous part, parameter files with PTO wage rates of $\$ 14$ per hour for Cabot Garage and $\$ 16$ per hour for Albany Garage were chosen. In fact, parameter files with different PTO wage rates will not significantly affect the Macro results for either Cabot Garage and Albany Garage. For example, the Cabot Macro file was tested using two parameter files (one with PTO wage rates of $\$ 14$ and $\$ 13.85$ ) with identical Macro results resulting (Test 6 in Table 4-11). Identical results were also found for Albany Garage for the parameter files in which the PTO rates are $\$ 16$ and $\$ 18.46$ (Test 8 in Table 4-13).

It turns out that for Cabot Garage, period lengths that are less than 32 minutes will produce too many variables (possible duty types) for Macro to handle (at most 2900 variables). Therefore, some constraints, which were originally designed to be as close to the real conditions (the manual schedule) as possible, have to be tightened to reduce the number of variables. Stricter constraints can reduce the options for cutting the blocks and matching the pieces. For example, a 3-piece full-time duty type in the Macro files for Cabot Garage usually creates too many variables, As a result the Macro file has to be adjusted by narrowing the range-start-time (the period in which such a duty can start) constraint, the mealbreak-length constraint, and the piece-length constraint to make Macro feasible. In the Cabot Garage case, the second range-start-time constraint (the 47th constraint in Appendix C5) was therefore narrowed from the range of 10 h 20 to 14 h 28 to the range of 10 h 20 to 12 h 55 . The mealbreak-length constraint (the 51 st constraint) was tightened from the range of 1 h 33 to 4 h 08 to the range of 1 h 33 to 2 h 35 . The piece-length constraint (the 54th constraint) was narrowed from the range of 2 h 04 to 5 h 10 to the range of 2 h 04 to 4 h 08 . These adjustments are not only applied to this kind of Macro file (with 6 duty types) for Cabot Garage, but also other Macro files with different structures. The Macro files with period lengths of 26 and 28 minutes, which were identical to Appendix C10 (3 duty types) except that the PTO max-number-drivers constraint (the 69th
constraint) was relaxed to 56 , were tested for Cabot Garage. They also needed similar adjustments for use in the Cabot Garage case.

Longer period lengths may also produce problems. For period lengths greater than 31 minutes, we may have to adjust (loosen) the constraints originally designed to prevent the generation of trippers, such as allowing a longer maximum length for a tripper. For example, the tripper-max-length constraint (the 92nd constraint) usually has to be set higher than 4 h 00 for longer period lengths. Otherwise, Macro may not work. The same problem did not arise when the Albany Garage Macro files ${ }^{39}$ with period lengths of 34 or 36 minutes were used in the Cabot Garage case.

Another important issue concerns the generation of trippers. In order to produce Macro schedules to satisfy the work rules, trippers must be eliminated. In Micro, an optimization function is available for the elimination of trippers, but not in Macro. Therefore, we could relax the constraints (extend permissible ranges for the cutting and matching) for all period lengths in Cabot Garage, so that Macro will have more options to cut pieces and facilitate their matching in duties without generating trippers. For example, with the period length of 34 minutes, if the duty-length constraints of the early and late split full-time duty types (the 34th and 66th constraints in Appendix C5) are set as 7h56 in the Cabot Garage Macro file, 20.45 extras with 74.4 hours will be generated in the Macro schedule. When these constraints are relaxed to 8 h 30 (in the base Macro schedule), no extra will be created in the Macro file (the schedules of Base 2 and Test 2-1 in Tables 4-16 in section 4.3.3.2 shows these results for Cabot Garage). Trippers are not usually generated in either Macro or Micro schedules for Albany Garage. Except for the dutylength parameter, other parameters such as the guaranteed-piece constraint can also be relaxed to help eliminate trippers.

[^53]Fortunately, the difficulties mentioned above do not affect the Macro files for Albany Garage under current conditions (current input files, parameter files, etc.), simply because the problem size for Albany is smaller. There are 238 duties required in Cabot Garage, while only 130 duties are needed in Albany Garage. Besides, Macro has to try a tremendous number of possible cutting and matching opportunities to combine around 460 pieces of work into 225 duties (in a Macro schedule, not a final Micro schedule) for Cabot Garage (see Table 4-11). There are only about 240 pieces of work and 125 duties in a Macro schedule for Albany Garage (see Table 4-13). These differences make the crew scheduling process for Albany Garage much easier and do not create as many problems as for Cabot Garage.

Cabot Macro vs. Micro schedules: Tables 4-11 and 4-12 show the Macro results and the corresponding Micro results for 11 different period lengths from 26 minutes to 40 minutes for Cabot Garage. From Table 4-11, the Macro schedules are basically the same for different period lengths. Unlike the Cabot Micro schedules produced in the previous sections, almost all Macro schedules are acceptable and satisfy the work rules and the manpower constraints. No trippers were produced, and the total runs in all Macro schedules were lower than the manual schedule (ranging from 219 to 235) while keeping the number of part-time duties ( 52 to 56 , except for the Macro file with the period length of 31 minutes) below the upper limit (56). The average duty lengths, and spreads for different duty types compare very well with the constraints ${ }^{40}$. Some average duty lengths were higher than the work rules, such as 8 h 30 in the Macro file with period length of 34 minutes, because of the selection of duty length parameter. This issue will be discussed in more detail in the later sections of this chapter.

[^54]Table 4-11: Period Lengths for Cabot Garage: Macro Schedules


The Macro file has a similar problem as the parameter file: in terms of wage rates, and so we still use the total pay hours instead of the reported total cost in the Macro file to reflect the actual cost. However, the components of time-costs available (see Table 411 from Worked hrs to hrs in spread) in the Macro file are different from those in the Micro file. Specifically there are no sign-on or join-up time-costs in the Macro file. The
total pay hours shown in Table 4-11 (and other Macro tables) is the sum of these available time-costs. This also explains why the total pay hours in all Macro schedules for Cabot Garage are lower than in the manual schedule by about 200 hours (about $13 \%$ of the total pay hours).

Table 4-12: Period Lengths for Cabot Garage: Micro Schedules

|  | manual | LTY | (\%) | 10t2 | (\%) | TCHS | (\%) | rat | (\%) | Tom | (\%) | Tort | (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pro woos reie | 13.85 | 14 |  | 14 |  | 14 |  | 14 |  | 14 |  | 14 |  |
| Redodl ${ }^{\text {dighe }}$ |  | 26 |  | 27. |  | 25 |  | 29. |  | 30 |  | 31 |  |
| Offorif | 28 | 15 | -46.4 | 17 | -39.3 |  |  | 17 | -39.3 | IV | -32.1 | 17 | -39.3 |
| 2plece | 26 | 15 |  | 17. |  |  |  | 17 |  | \% 19 |  | 17 |  |
| 3 -place | 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| Plotiorm time | 6h34 | 6h35 |  | 6732 |  | , |  | 6in9 |  | 6h23 |  | 6728 |  |
| \% of lio-mil | 154 | 171 | 11.0 | 171 | 11.0 |  |  | 160 | 9.1 | 160. | 7.1 | 160 | 7.8 |
| 2 plece | 108 | 154 |  | 159 |  | \% |  | 145 |  | 142 |  | \% 142 |  |
| 3plece | 42 | 17 |  | 12 |  | \% |  | 23 |  | 23 |  | \/524 |  |
| 9, 4 - plece | 4 |  |  |  |  |  |  |  |  |  |  |  |  |
| Plathorm tine of plo | $\begin{gathered} 7 \mathrm{hO4} \\ 56 \end{gathered}$ | 6718 61 | 8.9 | $6 h 49$ $58$ | 3.6 | $4$ |  | $6641$ | 21.4 | 6h47. | 17.9 | On46 <br> 68 | 21.4 |
| 1-plece |  | 18 |  | 16 |  | \%es |  | 32 |  | 25 |  | 28 |  |
| 2plece | 54 | 43 |  | 41 |  |  |  | 36 |  | 41 |  | 39 |  |
| 3 ploce |  |  |  | 1 |  | \% |  |  |  |  |  | 1 |  |
| Plotrorm time | 4 h 56 | 4146 |  | 4746 : |  | $\because$ |  | 4 s 0 |  | 4337 |  | 4336 |  |
| Totol tins | 238 | 247 | 3.78 | 246 | 3.36 |  |  | 263 | 6.30 | 250 | 5.04 | 251 | 5.46 |
| Plotform tme | 6h30.58 | 671710 |  | $6 h 19.13$ |  |  |  | 8ho5.34 |  | 6h11.05 |  | 6 no9943 |  |
| G ofl strion | 0 | 0. |  | 0 |  |  |  | 2 |  | 1 |  | 1 |  |
| Ratform tine: | OhOO | Ono0 |  | OnOO |  |  |  | 5450 |  | 5756 |  | 54.50 |  |
| Re. T. platrom | 1550h53 | 1552142 |  | $1554 n 51$ |  |  |  | 1541131 |  | 1546712 |  | 1546440 |  |
| Slon onpult | 186h06 | 187158 |  | 189h30 |  | $\bigcirc$ |  | 101745 |  | 190150 |  | 192734 |  |
| tolmup | 11 h 30 | 3157 |  | 3 h 12 |  | \% |  | 4145 |  | 4 n 07 |  | 5132 |  |
| Pald meal | 14 h 05 | 950 |  | 10450 |  | $\stackrel{ }{ }$ |  | 11133 |  | 14449 |  | 10739 |  |
| Guaranteedrun | 3h12 | 37157 |  | $36 h 57$ |  | , |  | 48 H 49 |  | 39n06 |  | 37139 |  |
| Overtine | 32h55 | 9149 |  | 14447 |  |  |  | 8h12 |  | 10710 |  | 9726 |  |
| Spreadioto 1 | 9 h 44 | 6 337 |  | 10719 |  |  |  | Oh55 |  | 6752 |  | 5110 |  |
| Extro plottorm | Oh | OnOO, |  | Oheo |  |  |  | 11185 |  | 5 h 50 |  | 57.56 |  |
| lo. pay hour. | 1808.42 | T60un | 0.02 | TM0\%3 | 0.66 |  |  | TW\%M\% | 1.05 | T1703 | 0.53 | T1460 | 0.29 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | manual | Tat7 | (\%) | Tofto | (\%) | T0, 9 | (\%) | Teato | (\%) | Te\%11. | (\%) |  |  |
| PTO wego raile | 13.85 | 14 |  | 14 |  | 14 |  | 14 |  | 14. |  |  |  |
| Petod lungh |  | 32. |  | 34. |  | 36 |  | 38 |  | 10. |  |  |  |
| \%offo-str. | 28 | 16 | -42.9 | 16 | -42.9 | 16 | -46.4 | 15 | -46.4 | 17. | -39.3 |  |  |
| 2 2ploce | 26 | 16 |  | 16 |  | 15 |  | $\therefore 15$ |  | 17 |  |  |  |
| - 3plece | 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| Patiforn time | 6h34 | $6 \mathrm{B3}$, |  | 6 631 |  | 6n35 |  | 6n35 |  | 6728 |  |  |  |
| Tor to-spl: | 154 | 170 | 10.4 | 170 | 10.4 | 171 | 11.0 | 174 | 13.0 | 170 | 10.4 |  |  |
| 2-plece | 108 | 153 |  | $\square 151$ |  | 124 |  | 135 |  | , 156 |  |  |  |
| 3plece | 42 | 17 |  | 19 |  | 47 |  | 39 |  | ¢ 13 |  |  |  |
| $\therefore \quad 4$ plece | 4. |  |  |  |  |  |  |  |  | 1 |  |  |  |
| Plofform time | 7h04 | 6 n 43 |  | $6 n 46$ |  | 6h40 |  | 6741 |  | Oh46 |  |  |  |
| \% 01 pto | 56 | 67. | 19.6 | -64 | 14.3 | 65 | 16.1 | $6^{63}$ | 12.5 | 62 | 10.7 |  |  |
| , 1 plece |  | , 30 |  | \% 24 |  | 27 |  | )/ 30 |  | \% 22 |  |  |  |
| - 2plece | 54 | + 37 |  | 40 |  | 36 |  | - 33 |  | 40 |  |  |  |
| S 3plece |  |  |  |  |  | 2 |  |  |  |  |  |  |  |
| Plofform the | 4h56 | 4n33 |  | 4 h 39 |  | 4 H 36 |  | 4 H 32 |  | 4h40 |  |  |  |
| Totol Rens, | 238 | 253 | 6.30 | 250 | 5.04 | 251 | 5.46 | 252 | 5.88 | 299. | 4.62 |  |  |
| Platform tme. | 6h30.58 | 6h08.17 |  | $6 \mathrm{h12} 39$ |  | 6 608.15 |  | 6ho9. 15 |  | onl4.04 |  |  |  |
| \# of extras | 0 | 0 |  | 0. |  | 1 |  | 0. |  | 0. |  |  |  |
| Platiorm tine | OhOO | 0100 |  | Ohoo. |  | 5 h 59 |  | Ohoo. |  | Onow |  |  |  |
| Re. If plaifom | 1550h53 | 1552759 |  | 1552446 |  | 1540 34 |  | $1550 \mathrm{h51}$ |  | 1552724 |  |  |  |
| Ston-onipull | 186h06 | 18974 |  | 190749 |  | 200148 |  | 193443 |  | 193755 |  |  |  |
| Jolm-up. | 11 h 30 | 3 n 38 |  | 3739 |  | 7143 |  | 5 OH |  | 2 n 35 |  |  |  |
| Pald meal | 14 h 05 | 10 O 04 |  | 1 th02 |  | 9157 |  | 11 1504 |  | 10714 |  |  |  |
| Guaranteedirun, | 3 h 12 | $50 \mathrm{nO7}$ |  | 39h32 |  | 44307 |  | 47 3 30 |  | 38142 |  |  |  |
| Overtione, | 32h55 | $8 h 42$ |  | 8h28 |  | 8 800 |  | 7h15 |  | 9714 |  |  |  |
| Spread rate 1 | $9 \mathrm{h44}$ | 3 n 40 |  | 8h47 |  | 6 h 46 |  | 6749 |  | Oh42. |  |  |  |
| Exira platiorm | Oh | 0 moo |  | Ohoo. |  | 5459 |  | Choos |  | On00, |  |  |  |
| To.pay hour | 1808.42 | T118.85 | 0.58 | 118105 | 0.37 | 102440 | 0.88 | 182432 | 0.77 | 1813.77 | 0.30 |  |  |

The time-costs shown in the manual schedule and every test schedule in Table 412, show the sum of the sign-on/pull-in/pull-out cost and the join-up cost is indeed about 200 hours. This lack of sign-on allowances, pull-in and pull-out costs, and paid join-up costs in the Macro schedule also implies that if Macro is used to estimate the cost impact for any change, this built-in difference will always exist and must be accounted for.

The next issue is the consistency between the Macro schedules and the corresponding Micro schedules. From Table 4-12, it appears that these Micro schedules are totally different from the corresponding Macro schedules. All the acceptable Macro schedules now result in quite different and unacceptable Micro schedules just as those shown in previous sections. The number of part-time operators required in all tests is unacceptably high, as is the total required manpower. In addition, the average platform times for split full-time duties, part-time duties, and the total manpower in the automated crew schedules (Micro schedules) are always lower than those in the manual schedule. It seems that Micro cannot produce as productive a set of duties as the manual schedule under current conditions (parameters, input files, etc.). Finally, the total pay hours in the Micro schedules are all slightly greater than the manual schedule.

Figure 4-1 shows that there is little variation in Micro total pay hours but there is greater variation in Micro total required duties generated. However, there is little correlation evident in any of these measures between the Macro and Micro results.

It is interesting to note that although the Macro file with a period length of 28 minutes is feasible, no results were produced for this period length in Micro. We tried three other feasible Macro files with the same period length. The first two Macro files simply adjusted the fringe-benefit parameters of duty types while the last Macro file used the same Macro file as for Albany in Appendix C10 except for several necessary
adjustments ${ }^{41}$. These Macro files also produced feasible Macro schedules, but Micro still neither cuts the blocks nor creates duties.

Since no period length can be identified as clearly superior for Cabot and no acceptable Micro schedule is found in Table 4-12, the Micro schedule with the period length of 27 minutes, which has the minimum total runs and minimum number of part-time duties, is chosen as the base schedule for Cabot in the following evaluation.

Figure 4-1: Comparison between Macro and Micro Schedules for Cabot Garage

| A. Total Pay Hours |  |  |
| :---: | :---: | :---: |
| Poriod | Macro | Micro |
| 26 | 1604.00 | 1808.83 |
| 27 | 1590.30 | 1820.43 |
| 28 | 1584.41 |  |
| 29 | 1603.80 | 1827.38 |
| 30 | 1578.00 | 1818.03 |
| 31 | 1614.10 | 1813.60 |
| 32 | 1585.30 | 1818.85 |
| 34 | 1625.10 | 1815.05 |
| 36 | 1633.70 | 1824.40 |
| 38 | 1600.30 | 1822.32 |
| 40 | 1582.00 | 1813.77 |


B. Total Runs

| B. Total Rad | Manual | Macro | Micro |
| :---: | :---: | :---: | :---: |
| Perlod | 238.00 | 226.82 | 247.00 |
| 26 | 238.00 | 225.77 | 246.00 |
| 27 | 238.00 | 234.00 |  |
| 28 | 238.00 | 233.00 | 253.00 |
| 29 | 238.00 | 235.00 | 250.00 |
| 30 | 238.00 | 230.73 | 251.00 |
| 31 | 238.00 | 229.33 | 253.00 |
| 32 | 238.00 | 219.84 | 250.00 |
| 34 | 238.00 | 229.00 | 251.00 |
| 36 | 238.00 | 226.63 | 252.00 |
| 38 | 23.00 | 228.81 | 249.00 |
| 40 | 238.00 |  |  |


C. Number of PTOs

| Period | Manual | Macro | Micro |
| :---: | :---: | :---: | :---: |
| 26 | 56.00 | 56.00 | 61.00 |
| 27 | 56.00 | 52.23 | 58.00 |
| 28 | 56.00 | 56.00 |  |
| 29 | 56.00 | 56.00 | 68.00 |
| 30 | 56.00 | 56.00 | 66.00 |
| 31 | 56.00 | 59.27 | 68.00 |
| 32 | 56.00 | 56.00 | 67.00 |
| 34 | 56.00 | 56.00 | 64.00 |
| 36 | 56.00 | 56.00 | 65.00 |
| 38 | 56.00 | 55.32 | 63.00 |
| 40 | 56.00 | 56.00 | 62.00 |



[^55]Albany Macro vs. Micro schedules: Tables 4-13 and 4-14 show the Macro results and the corresponding Micro results for 11 different period lengths ranging from 26 minutes to 40 minutes for Albany Garage. As with Cabot Garage, total pay hours in the Macro schedules are all lower than the manual schedule (by about 100 hours or $13 \%$ ) because the sign-on costs, pull-in and pull-out costs, and join-up costs are not included.

Table 4-13: Period Lengths for Albany Garage: Macro Schedules


Also as with Cabot, all Macro files for Albany produce duties closely matching the manual schedule. For example, all Macro files produce schedules with lower total runs (122 to 127 compared with 130 for the manual schedule) while keeping the part-time manpower at 45 .

Table 4-14: Period Lengths for Albany Garage: Micro Schedules

|  | manual | TESTI | (\%) | Tcita | (\%) | 1043. | (\%) | T0e1\% | (\%) | Tosts | (\%) | T0,16. | (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pio Wage rate | 13.85 | 16 |  | 16 |  | 16 |  | 16 |  | 16 |  | 16. |  |
| Peitoollinstin |  | 26. |  | 27. |  | 28 |  | 29 |  | 3 s |  | 31. |  |
| \# oflio-sil | 13 | 7 | -46.2 | 6 | -53.8 | 9 | -30.8 | 7 | -46.2 | 6 | -53.8 | 5 | -61.5 |
| \%, 2 plece |  | 1 |  | 6 |  | $8$ |  | $7$ |  | $5$ |  | $5$ |  |
| 3plece |  |  |  |  |  | $\bigcirc \square^{1}$ |  |  |  | $\cdots$ |  |  |  |
| Hatrom time. | 6h05 | $5 \square 58$ |  | 6h03 |  | 6700 |  | 5754 |  | 5756 |  | 6 O 22 |  |
| \% ortionsil | 72 | 77 | 6.9 | 80 | 11.1 | 78 | 4.2 | 76 | 5.6 | 78 | 8.3 | 80 | 11.1 |
| प). 2-licce |  | 77 |  | \% 79 |  | 75 |  | \% 76 |  | \% 76 |  | 78 |  |
| Y, 3plece | 14 |  |  | 1 |  |  |  |  |  | 2 |  | 2 |  |
| \% 4olece | 1 |  |  |  |  |  |  | \% ${ }^{\text {a }}$ |  |  |  |  |  |
| Platrom time | 6h30 | Oh32 |  | 6h28 |  | 6729 |  | On30 |  | $6 \mathrm{h31}$. |  | 6731 |  |
| ofpio. | 45 | 46 | 2.2 | 44. | -2.2 | 46. | 2.2 | 46 | 2.2 | 45 : | 0.0 | 45 | 0.0 |
| 1 ploce <br> 2 -plece | 44 | 46 |  | 44 |  | $46$ |  | $46$ |  | $45$ |  | 45 |  |
| \#3-plece |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Plaftom time: | $4 \mathrm{h21}$ | 4^20 |  | 4 h 19 |  | 4h25 |  | 420 |  | 4122 |  | 4117 |  |
| Tofal Runs: | 130 | 130 | 0.00 | 130 | 0.00 | 110 | 0.00 | 12\% | -0.77 | 129 | -0.77 | 130 | 0.00 |
| Platform time | 5h43.07 | 5743.43 |  | 5644.00 |  | 5h43.43 |  | 5h42.16 |  | $5 h 45.02$ |  | 5h4401 |  |
| \# of exthas | 0 | 4 |  | 0 |  | 0 |  | 2 |  | 2 |  | 0. |  |
| Plaftom time | OhOO | OnOO |  | Ohoo. |  | Orrob |  | 5hap. |  | 1447 |  | Oheo |  |
| Re. 1 platiom | 743h27 | 744444 |  | 745122 |  | 744175 |  | 735h54 |  | 741751 |  | 745723 |  |
| Slanomipul | 160h06 | $156 \mathrm{nO7}$ |  | 154335 |  | 154h52 |  | 153130 |  | 153150 |  | 156704 |  |
| Joinup | 4h48 | Onoo |  | Oh20 |  | On17 |  | Ohoo |  | 0754 |  | Ih10 |  |
| Pald meal | 7h25 | $4 h 01$ |  | 4 h 38 |  | 4 Cs 8 |  | 4367 |  | $3 \ 38$ |  | 2739 |  |
| Guaranteedrun | 11 h 35 | 12 h 41 |  | $16 \mathrm{h11}$ |  | 16n07 |  | 15h54 |  | 13602 |  | 12142 |  |
| Qvertme | 8h38 | 2745 |  | 3h14 |  | 3h26 |  | $2 \uparrow 22$ |  | 1447 |  | 3 hoa |  |
| Soread rotel | 1h48 | 3749 |  | 4h55 |  | 4118 |  | 4112 |  | 4745 |  | 6709 |  |
| Extra miattorm | OhOO | 8 n 00 |  | Ohoos |  | Crices |  | 10,34. |  | 3 h 34. |  | Onco |  |
| To. poy hour | 937.38 | 92, 21 | -1.41 | $9 \times 223$ | -0.87 | 922.43 | -0.93 | Y20.6 | -1.16 | 923.5 | -1.50 | \%2.18 | -1.19 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | manual | Led7 | (\%) | Tretar | (\%) | $\frac{7049}{}$ | (\%) | rextlo | (\%) | 10\%111. | (\%) |  |  |
| P10 Wage raí Porlod lins ${ }^{\text {inh }}$ | 13.85 | $\frac{16}{32}$ |  | $\frac{16}{3}$ |  | $\frac{56}{36}$ |  | $\begin{gathered} 16 \\ 30 \end{gathered}$ |  | $\begin{aligned} & 16 \\ & 10 \end{aligned}$ |  |  |  |
| Hoflorit, | 13 | ${ }^{7}$ | -46.2 | O\% | -38.5 | 7, | -46.2 | \%\% | -38.5 | い", | -38.5 |  |  |
| 2-plece |  | 7 |  | 8 |  | 7 |  | \% 8 |  | , 8 |  |  |  |
| ) 3plece |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Plotform time | 6h05 | $5753$ |  | $5 n 55$ |  | $5 \text { 55 }$ |  | $\mathrm{C} 456$ |  | $0706$ | 8.3 |  |  |
| \#olforspl. |  |  | 11.1 |  | 4.2 |  | 8.3 | \%7, | 6.9 |  | 8.3 |  |  |
| प,, 2ploce |  | $\bigcirc 79$ |  | 74 |  | 77 |  | \%, 7 |  | $\square 78$ |  |  |  |
| 3 plece 4 olece | 14 | + 1 |  |  |  | 1 |  | $\%$ |  |  |  |  |  |
| Pratform tine | 6h30 | 6127 |  | Oh35 |  | 6731 |  | 6732 |  | 6127 |  |  |  |
| "oiplo, | 45 | 43 | -4.4 | 47 | 4.4 | 46 | 0.0 | 46 | 0.0 | 44 | -2.2 |  |  |
| 1plece <br> 2010 ce |  | $43$ |  |  |  | $45$ |  | $45$ |  | $44$ |  |  |  |
| 2ploce |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Platform time | 4h21 | 4h21 |  | 4 h 18 |  | 4 h 19 |  | 418 |  | 412 |  |  |  |
| Toral Runs | 130 | 130 | 0.00 | 130 | 0.00 | 130 | 0.00 | 150 \% | 0.00 | 130 | 0.00 |  |  |
| Platiom time | 5h43.07 | 5743.49 |  | 5h43,47 |  | 5h4328 |  | 5h44.05 |  | 574350 |  |  |  |
| \#st extras. | 0 | 0 |  | 0 \% |  | 0 |  | 0 |  | 0 |  |  |  |
| Plattorm time | Oh00 | Oheo |  | Ohoo, |  | Ohoo, |  | OhOO |  | Ohoo. |  |  |  |
| Re. T Dbifom | 743h27 | 7441557 |  | 744554 |  | 74411 |  | 745132 |  | 745h00 |  |  |  |
| Slon onlout | 160h06 | 155614 |  | $153 h 29$ |  | 155109 |  | 155h40 |  | 154334 |  |  |  |
| Joln up | 4h48 | 0108 |  | Oh18 |  | Oh18 |  | Onow |  | 0 0 00 |  |  |  |
| Pald mear | 7h25 | $4{ }^{4} 28$ |  | 4335 |  | 4386 |  | 4 h 37 |  | 4728 |  |  |  |
| Guaronteed run | 11 h35 | 21 14 |  | 11 O6 |  | $15 \mathrm{h19}$ |  | 14700 |  | 19724 |  |  |  |
| Overtine | 8h38 | $2 \uparrow 48$ |  | 4 O 7 |  | $1 \mathrm{h37}$ |  | 2458 |  | 3h06 |  |  |  |
| Spread ratel: | 1 h 48 | Sh21 |  | 4 h 23 |  | 3428 |  | 4 445 |  | 6124 |  |  |  |
| Extra platrorm | OhOO | Onoo |  | Ofino |  | Ohoo |  | Ohoo. |  | 0 O 00 |  |  |  |
| To. pay hour | 937.38 | 93417 | -0.34 | 9288 | -1.55 | 929.63 | -1.36 | 927.60 | -1.04 | 283183. | -0.47 |  |  |

Unlike Cabot Garage, however Micro does generate satisfactory automated optimized crew schedules for Albany Garage (see Table 4-14). The required manpower (total runs, full-time duties and part-time duties) in most tests fit the constraints well. The corresponding platform times for full-time split and part-time duty types are very similar to the manual schedule. However no apparent relationships between the Macro results and their corresponding Micro schedules for Albany Garage were found (see Figure 4-2). No consistency was found between the Macro schedules and the corresponding Micro schedules for Albany, whether in terms of total pay hours, total runs, or number of parttime duties.

Figure 4-2: Comparison between Macro and Micro Schedules for Albany Garage


Virtually every Micro schedule in Table 4-14 is an acceptable automated crew schedule which is quite different from the results for Cabot. The Micro schedule with the period length of 36 minutes is chosen as the base schedule in the following evaluation because of its comparatively low total pay hours and perfectly matched manpower (compared with the manual schedule). Tests 1,3 , and 5 have lower total pay hours than Test 9. However, the number of part-time duties in Tests 1 and 3 both exceed the upper limit (45), and Test 5 has two extras in addition to the 129 regular runs.

### 4.3.3 Sensitivity Analysis

In section 4.3.2, some general Macro and Micro results for both garages were presented. We concluded that an acceptable Micro crew schedule could not be found for Cabot under current input file parameters. HASTUS created automated crew schedules which violate the manpower constraints (total runs and number of part-time duties) with unproductive duties having low platform times for split full-time and part-time duties. In contrast for Albany Garage, HASTUS produces acceptable automated crew schedules which perfectly match the manual schedule with even lower total pay hours. The results in section 4.3.2.4 also show that there is little evidence of a relationship between the Macro schedules with different period lengths and their corresponding Micro schedules for both garages for current input files.

However almost all these results are based on very similar files and conditions. Since there are many possible conditions and parameter settings in the crew scheduling process (and available in HASTUS), a further analysis is necessary to test these conclusions. The first part of the evaluation in this section focuses on the impacts of different input files. The second part examines certain important parameters in the Macro file. The third part relaxes certain soft rules to seek an acceptable automated optimized schedule for Cabot.

### 4.3.3.1 Input Files

No acceptable automated crew schedule for Cabot Garage has yet been found. Since different PTO wage rates and different period lengths have been examined, the evaluation in this sub-section focuses on different input files to see if an acceptable automated crew schedule can be generated for Cabot Garage. Albany Garage will also be examined to see if further improvements can be obtained. Different input files are examined as shown in the table below with the results summarized in Table 4-15.

|  | Focus |
| :--- | :--- |
| Test 1 | The parameter file: Different manpower constraints. |
| Test 2 | The parameter file: Different minimum platform-time parameter. |
| Test 3 | The parameter file: Different structure. |
| test 4 | The Macro file: Different structure. |
| Test 5 | Different combination of the parameter file and the Macro file. |
| Test 6 | No selection file. |
| Test 7 | No cutting file. |

Test 1. The first test relaxed all the manpower constraints in the parameter files except for the part-time manpower constraint for both garages. The total-runs constraint is set as $0^{42}$ and the maximum number of duties for all full-time duty types are relaxed to 999. This test is to examine what kind of Micro schedules HASTUS produces with virtually no full-time manpower constraints for both garages. The manpower constraint on part-time duties was not relaxed, since otherwise, a tremendous number of part-time duties would be generated because of the lower wage rate and the saving of premiums for part-time duties. For example, a total of 306 runs including 248 part-time duties were selected when the part-time manpower constraint was also relaxed in one experiment.

Compared with both the manual schedule and the base schedule, the test file did not result in any improvement for Cabot in terms of manpower and total pay hours as

[^56]shown in Table 4-15. The total runs and total pay hours in Test 1 for Albany seem marginally better than the manual and base schedules, however, there are 2 extras with an average length of 4 h 40 . This test would not necessarily be better after these extras are massaged into other duties. Therefore Test 1 for both garages did not produce better results for either garage.

Table 4-15: Micro Schedules for Different Input Files


Test 2. The average platform times for full-time split duties and part-time duties in the automated crew schedules for Cabot are usually lower than in the manual schedule. This may explain why the automated crew schedule always needs more manpower than the manual schedule for Cabot Garage. This test increased the minimum-platform-time parameter for every duty type in the parameter files by 10 minutes for both garages to see if the platform times in the automated crew schedule would be increased. The same adjustments were also applied to Albany Garage to see if any improvement is possible.

The test files produced virtually identical Micro schedules to the base schedules for both garages. The increase of the minimum platform-time parameter seemed unable to produce any improvement for Cabot or Albany here.

Test 3. The third test is to see if different parameter files can improve the automated crew schedules for both garages. As shown in the Cabot Garage Micro schedules in previous sections (e.g. Tables 4-8 and 4-12), the number of required parttime operators in these Micro schedules usually results in the violation of the manpower constraints (total runs and part-time duties). In these Micro schedules, the number of 1piece part-time duties are usually more than half the total required part-time duties. If these 1-piece part-time duties can be reduced, an acceptable Micro schedule which satisfies the manpower constraints may result for Cabot Garage. Since a 1-piece part-time duty type is included in the Albany base parameter file (Appendix C7), this duty type may be used to restrict the generation of 1-piece part-time duties (by setting the maximum allowed 1-piece part-time operators at 0 as in Appendix C7).

As a result, the parameter files originally used for both garages were exchanged in this test, i.e. the new parameter file for Cabot Garage was identical to the base Albany Garage parameter file except that the manpower parameters were set as before. The new parameter file for Albany Garage was identical to the base Cabot Garage parameter file with similar adjustments to the manpower parameters.

The number of 1-piece part-time operators for Cabot was expected to be reduced by setting a restriction on 1-piece part-time duties in this test. It seems that this restriction did prevent the generation of this kind of part-time duty type since there were no 1 -piece part-time duties in these two Micro schedules is contrast with the other Cabot Garage Micro schedules. However, the significant number of trippers in these two schedules show this restriction resulted in HASTUS assigning these pieces of work as trippers instead of possible one-piece part-time duties.

Test 4. The fourth test is to examine the input of different types of Macro files. The Macro files originally used for both garages were exchanged, i.e. the new test Macro file for Cabot Garage was basically the same as the base Albany Garage Macro file with the max-number-drivers constraint relaxed from 45 to 56. The new test Macro file for Albany Garage was basically the same as the base Cabot Garage Macro file except for similar adjustments.

It seems that this new Macro file produced a worse schedule for Cabot Garage in terms of required part-time duties and total runs. For Albany Garage, this new Macro file did not make any significant improvement with a virtually unchanged Micro schedule resulting.

Test 5. The parameter files and the Macro files in this thesis were created by simulating the manual duties. The parameter file and the Macro file built for a specified garage are consistent with each other, especially in terms of duty types defined in both files. In Tests 3 and 4, only parameter files or Macro files were exchanged for each garage. The duty types defined in the test parameter file (Macro file) may not be consistent with the original Macro file (parameter file) for each garage. Therefore, the test parameter files in Test 3 and the test Macro files in Test 4 were used simultaneously in this test for each garage to examine if the matching input files could do any better than the previous two tests (also compared with the manual and base schedules).

As in Test 3, the number of 1-piece part-time operators for Cabot was expected to be reduced by setting a restriction on 1-piece part-time duties in the parameter file. This restriction did discourage the generation of this kind of part-time duty, however, even though a more consistent Macro file was employed for Cabot Garage, a significant number of trippers was still generated by HASTUS exactly as in Test 3. As in previous tests, almost unchanged micro schedules were generated for Albany Garage.

Tests 6 and 7. The base selection and cutting files used in the evaluation in this thesis are almost the minimum requirements ${ }^{43}$ for the MBTA. Therefore, these two tests examine the potential impact a selection file or a cutting file may have on the final Micro schedule.

Without the selection file in Test 6, a resulting Micro schedule which is better than the Cabot Garage base schedule can be produced because of fewer restrictions. However, this does not prove that this is a feasible schedule, because some runs may be infeasible or unrealistic without the minimum requirements in the selection file. In general, without the restrictions of the selection file and the cutting file (Test 7), the generated Micro schedules for Cabot are better than other Micro schedules in Table 4-11 in terms of required manpower (except for the base schedule with the period length of 27 minutes). In contrast, the relaxation of these two files made the Micro schedules for Albany worse because of more part-time duties.

It seems that these different input files still cannot help Micro find an acceptable schedule for Cabot, or even make significant improvements either for the Albany Garage automated crew schedule or for the base Cabot Garage schedule. The results from Tests 1 to 5 show that neither different parameter files nor Macro files changed the final crew

[^57]schedules significantly. For Albany Garage, most automated crew schedules generated are still acceptable as were those in the previous sections. Unfortunately, there is still no acceptable automated crew schedule for Cabot Garage in Table 4-15. There are several possible explanations for these results. First, the strict work rules of the MBTA increase the difficulty of both the manual and the automated crew scheduling tasks. In the general crew scheduling process, many small pieces of work will be left. It is not easy to form them into feasible duties, especially when trippers are not allowed and the number of parttime manpower is limited. In addition, the duty length constraint, the overtime constraint, and the premiums will also encourage HASTUS to use cheaper part-time duties. From the Cabot Garage schedules above, we can see that a large number of part-time duties or extras are inevitably produced.

There may be another reason to explain this situation. MBTA has a very challenging problem for both vehicle and crew scheduling. Instead of two peak demands, there are actually three peak demands in the MBTA. For Cabot Garage, there is another school-trip peak in addition to the two peaks shown in Table 4-3. This peak starts before the evening peak and overlaps with it. It requires 123 buses for the fall schedule of 1994. This extra long peak increases the difficulty in the assignment of buses and operators for both the manual scheduling and the automatic scheduling.

Another reason may result from inappropriate parameter settings in input files for the Cabot case. For example, the soft rule of the maximum allowed duty-length is used to be defined as 11 h 00 instead of 13 h 00 (legal length in the union contract) in the MBTA. This soft rule may prevent the generation of more FTOs instead of PTOs as expected in Test 1, or it may prevent the increase of FTO platform times as desired in Test 2 which may decrease the required operators (either FTOs or PTOs). Another example is the fringe-benefits parameter in the macro file. In Appendix C5, the fringe-benefits parameters (35 and 30) for 2-piece split FTOs are lower than 3-piece split FTOs (45) and PTOs (75). In Appendix C10, this kind of parameter for both 2-piece or 3-piece split FTOs was
defined as the same value (50), while a lower fringe-benefits parameter for PTOs (compared with that in Appendix C5) was set at 65. Since a new macro file as Appendix C10 was used in both Tests 4 and 5, the comparatively lower fringe-benefits parameter (compared with original macro files as Appendix C5 in other tests) for 3-piece split FTOs did help the generation of this kind of duties compared with the base schedule. The numbers of 2-piece split FTOs in both tests were also reduced because of the comparatively high fringe-benefit parameter. In addition, the comparatively low fringebenefits parameter for PTOs also increased the number of required PTOs in Test 4. As for Test 5, if there was no restriction on the generation of 1-piece PTOs in the parameter file, 29 trippers generated might also be assigned as PTOs.

### 4.3.3.2 The Macro File

Many parameters can be used to approximate the union contract and other required criteria in Macro. The choice of suitable parameters and their corresponding values may be important for the final schedules (in Macro and Micro). The choice of certain parameters should be made carefully because of the characteristics (or limitations) of Macro and because of their possible impacts on the final schedules as well as their impacts on its use as a cost estimating procedure. The key question to be addressed in this section is how sensitive the final schedule is to the parameters selected.

1. Parameter Lengths: As mentioned above, the values defined in a Macro file must be consistent with the specified period length and approximate the key time attribute characteristics as closely as possible. Different selected values (parameter lengths) may greatly affect the Macro schedule and the corresponding Micro schedule. The prevention of trippers discussed in section 4.3.2.4 (as well as in Table 4-16: Base 2 and Test 2-1) shows exactly this kind of influence. However, the approximation of the key time attribute characteristics is usually limited by the available values associated with the specified period length, so some trade-offs have to be made in choosing a suitable parameter length.

Some examples with their impacts on the Macro schedules and Micro schedules are shown in Tables 4-16 and 4-17 for Cabot and Albany respectively. Base 1 and Test 11 in Table 4-16 show the first example of choosing a parameter length. As mentioned in section 4.3.2.4, 3-piece split full-time duties in the Cabot Macro file usually create too many variables for Macro to handle. The duty-length constraints (for split full-time duties) in the Macro file for Test 1-1 perfectly match the actual work rule (8h05). However, these period lengths will fail in the Macro function since neither a Macro schedule nor a Micro schedule can be created. Therefore, the duty-length constraint for the 3-piece split fulltime duty has to be lowered from 8 h 06 to 7 h 39 as in Base 1 to help Macro work. This case shows that a closely matched value does not necessarily work well. If the duty-length constraints for both 2- piece and 3-piece split full-time duties are lowered to 7 h 39 , the corresponding Macro and Micro schedules are slightly different from the base schedule (Base 1) in terms of manpower. Although required manpower (both total runs and the number of part-time duties) is slightly higher for Test 1-2, it does not prove that the parameter length which matches the criteria better is able to produce a better solution, at least this is not true for Base 2 and its associated test schedules. Test 2-2 which has the best matching parameter lengths created a Micro schedule with the highest required manpower (total runs and number of part-time duties) compared with Base 2 and Test 2-1.

Base 2 and associated testing schedules also raise a different concern. The maximum full-time duty length at the MBTA is 8 h 05 . In a Macro file with a period length of 34 minutes, it falls in the range between 7 h 56 and 8 h 30 . It seems that 8 h 30 is too large to be the maximum duty length set in the Macro file for full-time duty types. However, it is possible for actual full-time duties to have duty lengths over 7h56. In such a case, the period length of 8 h 30 may to be a more appropriate constraint (parameter length) to allow this kind of duty. If many actual duties have lengths over 7h56 and the Macro maximum duty length of 7 h 56 is chosen, the corresponding Macro schedule or Micro schedule may not be able to produce more closely matching and/or more productive duties than the
manual schedule (or the work rules). The trade-off between these two values which were used in the duty-length constraint for split full-time duties did have some impact on the Macro schedules and Micro schedules for Cabot Garage in terms of required manpower. However, there is still no positive correlation between Macro and Micro schedules for these period length trade-offs.

For Base 1 and Test 1-1, when the duty-length constraints for split full-time duties were lowered, the total runs in both Macro and Micro schedules did increase because of lower duty lengths or slightly lower average platform times. However, for Base 2 and Test 2-1, when the duty-length constraints for two 2-piece split full-time duties were lowered, its Macro schedule produced 20 trippers on top of almost the same required regular runs as Base 2. Moreover, this Macro file produces a Micro schedule as good as the best Micro schedule found (Base 1) so far.

Table 4-17 shows the corresponding results for Albany Garage. The only difference between these Macro files in Table 4-17 is the duty-length constraint (the 46th constraint) of the split full-time duty type. This duty-length constraint is varied from 6 h 36 to 8 h 30 for three different period lengths. It turns out that these Macro files created virtually unchanged Macro or Micro schedules for Albany. The only differences between these schedules are the total runs and the number of split full-time duties in the Macro schedules. It seems that the selection of period lengths does not affect the final Macro and Micro schedules Albany Garage at all.

From these two tables, it seems that the selection of period length does not affect the Macro or Micro schedule for either garage significantly. The Micro schedules for Cabot are still as unacceptable as those created in the previous sections, and HASTUS can still produce acceptable Micro schedules for Albany no matter how period lengths are changed. In addition, no positive correlation was found between Macro schedules and Micro schedules for two garages even if different parameter lengths were used.

Table 4-16: Crew Schedules with Different Macro Parameter Lengths for Cabot


Table 4-17: Crew Schedules with Different Parameter Lengths for Albany Garage


Test 2-1 in Table 4-16 is a very interesting and rare case for HASTUS. As shown in Table 4-16, even though the Macro schedule of Test 2-1 has 20 trippers, the associated Micro schedule is as good as the best Micro schedule found for Cabot so far. In general, only one optimized Micro schedule is available for every Macro file (Micro schedule). However, the Micro schedule of Test 2-1 is just the best schedule among several Micro schedules which can be produced by this Macro file. Table 4-18 shows all possible Micro schedules created by this Macro schedule. The base Micro schedule in Table 4-18 is the
initial Micro schedule for this specified Macro schedule. When the optimization function was employed, choices are identified between swing or pull for two relief opportunities for String \#1 of route \#1 at 4:39 p.m. and 1:24 p.m. ${ }^{44}$. If two swings are selected for these two opportunities, the optimized schedule would be created as shown in Test 1 in Table 418. However, if either of these two relief opportunities is chosen as pull, some error message will appear ${ }^{45}$. The Micro schedules then would be reported by HASTUS as Test 2 and Test 3 which contain many trippers.

Table 4-18: Special Micro Schedules for Cabot Garage


However, if the optimization function is re-employed on these two schedules (Test 2 and Test 3), the re-optimized schedules would be as shown for Test 2-1 and Test 3-1 respectively. Test 2-1 has the lowest total runs yet created in an automated crew schedule for Cabot, and the only one tripper prevents this Micro schedule from becoming the best

[^58]Micro schedule found so far for Cabot. This tripper is a long piece of work which starts at about 9:00 a.m. and ends at 4:39 p.m. This long piece of work violates the maximum piece-length constraint ( 6 h 00 ) in the MBTA union contract.
2. Fringe-benefits Parameter: In our experience, the fringe-benefits parameter in Macro that can be added to every duty type may be very helpful to direct the final schedules. For example, in addition to narrowing the permissible ranges of some constraints for the 3-piece duty type, we can also put a higher fringe-benefit penalty on it than on other 2-piece duty types for Cabot Garage. This can help Macro as well as the corresponding Micro to produce more 2-piece duties as shown in Table 4-19. The base Macro file in Table 4-19 is identical to the Macro file in Appendix C5. The only difference between the base Macro file and the first test Macro file (Test l) is that the fringe-benefits parameter (the 58th parameter) for the 3-piece duty type was reduced from 45 to 35 in the testing file. The Macro and Micro schedules are virtually the same for Base and Test 1. Nevertheless, the manpower requirements in both Macro and Micro schedules have changed. The lower fringe benefit encourages HASTUS to produce more 3-piece duties in both Macro and Micro schedules (for the first testing Macro file). Compared with the base schedule, this change also reduced the number of part-time duties and the total pay hours in the Micro schedule.

However, the use of the fringe-benefits parameter does not always guarantee reaching the desired objectives. Since the number of part-time duties could be reduced by lowering the fringe-benefits parameter for 3-piece duties, the second test file (Test 2) increased the fringe-benefits parameter for the 2-piece part-time duty type (the 86th constraint in Appendix C5) from 75 to 150 to discourage the employment of part-time duties in both Macro and Micro schedules. The fringe-benefits parameter of 1-piece parttime duties (the 95th constraint) was also increased from 100 to 999 to prevent the generation of trippers. The resulting Macro and Micro schedules (Test 2 in Table 4-19)
are basically the same as the base schedules. The number of part-time operators does not decrease in either Macro or Micro schedules as desired.

Table 4-19: Crew Schedules with Different Fringe Benefits for Cabot Garage


Table 4-20 shows the corresponding cases for Albany Garage. The test Macro files are basically the same as the base Macro file (see Appendix C10). Because the split fulltime duty type is preferred for a final schedule, the first test (Test 1) lowered the fringebenefits parameter (the 56th parameter) of the split full-time duty type from 50 to 30 . The second test (Test 2) increased the fringe-benefits parameter (the 70th parameter) of the part-time duty type from 65 to 130 to discourage the generation of part-time duties. The first test did increase the number of split full-time duties slightly by decreasing the number of part-time duties in Macro and Micro schedules, however, the number of part-time duties increased in the Micro schedules of the second test.

Through these tests, the fringe-benefits parameter seems unable to affect the final Micro schedules (the total pay hours, required manpower) significantly in both Macro and Micro schedules for both garages. In addition, as with the results for different period
lengths, different fringe benefits cannot help create an acceptable Micro schedule for Cabot or improve the Micro schedule significantly for Albany.

Table 4-20: Crew Schedules with Different Fringe Benefits for Albany Garage

| 1. Macro Sc | dules |  |  | 2. Micro Scl | dules |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Baso | Test 1 | Test 2 |  | Manual | Base | Test 1 | Test 2 |
| PTO wage rate | 16 | 16 | 16 | HO wage nate | 13.85 | 16 | 16 | 16 |
| Poilod length | 34 | 34 | 34 | Pentod lengih |  | 34 | 34 | 34 |
| Ftrope beneits | $(50,65)$ | $(30,65)$ | $(50,130)$ | Fingo benelits |  | $(50,65)$ | $(30,65)$ | $(50,130)$ |
| * of flo-str | 5 | 5 | 5 | * offlo-st | 13 | 8 | 8 | 6 |
| \% of flo-spl | 77.33 | 81 | 81 | 2-plece |  |  |  |  |
| 2-plece |  |  |  | Plotform tine | 6 h 05 | $5 \mathrm{H55}$ | 6 h 02 | 6 hoo |
| 3 -plece |  |  |  | of flo-spl | 72 | 75 | 79 | 77 |
| Duty length | 6 h 47 | 6h45 | 6h45 | 2-plece |  |  |  |  |
| Spread | 9 h 15 | 9735 | 9 h 22 | 3 -plece |  |  |  |  |
| \% of pfo | 45 | 41 | 41 | 4 -plece |  |  |  |  |
| 2-plece |  |  |  | Plotform time | 6h30 | 6735 | 6 h 27 | 6 h 27 |
| Duty length | 5 h 40 | 5 h 40 | 5 h 40 | * of pto | 45 | 47 | 43 | 46 |
| Spread | 12h11 | 12h21 | 12h20 | - 1-plece |  |  |  |  |
| Tolal Runs | 127.33 | 127 | 127 | 2 -plece |  |  |  |  |
| Duty length | 6h22 | on23 | 6h23 | 3 -plece |  |  |  |  |
| Spread | 10 n 20 | 10 n 27 | 10n22 | Platform time | 4 n 21 | 4h19 | 4h19 | 4h24 |
| Fof extros | 0 | 0 | 0 | Total Runs. | 130 | 130 | 130 | 129 |
| Worked hrs | 779.7 | 779.7 | 779.7 | Plotform time | 5h43.07 | 5h43.47 | 5h43.49 | 5h42.07 |
| hrs in extros | 0 | 0 | 0 | - of extrar | 0 | 0 | 0 | 2 |
| hrs in Guaranteed | 74.2 | 78.6 | 78.6 | Platform tme | Oh00 | Ohoo | OhOO | 5 h 20 |
| his h overtime | 0.1 | 0.1 | 0.1 | Re. I plafform | 743n27 | 744h54 | 744h57 | 735h34 |
| hrs of pald breok | 1.1 | 3.4 | 3.4 | Slon-on/pul | 160h06 | 153n29 | 155 h 52 | 155 h 30 |
| hrsin spread | 0 | 0 | 0 | Join-up | 4 h 48 | On18 | On46 | Oh52 |
| To. pay hour | 855.1 | 861.8 | 861.8 | Pald meal | 7h25 | 4 h 35 | 4h22 | 3 h 53 |
| \# of pleces. | 247.00 | 250.00 | 250.00 | Guaranteed run | 11 n 35 | 1th06 | 18 h 04 | 17 h 33 |
| Macro base schedules: from Table 4-13 Micro base schedules: from Table 4-14 |  |  |  | Overtime | 8 h 38 | 4 h 07 | 3h01 | 3 h 49 |
|  |  |  |  | Spreact rate 1 | 1 H 48 | 4 h 23 | 6 h 25 | 4h54 |
|  |  |  |  | Extra platform | OhOO | OhOO | Oh00 | 10144 |
| Fringe benefits: Fringe benefits defined in the |  |  |  | 7o. pay hour | 937.38 | 922.87 | 933.45 | 932.77 |
| macro file for key duty types: ( split fto duty (regular late fto), pto duty) |  |  |  |  |  |  |  |  |

3. The Wage-Rate Parameter in the Macro file: As shown in Appendixes C5 and C10, only one global wage rate is used in the Macro files for all duties as is the habit in the MBTA, i.e. the wage rates for full-time or part-time duties are set as the same value (set in the global hourly-rate parameter) in the Macro file. This may affect the way Macro cuts the blocks or matches duties. However, there should be no significant impact on the final Micro schedule from this kind of option, because the parameter file which has defined separated wage rates for full-time and part-time duty types should have greater (final) influence in forming the Micro schedule. To prove this, we re-conduct the most important parts of the evaluation (the impact of different PTO rates in section 4.3.2.2 and the impact of different period lengths in section 4.3.2.4) with separate wage rates for full-time duties and part-time duties in the Macro file for both garages. Except for this difference, all the files or parameters are the same as in the previous two sections.

Table 4-21: Micro Schedules for Different PTO Wage Rates and Macro PTO Rates


Table 4-21 reevaluates the impact of different PTO wage rates on final Micro schedules (especially for the number of part-time duties) which was presented in section 4.3.2.2. The base schedules for both garages are the same as the test results in Tables 4-8 and 4-9 (section 4.3.2.2). The PTO wage rate in the Macro file is now varied along with the PTO wage rate defined in the parameter file. As shown in Table 4-21 for both garages,
the number of part-time duties in every resulting schedule was slightly reduced, but the results are similar to the base schedules. The Micro schedules with the PTO wage rates of as high as $\$ 30$ or $\$ 100$ still do not reduce the number of part-time duties significantly. As concluded in section 4.3.2.2, even though the PTO wage rates in the Macro file are varied along with the PTO wage rates in the parameter file, this parameter is still unable to influence the number of part-time duties for either garage. In addition, there is no significant improvement for Micro schedules for both garages along with this kind of adjustment.

### 4.3.3.3 Relaxed FTO Spread-length Constraints

As mentioned in section 4.2.2, the maximum spread-length constraint is always set as 11 hours for all full-time duties as a soft rule for any crew scheduling process (manual or automated) in the MBTA. This soft rule may greatly restrict the ability of HASTUS to provide an acceptable optimized Micro schedule for Cabot Garage. If longer spread fulltime runs are allowed, the number of part-time duties and total runs may be reduced to satisfy the manpower constraints in Cabot Garage as desired by the MBTA. This kind of restriction may also lead to the Cabot Garage results noted in sections 4.3.2.2 and 4.3.3.1. In section 4.3.2.2, even if the PTO wage rate is as high as $\$ 30$ or even $\$ 100$, the number of PTO duties for the Cabot schedules remained constant at about 70 (Table 4-8). When the PTO wage rate is $\$ 100$, HASTUS would choose not to produce any part-time duties and instead assign a significant number of trippers. The test schedules (Tests 3 and 5) in Table 4-15 in section 4.3.3.1 show a similar result. When the one-piece part-time duties which usually amount to half the total part-time duties were restricted by a specific duty type (as both ptol duty type in Appendix C10), HASTUS would assign these pieces of work as trippers instead. It seems that this kind of maximum FTO spread-length soft rule may make PTOs and trippers the only option for the tests in these two sections (maybe in other sections, too). Since the maximum FTO duty length defined in the MBTA union
contract is 13 hours, in this section we re-evaluate the impact of this soft rule by relaxing it. Since the current soft rule can usually help HASTUS create acceptable Micro schedules for Albany Garage, the evaluation in this section will focus on Cabot Garage.

Appendix $D$ presents the new parameter file, the new selection file, and the new Macro file for the evaluation in this section with the relaxation of the maximum FTO spread length from 11 h 00 to 13 h 00 . All the maximum FTO spread-length constraints are relaxed in both the parameter file and the Macro file. As for the new selection file, the platform-time constraints and the constraint with the high penalty to prevent the generation of straight full-time duties were eliminated, because more straight duties may be generated from the relaxation of this soft rule and help create an acceptable Micro schedule for Cabot Garage. The elimination of platform-time constraints is also to relax as many restrictions as possible which might have reduced the ability of HASTUS to develop a good schedule for Cabot Garage. The initial assignment file and the cutting file are as before.

Table 4-22 shows the results of a similar evaluation as shown in section 4.3.2.2 for Cabot Garage: the impact of different PTO wage rates on Micro schedules. The base schedules are exactly the same as in Table 4-8 in section 4.3.2.2. The test schedules result from the new input files (with the relaxation of the maximum duty-length constraint). Compared with the base schedules, the number of PTOs and total runs have been reduced to close to those obtained in the manual schedule. This is accompanied by a significant decrease in the number of one-piece part-time duties. The number of one-piece PTOs has been reduced by about 20 in all test schedules as desired by assigning these pieces of work to FTOs thus increasing the FTO average platform times. The relaxation of the maximum spread-length constraint also helped increase the number of 3-piece FTOs (except in Test 5) and the average platform time of total runs. In addition, the make-up time-costs were virtually eliminated. However, the overtime penalties and spread premiums were greatly increased, especially the spread premiums over 11 hrs (Spread rate premium $=2$ ).

Table 4-22: Micro Schedules with Different PTO Wage Rates for Cabot Garage

## 1. Base Schedules



## 2. Test Schedules



It is not surprising that the total pay hours were also increased because of the allowed longer spreads. It seems that the relaxation of the maximum spread-length constraint can produce better Micro schedules in terms of the required work force (total runs and number of part-time duties) although at a significant cost in terms of total pay hours.

However, the results also confirm that different PTO wage rates still do not have great influence on the number of part-time duties generated. As the PTO wage rates is varied from 10 to 30, the number of part-time duties in the final Micro schedules remains constant at about 56 (excluding trippers).

To further explore the impact of the relaxation of the maximum spread-length constraint, another evaluation is presented regarding the impact of different period lengths on Macro and Micro schedules as in section 4.3.2.4. The base schedules in Tables 4-23 and 4-24 are identical to the schedules in Tables 4-11 and 4-12 in section 4.3.2.4. Tables 4-23 and 4-24 also present the Macro and Micro schedules for the new input files and different period lengths. The fringe-benefits parameter of 3-piece FTOs in the Macro file with period length of 27 minutes is slightly different from other schedules because of the previously mentioned limitation of the Macro function (maximum 2900 variables). Not until other parameters (e.g. the range-start parameter, the mealbreak-length parameter, the piece-length parameter, and the duty-length parameter) are tightened ${ }^{46}$ and the fringebenefits parameter increased from 45 to 55 does this Macro file work.

Except for Test 1, other Macro schedules (Tests 2, 3-1, 4-147) are quite different from the base schedules in terms of split FTOs. It seems that the maximum spread length of 13 h 00 helped Macro produce more 3-piece split FTOs instead of early 2-piece FTOs. However, the average spread lengths for different duty types do not necessarily increase

[^59](e.g. the average duty lengths of 3-piece and late 2-piece FTOs in Base 3 and Test 3-1) because of the relaxation of maximum allowed spread length.

Table 4-23: Macro Schedules with Different Period Lengths for Cabot Garage


These Macro schedules are virtually unchanged for different period lengths in terms of total runs, average platform times, and total pay hours. The total pay hours in test Macro schedules are all slightly greater than the base schedules because of more overtime penalties and paid breaks ${ }^{48}$.

Table 4-24: Micro Schedules with Different Period Lengths for Cabot Garage

${ }^{48}$ This may result from the generation of more 3-piece FTOs.

As show in Table 4-24, the test Micro schedules are much better than the base schedules in terms of required operators with lower numbers of PTOs and total runs required. The number of 3-piece FTOs also increased. An acceptable Micro schedule (Test 1) which is very close to the manual schedule was finally found for Cabot Garage. This Micro schedule even had lower required PTOs as desired by the MBTA. However there is still no apparent correlation between Macro and Micro schedules in terms of total pay hours. For example, the Macro schedules of Tests 2 and 3 are very similar, but their corresponding Micro schedules are quite different in terms of PTOs and trippers.

Compared with the Macro schedules of Test 1 and other tests, the distribution of split FTOs is quite different resulting from different fringe-benefits parameters. Since the Macro schedule of Test 1 could help generate an acceptable Micro schedule for Cabot Garage, it is interesting to examine if this Micro result can be derived from similar Macro schedules as Test 1. Accordingly, the fringe-benefits parameters in Tests 3-2 and 4-2 were increased to 55 as in Test 1. The resulting Macro schedules for Tests 3-2 and 4-2 were really close to Test 1 . However, these Macro schedules were not able to produce similar acceptable Micro schedules as Test 1. This also again showed the lack of correlation between these Macro and Micro schedules. One interesting result affects the 3-piece FTOs. Compared with Tests 3-1 and 4-1, fewer 3-piece FTOs were generated in Tests 3-1 and 4-1. It seems that the fringe-benefits parameter in the Macro schedule could indeed affect the generation of 3-piece FTOs in the Micro schedule. However, as concluded in section 4.3.3.2, it still had no great influence on the final Micro schedule in terms of manpower (total runs, total split FTOs, or total pay hours, etc.). The make-up (Guaranteed run) time-costs in all test Micro schedules equal 5 minutes, because the duty lengths for all full-time duties except one fixed straight full-time duty (with the duty length of 7 h 45 ) are greater or equal to 7 h 50 . It seemed that HASTUS tended to reduce make-up costs and increase spread premiums with the help of the relaxation of the FTO spreadlength constraint.

It seems that HASTUS is indeed able to provide an acceptable automated crew schedule for Cabot Garage which is quite different from the conclusion in previous sections. However, the Micro schedule of Test 1 in Table 4-24 seemed quite unique. Other Macro schedule with very similar conditions (parameters, input files, etc.) were not able to produce this kind of acceptable Micro schedule for Cabot Garage. This may imply that, unlike Albany Garage, the Cabot Garage case is very sensitive to parameter settings in input files. In addition, the total pay hours was significantly higher for the Cabot Garage automated crew schedule than the manual one (by about $3 \%$ ) and there was considerable reliance on spreads over 11 hours, which are not required in the manual solution.

### 4.3.4 Analysis of Different Work Rules

In previous sections, no clear correlations existed between Macro schedules and the corresponding Micro schedules for both Cabot Garage and Albany Garage as parameters and other inputs were varied. However, the variation between these Macro and Micro schedules is not great because they are all based on very similar conditions. To further examine the potential of Macro solution to predict final Micro schedule cost, it may be better to examine more radical changes in work rules. Since the Cabot Garage schedules are very sensitive to parameter settings, it may be hard to tell whether changes in Macro or Micro schedules result from the changes in work rules or other parameters in the Cabot case. Thus the evaluation in this section will focus only on the Albany case. The Macro and Micro schedules with a period length of 36 minutes, which were generated in Tables 4-13 and 4-14 and is the best feasible Micro schedule found so far for Albany, was chosen as the base Macro and Micro schedules. Their associated input files were used as the base input files. Three different major changes in work rules are examined in this section.

Scenario 1. Trippers are allowed.
All the restrictions on trippers in the macro file, such as the 14th constraint to 18th constraint in Appendix C10, were eliminated. The maximum number of extras in the parameter file (the extra-number parameter in Appendix C7-1) was relaxed from 0 to 999. The extra-penalty parameter was set at 0 instead of 10 and the extra-rate parameter was set as 1 instead of 1.5 in the parameter file. In addition, the high penalty to prevent the generation of straight FTOs in the selection file (the 4th constraint in Appendix C8) was totally relieved here (also in the following two tests).

Table 4-25 shows the resulting Macro and Micro schedules. The Macro schedules in the test (Test 1) were exactly the same as in the base case. Even before the use of the optimization function, no tripper was generated in the initial Micro schedule of Test $1^{49}$, not to mention the optimized Micro schedule (Test 1 in Table 4-25). It seemed that HASTUS could perfectly cut and match the Albany Garage vehicle schedule according to the input files without having to generate any tripper, even though there was no restriction preventing the generation of trippers. The elimination of the great penalty on straight FTOs in the selection file did help the initial Micro schedule of Test 1 generate more straight FTOs (13) than the base schedule. However, when the optimization function was applied in Test 1, the number of straight FTOs was reduced to 7 as in the base schedule, while the number of PTOs will be reduced to 43 and the number of split FTOs will be increased to 80.

It seemed that there was no significant influence from this change on either the Macro or Micro schedules. The resulting Macro and Micro schedules are basically the same as the base Macro and Micro schedules.

Scenario 2. A new split FTO duty type with the maximum allowed duty length relaxed from 7 h 50 to 9 h 50 was built, i.e. there were two split FTO duty types in this test:

[^60]one had the 8 hours' guaranteed pay ( 7 h 50 plus 10 -minute sign-on allowance), and the other had the 10 hours' guaranteed pay ( 9 h 50 plus 10 -minute sign-on allowance). The spread premiums for all FTOs were relaxed: FTO spreads over 12 hours are paid 1.5 times the regular wage rate. The maximum spread lengths for all FTOs were relaxed from 11 h 00 to the legal limit of 13 h 00 .

Table 4-25: Crew Schedules with Different Work Rules for Albany Garage


Accordingly, the spread length constraints, the spread-rate parameters in the parameter file and the macro file for all FTOs were changed. The duty-length constraint in the parameter and macro files for the new split FTO duty type was set as 9 h 50 . In addition, the overtime constraints for this new FTO type were also relaxed from 7 h 50 to 9 h50 (in both parameter and Macro files), and the maximum allowed platform-time constraint as well as the maximum paid-time constraint (similar to the duty-length constraint in the macro file) in the parameter file were also modified from 8 h 05 to 10 h 05 (including 15-minute allowed overtime).

Compared with the base schedule, these relaxation significantly reduced the makeup time-costs and resulted in lower total pay hours in the Macro schedule (Test 2). The average spreads for split FTOs were also increased. As a result, total required runs was reduced.

However, these changes seemed to have little influence on the resulting Micro schedule which was virtually the same Micro schedule as the base schedule. No split FTO duty with the 10 hours' guaranteed pay was assigned. It seemed that split FTO duties with the 10 hours' guaranteed pay were not economical enough to be employed. To prove this, we changed the fringe-benefits parameter of this kind of split FTO duty type (from 50 to 20), almost all split FTOs in the resulting Macro schedule had 10 hours' guaranteed pay, but the resulting Micro schedule was still the same as Test 2 or the base Micro schedule.

Scenario 3. The maximum overtime was relaxed from 15 minutes to 1 hour.
The maximum paid-time parameters for all FTOs in the parameter file were relaxed from 8 h 05 to 8 h 50 , as were the duty-length constraints for all FTOs in the macro file. In addition, all the spread-length parameters for FTOs were relaxed from 11 h 00 to 13 h 00 .

As in Test 2, the average spread for split FTOs in the Macro file was increased compared with the base schedule. And the total required runs was reduced. This improvement also helped reduce the make-up time-costs and thus reduced the total pay hours in the test Macro file.

Compared with the base Micro schedule, the test Micro schedule (Test 3) produced more FTOs and reduced required PTOs. However, there was still no significant impact shown in this Micro schedule.

Figure 4-3 shows the relationship between the test Macro schedules and Micro schedules. It seemed that no significant positive correlation existed between these Macro schedules and Micro schedules. It was not obvious that Macro would be able to reflect the potential impact of significant changes on the final crew schedule for current parameter settings in these cases.

Figure 4-3: Comparison between Macro and Micro Schedules for Albany Garage

| A. Total Pay Hours |  |  |  |
| :---: | :---: | :---: | :---: |
| Scenario | Manual | Macro | Micro |
| Orginal | 937.38 | 867.60 | 924.63 |
| Test 1 | 937.38 | 867.60 | 933.35 |
| Test 2 | 937.38 | 809.00 | 919.23 |
| Test 3 | 937.38 | 838.90 | 943.90 |


| Test 3 | 937.38 | 838.90 | 943.90 |
| :--- | :--- | :--- | :--- |



## B. Total Runs

| Scenario | Manual | Macro | Micro |
| :---: | :---: | :---: | :---: |
| Orginal | 130.00 | 127.36 | 130.00 |
| Test 1 | 130.00 | 127.36 | 130.00 |
| Test 2 | 130.00 | 100.39 | 130.00 |
| Test 3 | 130.00 | 108.50 | 130.00 |



### 4.4 Conclusions

In section 4.3.2.1, it seemed that HASTUS tended to create more part-time duties and trippers in an initial Micro solution than the number allowed in the parameter file (the hard rules). However, the optimization function available in Micro was able to delete many trippers after the initial Micro solution was generated. Under the current hard rules and soft rules in the MBTA, this function worked well for Albany Garage. It could delete all trippers and reduce the number of part-time duties to a satisfactory level for an initial Albany Garage Micro solution. For Cabot Garage, however it could not guarantee to delete all trippers, nor could it meet the maximum allowed part-time duties constraint desired by the MBTA, resulting in an unacceptable automated crew schedule. This function would usually increase total pay hours compared with the initial Micro schedule for both garages.

In sections 4.3.2.2 and 4.3.2.3, different PTO wage rates (varied from $\$ 10$ per hour to $\$ 100$ per hour) and different PTO manpower constraints had little effect on the number of PTOs with virtually unchanged optimized Micro schedules resulting for both garages. At no PTO wage rate was HASTUS able to create an acceptable optimized Micro schedule for Cabot Garage under current hard and soft rules. In contrast, HASTUS could usually create an acceptable optimized Micro schedule perfectly matching the manpower requirements for Albany Garage.

In section 4.3.2.4, acceptable Macro schedules resulted for both garages at different period lengths. Required total runs in Macro were all lower than the manual schedules for both garages, and required PTOs in both Cabot Garage or Albany Garage Macro schedules perfectly matched the manpower constraints. Optimized Micro schedules produced for Albany Garage were almost identical to their corresponding Macro
schedules matching the manual schedule. However, optimized Micro schedules for Cabot Garage resulting from different period lengths were quite different from their corresponding Macro schedules, specially in terms of required total runs and required PTOs. Different period lengths produced basically unchanged Macro and optimized Micro schedules for both garages. No significant correlation was found between the Macro schedules and the corresponding optimized Micro schedules for both garages under base parameter settings. Any Macro schedules had much lower total pay hours than corresponding optimized Micro schedules as well as the manual schedules for both garages, because total pay hours in any Macro schedules exclude sign-on allowances, pullin and pull-out costs, and join-up costs.

In section 4.3.3.1, different input files still were unable to produce an acceptable optimized Micro schedule for Cabot Garage under current hard and soft rules and they also produced virtually unchanged optimized Micro schedules for Albany Garage. In section 4.3.3.2, different parameter lengths in the Macro files did create slightly different Macro schedules for both garages, however corresponding optimized Micro schedules were basically unchanged. Different fringe-benefits parameters in the Macro files also resulted in basically unchanged optimized Micro schedules for both garages. In addition, it seemed that the use of a global wage rate file or the use of different wage rates for FTOs and PTOs in the Macro file did not significantly affect the results presented in sections 4.3.2.2 and 4.3.2.4 under current hard and soft rules: different PTO wage rates still could not be used to control the number of required PTOs.

In section 4.3.3.3, the relaxed FTO spread-length rule (from 11 hours to the legal limit of 13 hours) for Cabot Garage resulted in Micro schedules which were quite different from those created in previous tests. Manpower requirements (total runs and PTOs) in these Micro schedules were much closer to the desired level. An acceptable optimized Micro schedule which matched the manpower requirements (total runs and part-time duties) was also found. In addition, this relaxation helped HASTUS prevent the generation
of any full-time duty (except for fixed FTOs) with a duty length less than 7 h 50 . The relaxation of the FTO spread length constraint above did not guarantee the result of an acceptable optimized Micro schedule for Cabot Garage. Other appropriate parameter settings, such as a suitable period length, were also very important. The evaluation also showed that this relaxation usually resulted in greater total pay hours in a Cabot Garage optimized Micro schedule, by about $3 \%$ over the manual schedule.

In section 4.3.4, radically different work rules showed little impact on Albany Garage Macro and Micro schedules. The first test showed that HASTUS would not generate any trippers for the Albany Garage Macro or Micro schedules, even if all restrictions against trippers were eliminated. In addition, the Micro schedules resulting from these changes were virtually unchanged and no significant positive correlation was found between these Macro and Micro schedules. It was not obvious that Macro could reflect the impact resulting from different changes, although it was not possible to examine a wide range of Micro inputs to see if actual crew schedules better approximating the Macro results could be obtained.

From the evaluations above, it seemed that Cabot Garage optimized Micro schedules were quite sensitive to certain parameter settings but insensitive to others. Only with very careful parameter settings could HASTUS create an acceptable automated crew schedule for Cabot Garage. In contrast, an acceptable and satisfactory automated crew schedule which had lower total pay hours and satisfactory required work force characteristics could readily be found for Albany Garage.

# Chapter 5: Summary and Conclusions 

This chapter briefly summarizes this thesis and suggests topics for further research based on the findings of this thesis.

### 5.1 Thesis summary

The first part of the thesis explored the general problem of vehicle and crew scheduling. The roles of scheduling in both the transportation planning process and the operational planning process were discussed. The formulations and models for vehicle scheduling and crew scheduling are presented separately. We also discuss and summarize key elements in the formulation of vehicle and crew scheduling problems. The differences of scheduling problems between the urban public transportation systems and the airlines are also briefly described. At the end, approaches to joint vehicle and crew scheduling problem are presented compared with the traditional sequential scheduling process.

The evolution of the computer-based scheduling system is discussed in the second part. The earliest computer-based scheduling systems were not flexible enough to be used easily and effectively across different authorities with varied constraints and requirements. Therefore, the concept of the interactive environment was introduced in the development of computer-based scheduling system for urban public transportation. This function enables schedulers to get more involved in the computer-based scheduling process. The newer generation of systems are designed to allow schedulers more control over the final schedule, and thus make the computer system flexible to be readily usable across many
different authorities. Several computer systems and general heuristic methodologies are introduced in this part.

The final part presents the impacts of the installation and the results of the evaluations of HASTUS in the MBTA context. The installation of HASTUS had resulted in several impacts already. First, the size of the scheduling staff has been reduced substantially from around 10 to 6 at the current time, while the scheduler productivity has increased substantially. In the MBTA, 42 schedules in fall 1994 were generated with the help of HASTUS compared with 20 schedules before in essentially the same production cycle. Second, the resulting schedules are more accurate because of the reduction in manually produced paperwork. With HASTUS, the computer system can help avoid errors, such as misplacement of pieces of work, using a piece twice in different duties, or calculation errors (travel time, piece-length, duty-length, or cost), during the scheduling process. Because of this increase in scheduling efficiency, HASTUS has also enabled schedulers to try different scenarios (for cutting blocks or combining pieces into runs) to produce more economical schedules. Third, the computer system can now provide more useful information (reports) faster not only for the Plans and Schedules Department, but also for other MBTA departments.

HASTUS has been installed at the MBTA since 1986. While the vehicle scheduling and interactive (manual) crew scheduling functions are now used routinely, the automatic crew scheduling function has not yet been fully used in the regular scheduling process at the MBTA. Therefore, the evaluation in this thesis focused on the potential additional benefits to the MBTA from automated crew scheduling.

There are several key differences between depots selected for the evaluation: Cabot Garage and Albany Garage. First, the fleet size and required operators (FTOs and PTOs) in Cabot Garage are almost twice that than in Albany Garage. Second, no street reliefs are allowed in Albany Garage while there is no such restriction for Cabot Garage. Third, the final Albany operator duty ends before $9: 00$ p.m., while the final Cabot operator
duty ends between 1:00 a.m. and 2:00 a.m.. Finally, part-time duties in Albany Garage are a greater percentage of total runs than in Cabot Garage.

The evaluations showed that HASTUS tended to create more part-time duties and trippers in an initial Micro solution than the number allowed in the parameter file (the hard rules). However, the optimization function available in Micro was able to delete many trippers after the initial Micro solution was generated. Under the current hard rules and soft rules in the MBTA, this function worked well for Albany Garage. It deleted all trippers and reduced the number of part-time duties to a satisfactory level for an initial Albany Garage Micro solution. For Cabot Garage, however it could not guarantee to delete all trippers, nor could it meet the maximum allowed part-time duties constraint desired by the MBTA, resulting in an unacceptable automated crew schedule. This function would usually increase total pay hours compared with the initial Micro schedule for both garages.

Different PTO wage rates (varied from $\$ 10$ per hour to $\$ 100$ per hour) and different PTO manpower constraints had little effect on the number of PTOs with virtually unchanged optimized Micro schedules resulting for both garages. At no PTO wage rate was HASTUS able to create an acceptable optimized Micro schedule for Cabot Garage under current hard and soft rules. In contrast, HASTUS could usually create an acceptable optimized Micro schedule perfectly matching the manpower requirements for Albany Garage.

Acceptable Macro schedules resulted for both garages at different period lengths. Required total runs in Macro schedules were all lower than the manual schedules for both garages, and required PTOs in both Cabot Garage or Albany Garage Macro schedules perfectly matched the manpower constraints. Optimized Micro schedules produced for Albany Garage were almost identical to their corresponding Macro schedules matching the manual schedule. However, optimized Micro schedules for Cabot Garage resulting from different period lengths were quite different from their corresponding Macro schedules,
specially in terms of required total runs and required PTOs. Different period lengths produced basically unchanged Macro and optimized Micro schedules for both garages. No significant correlation was found between the Macro schedules and the corresponding optimized Micro schedules for both garages under base parameter settings. Any Macro schedules had much lower total pay hours than corresponding optimized Micro schedules as well as the manual schedules for both garages, because total pay hours in any Macro schedules exclude sign-on allowances, pull-in and pull-out costs, and join-up costs.

Different input files still were unable to produce an acceptable optimized Micro schedule for Cabot Garage under current hard and soft rules and they also produced virtually unchanged optimized Micro schedules for Albany Garage. Different parameter lengths in the Macro files did create slightly different Macro schedules for both garages, however corresponding optimized Micro schedules were basically unchanged. Different fringe-benefits parameters in the Macro files also resulted in basically unchanged optimized Micro schedules for both garages. In addition, it seemed that the use of a global wage rate file or the use of different wage rates for FTOs and PTOs in the Macro file did not significantly affect the results under current hard and soft rules: different PTO wage rates still could not be used to control the number of required PTOs.

The relaxed FTO spread-length rule (from 11 hours to the legal limit of 13 hours) for Cabot Garage resulted in Micro schedules which were quite different from those created in previous tests. Manpower requirements (total runs and PTOs) in these Micro schedules were much closer to the desired level. An acceptable optimized Micro schedule which matched the manpower requirements (total runs and part-time duties) was also found. In addition, this relaxation helped HASTUS avoid generating any full-time duty (except for fixed FTOs) with duty lengths less than 7h50. The relaxation of the FTO spread length constraint above did not guarantee the result of an acceptable optimized Micro schedule for Cabot Garage: other appropriate parameter settings, such as a suitable period length, were also very important. The evaluation also showed that this relaxation
usually resulted in greater total pay hours in a Cabot Garage optimized Micro schedule, by about $3 \%$ over the manual schedule.

The final set of evaluations showed that radically different work rules had little impact on Albany Garage Micro schedules. HASTUS did not generate any trippers for the Albany Garage Macro and Micro schedules, even if all restrictions against trippers were eliminated. In addition, the Micro schedules resulting from these changes were virtually unchanged, and no significant positive correlation was found between these Macro and Micro schedules. It was not obvious that Macro would reflect the impact resulting from different changes, although it was not possible to examine a wide range of Micro inputs to see if actual crew scheduling better approximating the Macro results could be obtained.

It seemed that Cabot Garage optimized Micro schedules were quite sensitive to certain parameter settings but insensitive to others. Only with very careful parameter settings could HASTUS create an acceptable automated crew schedule for Cabot Garage. In contrast, an acceptable and satisfactory automated crew schedule which had lower total pay hours and satisfactory required work force characteristics could readily be found for Albany Garage.

Throughout the research in this thesis, it seems that the computer-aided scheduling system is able to provide significant positive results in transit authorities. Savings on scheduling staff and time, improved scheduling productivity and efficiency can be expected from the employment of a modern computer-aided scheduling system. Such a system should also be able to provide feasible automated optimized crew schedules (and vehicle schedules) for either small or large garages. However, these systems (or at least HASTUS) may still not be very easy for schedulers to master and achieve the maximum benefits. Many parameters make it very difficult for schedulers to get maximum value from the system and discourage its use for the generation of feasible automated crew schedules. It is complicated to manipulate these parameters to create desired final automated crew schedules, because the interaction between these parameters and the impact from the use
of different parameters are neither clear and nor easily determined. Many trial-and-errors during the automated crew scheduling process may be inevitable resulting in great difficulty in finding an acceptable automated crew schedule. In addition, if schedulers want to be able to take full advantages of the computer-aided scheduling system, authorities have to pay substantial attention to training to help them fully understand these parameters and inputs.

### 5.2 Further Research

The feasibility of these automated crew schedules found in this thesis do not imply total acceptability of these machine schedules to the MBTA. More adjustments and tests in the full use of the selection file and the cutting file are necessary to help find fully acceptable automated crew schedules for the MBTA. In addition, since an acceptable Cabot Garage optimized Micro schedule is very sensitive to parameter settings, more evaluation may be necessary for exploring possible key parameters or combinations of parameters for the generation of better Cabot Garage optimized Micro schedules. More evaluations are also necessary to examine if significant correlation can be found between Macro schedules and corresponding Micro schedules for the large garage, i.e. to examine if Macro is indeed capable of being an effective cost estimating tool for the MBTA.

Further research can also extend the evaluation to a more comprehensive study area including other bus garages and transit lines. Through this comprehensive evaluation, the potential impacts of HASTUS in the MBTA can be fully understood. This comprehensive evaluation is necessary for the MBTA to make the most out of its investment in HASTUS.

Another research area deals with vehicle scheduling. The evaluation of HASTUS in the thesis focus on the automatic crew scheduling functions (Micro and Macro). In fact,
more saving of the crew schedule may derive from changes in the vehicle schedules. If the vehicle schedule can reduce an assignment of a bus, this can immediately save a duty in the crew schedule. Some adjustments in the vehicle schedule may also help reduce the makeup time in the crew schedule, or make a set of tighter schedules. These adjustments may also help HASTUS create acceptable and satisfying automatic optimized crew schedules for large garages. Therefore, further work can emphasize the relationship between the vehicle scheduling function and the crew scheduling function of HASTUS.

Further computer scheduling systems could be still more scheduler-friendly. Although the employment of the interactive environment is very important for success in the scheduling task, too many uncertainties may also confuse general schedulers and complicate the computer-aided scheduling process. For example, many available parameters and input files in HASTUS provide schedulers many useful options and tools to create desired crew runs. However, sometimes these options may confuse schedulers and complicate the use of HASTUS. In addition, similarity usually exists between parameters in different input files, such as different duty types defined in both parameter file and Macro file. The simplification of the (literally) hundreds of parameters in the various input files can greatly help save schedulers a significant amount of time and have easier control over desired final crew schedules. In the future, the integration of expert systems into the scheduling tool may be important to solve this kind of problem.

Of course, more detailed manuals or reports may be useful and important for schedulers. At the moment, current manuals provide simple explanations of basic commands rather than a comprehensive guide to obtaining full benefits from the system. If more information about the interaction between parameters (including different input files) and the resulting impacts are included in the manual, schedulers will have a better idea about how to use the system to obtained improved crew schedules.
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## Appendix A: Terminology

Block: The duration from the beginning of a pull-out to the end of a pull-in for the identical vehicle. Pull-out means that a vehicle leaves the garage, while pull-in means that a vehicle returns to the garage.

A daily vehicle schedule can consist of one or several blocks. A block can be broken into pieces of work assigned to different drivers. It is sometimes called a "string" or a "running board" in [28][42].

Relief point: Locations where an operator can either leave the vehicle to have a break, or take over a vehicle to continue the operation -- the latter action is usually called swing: one operator takes over the vehicle while the original driver goes off duty. Sometimes, it stands for only intermediate stops or places to be allowed for a swing along the route excluding garages or terminals.

Piece of work: It is a period during which an operator remains with a vehicle without a break. It may start and end at a relief point or at a garage or depot. It is generally used in urban public transportation systems. The term flight leg that has a similar meaning used in airline crew scheduling.

Run: A daily crew schedule that consists of one or more pieces of work. It is generally used in urban transportation. It is also called duty but is different from the term duty period in the airlines. "Runs" can usually be classified as 3 types: straight duties, split duties, or trippers.

Straight duty: A crew schedule or a continuous working period that may contain a short break for rest or a meal (usually less than 1 hour). This break is usually a paid break.

Split duty: A crew schedule which contains at least two pieces of works with at least one longer time break between these pieces of works. This break is usually an unpaid break.

Tripper: A single-piece of work with a short duration, such as one or two hours. It is usually assigned as overtime work for a full-time operator or is performed by a part-time operator. It is sometimes called an "extra".

Spread time: The elapsed time from the beginning of a crew's daily working schedule to the end of it. It is different from daily working hours (the duty length, the accumulated time of an operator's run) which is the actual working time including platform and allowance times. Spread time may consist of several unpaid breaks. There is generally a limit to the maximum spread time with spread penalties also being paid for long spread duties. Spread time is also called spreadover.

Allowance: The legal paid time during which operators are not driving a vehicle outside the garage (depot), e.g. the report time (sign-on and sign-off), meal time, pull-out and pull-in time or travel time between relief points, etc.

Platform time: The period that an operator is on a vehicle.
Rotating roster: A system where work schedules over a certain period, such as a week, are assigned to operators in a rotating manner, so that every operator will have the same work load (and payment) and rest periods. A roster consists of several daily runs.

## Appendix B: Relevant Union Contract Terms At the MBTA

1. Maximum hourly pay rate for full-time operator: $\$ 18.46$ per hour.
2. Minimum hourly pay rate for part-time operator: $\$ 13.85$ per hour.
3. Overtime rate: 1.5 times regular pay rate (for full-time duties).
4. Allowance for sign-on: 10 minutes for the bus and the street car system.
5. Maximum pay period without paying the overtime penalty: 7 hours 50 minutes plus 10-minute report time allowance.
6. The total duty-length of an overtime run is allowed from 7 hours 51 minutes to 8 hours 5 minutes (excluding the report allowance of 10 minutes).
7. The period when any relief is not allowed: 9:45 p.m. to 2:00 a.m. next morning.
8. Maximum piece length: 5 hours 59 minutes for full-time duties.

5 hours 50 minutes for part-time duties.
9. Spread rate (for full-time duties): over 10 hours, 1.5 times regular pay rate; over 11 hours, 2.0 times regular pay rate.
10. The maximum spread time is 13 hours for both full-time and part-time operators.
11. A full-time duty that starts before 5:00 a.m. must have a minimum 20-minute paid mealbreak. For other types of full-time duties, any mealbreak which is 31 minutes or more can be unpaid.
12. No tripper is allowed.
13. Allowance for each swing (just full-time duties): 20 minutes premium at the current pay rate.
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## Appendix C2-1:

The Complete Parameter File for Cabot Garage

parameter list for file pmanual

| add new arcs | (add-arcs | ) | yes |
| :---: | :---: | :---: | :---: |
| pilot bonus for fulltime operators | (bonus-pilaこ-fio | ) | 0.00 |
| pilot bonus for partiome operators | (bonus-pilot-pto | ) | 0.00 |
| bonus for a run or a extra | (bonus-run | ) | 0.00 |
| cash accounting | (cash | ) | Oh00 |
| relief window during layovers | (cut-in-layover | ) | ORSO 0500 |
| type of data | (data | ) | bus |
| default layover before e-cut | (e-cut-lav̌over | $)$ | Oh00 |
| early finishing runs | (early-run | 1 | 1000 |
| min and max number of extras | (extra-number | ) | $0 \quad 0$ |
| internal penalty for extras | (extra-penalty | ) | 10.00 |
| pay factor for extras | (extra-rate | ) | 1.50 |
| slack time after f.end | (f-end-serv-after | ) | 0 h 00 |
| slack time before f..end-oz-service | (f-end-serv-before | ) | Oh00 |
| flag for paying pilot bonus | (flag-pilot-bonus | ) | 0 |
| flag for paying relief ali, wance | (flag-reli̇fiallow | ) | 0 |
| fringe-benefits | (fringe-benefits | 1 | 0.00 |
| guaranteed pay time for a extra | (guarantee-extra | , | 0 h 00 |
| guaranteed pay time for a piece | ( Guarantee-piece | ) | 0 h 00 |
| changing points defined by default | (h-change-points | ) | yes |
| ignore reliefs at ends of strings | (h-compress-garage | ) | Oh00 |
| default deadhead time | (h-deadhead-default | ) | 60 |
| maximum length of a layover | (h-layover-1ength | , | Oh00 |
| length of paid break for straight run | (h-mealbreax | ) | 0h30 |
| min and max layover allowed | (h-min-max-lavover | ) | 0.00 0his |
| number of min-layovers to consider | (h-nb-min-13y | ) | 0 |
| min-layover for h..sm command | (h-sm-min-layover | ) | Oh00 |
| latest hour for a.m. prep/stow times | (h-veh-p/s-hour | ) | 1200 P |
| veh prep time (am and pm) | (h-veh-prep-am/pm | ) | 0h00 0h00 |
| veh stow time (am and pm ) | (h-veh-stow-am/pm | ) | 0hoo 0h00 |
| houriv pay rate for fto | (hourly-rate-fto | ) | 13.46 |
| hourly pay rate for pto | (hourly-raterpto | ) | 1ミ. 85 |
| payment option for ar n-piece fur | ( joinup-paymert | ) | 1 |
| peraltz on m-piece runs | (joinup-geralty | ) | 0.00 |
| late beginaing runs | (late-run | ) | 200 P |
| max length for non-partirioned stining | (max-feasibility | ) | 4h30 |
| add pulls during runcut <= value | (max-pull-rel-time | ) | 0 h 05 |
| max travel time in a run | (maximum-travel-time | ) | 2h00 |
| window for the mealbreak | (mealbreak-ivindow | $)$ | Ohoo 32hoo |
| minimum length of a half-run | (min-half-run-length | $)$ | 2h00 |
| minimum pay time for a break | (min-paid-braak | $)$ | 0h00 |
| minimum break between pieces | (minimum-travel-time | ) | Oh00 |
| pay differentiai for night runs | (night-differential | ) | empty vect. |
| relief option | (option-relief | , | 4 |
| option for calculating signon/off | (option-sign | ) | 1 |
| overtime rate or factor | lovertime-rate | ) | 1.50 |
| maximum number of split runs | (partimer-nb | ) | 0 |
| periods when reliefs are forbidden | (partition-forbidden | ) | 945? 800x |
| maximum reliefs in a string partition | (partition-max-piece | ) | 7 |
| max number of alt. string partitions | (partition-max-type | ) | 20 |
| max number of string partitions (total) | (partition-number | 1 | 1500 |
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afex-yeaxq(eaw)
 ч76uət-unx-jiey)
unx-e日
$\qquad$



## The Complete Parameter File for Cabot Garage



| voort voort9 t0 |  |
| :---: | :---: |
|  |  |
|  | 17 |
| G048 | SIUL |
| $\times 002$ | vo¢t |
| $\times 002$ | Voov |
| 5048 | oEvs |


| voozt $666$ | voort |
| :---: | :---: |
| จu! |  |
| 6S40t | 004 L |
| $\times 008$ | voozt |
| $\times 008$ | viog |
| 5048 | 0049 |
| 207 |  |


| $\begin{aligned} & \text { vo0 } \\ & 6666 \end{aligned}$ | voozt |
| :---: | :---: |
| əu | 7itif |
| $6 \mathrm{S40r}$ | s24L |
| $\times 008$ | voozr |
| $\times 008$ | VIos |
| S048 | LOYs |
| £०7 |  |

$0.1 \approx \operatorname{tu}-\sin \operatorname{sey}$

## Appendix C3：

## The Selection File for Cabot Garage

|  |  |  | hastus－micro |  |
| :---: | :---: | :---: | :---: | :---: |
| file description ： <br> Copied from sbc4il11－ $12 / 06 / 94-16: 19$ strobe Copiedfrom sport2－1：／30／ |  |  |  |  |
| description of selection file sbc441ew |  |  |  |  |
| 1 late spread $\begin{array}{llrl}\text { pen } 9999.9 & \text { run－spread } \\ & \text { run－end } & \text { 10h00－13h00 } & \text { run－type }\end{array}$ |  |  |  |  |
| $\begin{aligned} & 2 \text { avoid late sp } \\ & \text { pen } 100.0 \end{aligned}$ | ```dNone``` | $\begin{aligned} & \text { n from } \\ & \\ & \text { fto-split } \end{aligned}$ | $\begin{aligned} & \text { run-spread } \\ & \text { run-end } \end{aligned}$ | $\begin{aligned} & 0 h 00-10 h 00 \\ & 600 \geq-959 ? \end{aligned}$ |
| $\begin{aligned} & 3 \text { fto platfor:a } \\ & \text { pen } 100.0 \end{aligned}$ | ／hour for variation sun－type | $\begin{aligned} & \text { nfrom } \\ & \text { fto-split } \end{aligned}$ | run－platform－time | 7h01－7h20 |
| $\begin{aligned} & 4 \text { fto platform } \\ & \text { pen } 200.0 \end{aligned}$ | ／hour for variation run－type | $\begin{aligned} & \text { n from } \\ & \text { fto-split } \end{aligned}$ | run－platform－time | 7h21－7h45 |
| 5 fto platform <br> per 300.0 | ／hour for variation run－type | ```n from fto-split``` | run－platform－time | 7h46－8h05 |
| 6 schools |  |  |  |  |
| pen 9999．0 | run－number－pieces | 0 | routes | 9700 |
| $\begin{aligned} & 7 \text { 3-piece days } \\ & \text { pen -i25.0 } \end{aligned}$ | run－number－pieces | 3 | run－type | $f$ fo－split |
| $\begin{gathered} 8 \text { pto pia末末oran } \\ \text { pen } 125.0 \end{gathered}$ | ```/hour for variation run-type``` | $\begin{aligned} & \text { n fom } \\ & \text { ptol } \end{aligned}$ | run－platform－time | 4h40－5h50 |
| $\begin{aligned} & 9 \text { pto platEorm } \\ & \text { pen } 200.0 \end{aligned}$ | ／hour for variation run－type | $\begin{aligned} & \mathrm{from} \\ & \\ & \text { ptol } \end{aligned}$ | run－platform－time | 5h00－5h50 |
| 10 no straights pen 9999.9 | run－type | fto－straigh |  |  |
| 11 late trippers pen 9999.0 | run－number－pieces | 0 | piece－end | 730P－200x |
| 12 non pIIfもo pen 9999.9 | $\begin{aligned} & \text { run-type } \\ & \text { mealbreak-time } \end{aligned}$ | $\begin{aligned} & f t 0-5 p l i t \\ & 500 p-645 \mathrm{p} \end{aligned}$ | run－end | 800P－200\％ |

## Appendix C4:

## The Cutting File for Cabot Garage



Appendix C5:
The Macro File for Cabot Garage


## Appendix C5:

## The Macro File for Cabot Garage



## Appendix C6:

## The Input Assignment File for Albany Garage

| 1-piece | suns total e |  |  |
| :---: | :---: | :---: | :---: |
| 2-piece | runs 01 |  |  |
| 3-piece | runs 01 |  |  |
| aver. pla | EEOrmtime 0h001 |  |  |
| *** numb | er of runs : |  |  |
| *** aver | ge platform time : 0ho |  |  |
| regular | runs | time | averase |
|  | platiorm time | Oh00 | 0h00 |
|  | stand-by time | 0 h 00 | Oho |
|  | signon/oḟ | Oh00 | 0hoo |
|  | travel time | 0 h 00 | 0 hoO |
|  | joinup | 0 hOO | Ohoo |
|  | paid meal break | 0 hOO | Ohoo |
|  | guarantee piece | OhOO | OhOO |
|  | penalties |  |  |
|  | guarantee run | Oh00 | Ohoo |
|  | overtime | Oh00 | Ohoo |
|  | spread rate 1 | 0 hOO | 0 hoo |
|  | spread rate 2 | 0 hoO | Ohoo |
|  | spread rate 3 | Ohoo | 0 hoo |
|  | other penalties | 0 hoO | OROO |
| extras |  |  |  |
|  |  | 850 hoj | $5 \div こ$ |
|  | sEgnon/oEミ | 0 h 00 | OROO |
|  | guarantee piece | Ohoo | 0 hoo |
|  | overtime | 425h40 | $2 \mathrm{~h} \div 5$ |
|  | total cost |  | . $669.67 \$$ |
|  | hourly rate |  | 20.735 |
|  | average cost for regula |  | 0.005 |

## Appendix C6-1:

## The Output Assignment File for Albany Garage



## Appendix C7:

## The Parameter File for Albany Garage

## hastus-micco

## parameter list for file pamanual



## Appendix C7:

## The Parameter File for Albany Garage



|  |  | fto2 |  | fto3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (guarantee-run | ) | 7h50 |  | 7h50 |  |
| (joinup-length | 1 | Oh00 | Oh45 | OhOO | Oh45 |
| (mealbreak | ) | Oh25 | 4h00 | Oh 25 | 4 hoo |
| (mealbreak-unpaid | ) | 0h31 | 4h00 | Oh31 | 4h00 |
| (number-pieces | 1 | 2 | 2 | 3 | 6 |
| (overtime | ) | 7h50 |  | 7h50 |  |
| (paid-time | ) | 7h00 | 8 h 05 | 7 hOO | 8h05 |
| (parameter-set | ) | fto-s | lit | fto-s | plit |
| (piece-max-length | ) | 5h59 |  | 5h59 |  |
| (platform-time | ) | 4h00 | 8h05 | 4h40 | 8 h05 |
| (range-begin | ) | 501A | 800 x | 5018 | 800 x |
| (range-end | ) | 12002 | 8008 | 1200 A | 8008 |
| (spread | , | 7h15 | 10 L 59 | 7h25 | 10h59 |
| (type-description | ) | fulltime |  | fulltime |  |
| (type-aumber | 1 | 0 | 999 | 0 | 999 |



|  |  | ptol |  | ptoz |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (guarantee-run | ) | OhOO |  | 0 h 00 |  |
| (joinup-length | ) | 0 hOO | 0h45 | 0 mOO | 0¢45 |
| (mealbreak | ) | 0 h 00 | Ohoo | 0 hOO | 10 h 00 |
| (mealbreak-unpaid | ) | Oh00 | OhOO | 0h31 | 10 h 00 |
| (number-pieces | ) | 1 | 4 | 2 | 4 |
| (overtime | ) | 0.00 |  | Oh00 |  |
| (paid-time | $)$ | 4 hOO | 5h50 | 4h00 | 5h50 |
| (parameter-set | ) | pto |  | pto |  |
| (piece-max-length | ) | 5in50 |  | 5h50 |  |
| (platform-time | ) | 3h50 | 5 5 こ0 | 3h23 | 5h50 |
| (range-begir | ) | 500A | 4309 | 500A | 400 P |
| (range-end | ) | 1200 A | 9457 | 4002 | 9451 |
| (spraad |  | 4h00 | 5h50 | 5 h 51 | 13 hoo |
| (type-description |  | parttime |  | partti | me |
| type-number |  | 0 | 9 | 0 | 43 |

## Appendix C7-1:

## The Complete Parameter File for Albany Garage

parameter list for file pamanual

| d new | (add-arcs | ) | yes |
| :---: | :---: | :---: | :---: |
| pilot bonus for fulltime operators | (bonus-pilot-fto | ) | 0.00 |
| pilot bonus for parttime operators | (bonus-pilot-pto | ) | 0.00 |
| bonus for a run or a extra | (bonus-run | ) | 0.00 |
| cash accounting | (cash | ) | Oh00 |
| relief window during layovers | (cut-in-layover | ) | Ohoo OhOO |
| type of data | (data | ) | bus |
| default layover before e-cut | (e-cut-layover | ) | Oh05 |
| early finishing runs | (early-run | ) | 1005 |
| min and max number of extr | (extra-number | ) | 00 |
| internal penalty for extras | (extra-penalty | ) | 10.00 |
| pay factor for extras | (extra-rate | ) | 1.50 |
| slack time after f.end | (f-end-serv-after | ) | 0 hOO |
| slack time before f..end-of-service | (f-end-serv-before | ) | OhOO |
| flag for paying pilot bonus | (flag-pilot-bonus | 1 | 0 |
| flag for paying relief allowance | (flag-relief-allow | 1 | 0 |
| fringe-benefits | (fringe-benefits | ) | 0.00 |
| guaranteed pay time for a extra | (guarantee-extra | ) | 0 h 00 |
| guaranteed pay time for a piece | (guarantee-piece | $)$ | Oho 0 |
| changing points defined by default | (h-change-points | ) | yes |
| ignore reliefs at ends of strings | (h-compress-garage | ) | Ohoo |
| default deadhead time | (h-deadhead-default | ) | 60 |
| maximum length of a lavover | (h-lavover-length | ) | OhOO |
| length of paid break for straight run | (h-mealbreak | ) | Oh30 |
| min and max lavover allowed | ( h -min-max-layover | ) | 0.00 0h00 |
| number of min-layovers to consider | (h-nb-min-1ay | ) | 0 |
| min-layover for h..sm command | ( $\mathrm{h}-\mathrm{sm-min-layover}$ | ) | Oh00 |
| Latest hour for a.m. prep/stow times | (h-veh-p/s-hour | 1 | 1200 P |
| veh prep time (am and pm) | (h-veh-prep-am/pm | ) | Ohoo Ohoo |
| veh stow time (am and pm) | (h-veh-stow-am/pm | ) | OhOO Oh00 |
| hourly pay rate for fto | (hously-rate-fto | ) | 18.46 |
| hourly pay rate for pto | (hourly-rate-pto | ) | 13.85 |
| payment option for an n-piece run | (joinup-payment | 1 | 1 |
| penalty on n-piece runs | (joinup-penalty | , | 0.00 |
| late beginning funs | (laterrun | $)$ | 2008 |
| max length for non-partitioned string | (max-feasibility | $)$ | 4 h 30 |
| add pulis during runcut < = value | (max-pull-rel-time | $)$ | Oh05 |
| max travel time in a run | (maximum-travel-time | J | 2h00 |
| window for the mealbreak | (mealbreak-window | , | Oh00 32h00 |
| minimum length of a half-run | (min-half-run-length | ) | 2h00 |
| minimum pay time for a break | (min-paid-break | $)$ | OhOO |
| minimum break between pieces | (minimum-travel-time | $)$ | OhOO |
| pay differential for night runs | (night-differential | ) | empty vect |
| Eelief option | (option-reliet | ) | $\begin{aligned} & 4 \\ & 1 \end{aligned}$ |
| option Eor calculating signon/oft | (option-sign | ) | 1. 50 |
| overtime rate or factor | (overtime-rate | ) | 1.50 |
| maximum number of split runs | (partimer-nb (partition-forbidden | $)$ | 945 P 800 X |
| periods when reliefs are forbidden maximum reliefs in a string partition | (partition-forbidde <br> (partition-max-piec | $)$ | $945 \mathrm{P} \quad 78$ |
| maximumireliefs numbr of alt. string partitions | (partition-max ${ }^{\text {(pype }}$ | ) | 20 |
| max number of string partitions (total) | (partition-number | ) | 1500 |

## Appendix C7-1:

## The Complete Parameter File for Albany Garage

## hastus-micro

parameter list for file pamanual

| penalty on a piece | (partition-pen-ct | 5.00 |  |
| :---: | :---: | :---: | :---: |
| penalty on the number of pieces | (partition-pen-nb ) | 1.00 |  |
| min number of alt. string partitions | (partition-string-min) | 3 |  |
| period length for Hastus-Macro | (period-length ) | Oh3 4 |  |
| maximum number of pieces | (piece-max-number | 6 |  |
| minimum piece length | (piece-min-length | Oh50 |  |
| print option | (print-level | 5 |  |
| celief allowance | (relief-allowance | 0 hOL |  |
| min. leagth to relieve in layover | (relief-in-layover | 32 hoo |  |
| permit removal of arcs from network | (remove-arcs | no |  |
| report time for pull-outs | (report-pull ) | Oh10 |  |
| contigrous days off in a roster | (roster-cont-days-off) | no |  |
| guaranteed time in a week (roster) | (roster-guarantee | Ohoo |  |
|  | (roster-nb-days | 15 |  |
| minimum rest period (roster) | (roster-off-run | 0 hOO |  |
| latest end time for an unpaid break | (run-end-paid-break | 800 x |  |
| morning rush hours | (rush-hous1 | 630 A 830A |  |
| afternoon rush hours | (rush-hour2 | 330 P 730 P |  |
| add. report time for 2nd period pull | (second-period-pull | Oh05 |  |
| slack allowed for relief | (shift-relief-max | 1 h 00 |  |
| signon/ofit time at a garage | (signon/off-garage | Ohoo 0h00 |  |
| signonfoḟ time at a relief point | (signon/off-relief | Ohoo 0hoo |  |
| bonus (es) for spread | (spread-bonus | empty vect. |  |
| allowable spread (based on rus end) | (spread-end | empty vect. |  |
| premium zate(s) for spread | (spread-rate | 10 hoo 1.50 |  |
|  |  | $11 \mathrm{h00} 2.00$ |  |
| maximum percentage of straights | (straight-max-percent) | 100 |  |
| minimum percentage of straights | (straight-min-percent) | 0 |  |
| straight deletion | (straight-over | 0 |  |
| ranges for run summaries | (straight-summary | empty vect. |  |
| swing allowance | (swing-allowance | Oh20 |  |
| minimum length for a tachnical break | (technical-break | OhOO |  |
| number of runs | (total-runs | 119 |  |
| travel time option for a joinup | (travel-joinup | 1 |  |
| travel time option for a mealbreak | (travel-mealbreak ) | 2 |  |
| maximum walking and slack time | (travel/slack ) | Ohoo OhOO |  |
| fto-straight |  | ftol | Eto4 |
| guaranteed pay time for a run | (guarantee-run | 7h50 | 7h50 |
| maximum length of a half-run | (half-run-length | 5h59 | 5h59 |
| min and max joinup length | (joinup-length | Oh00 0h00 | 0h00 0h44 |
| min and max mealbreak | (mealbreak | Oh23 0h45 | Oh23 0h46 |
| pay rate for mealbreak | (mealbreak-rate ) | 1.00 | 1.00 |
| min and max unpaid mealbreak | (mealbreak-unpaid | OhOO OhOO | Oh00 0h00 |
| min and max number of pieces in a run | (number-pieces ) | 22 | 23 |
| max pay time without overtime | (overtime ) | 7h. 50 | 7h50 |
| min and max paid time | (paid-time ) | 7h00 8h05 | 7h00 8h05 |
| set assaciated with the run-type | (parameter-set | Eto-straight | fto-straight |
| maximum piece length | (pieco-max-length ) | 5h59 | 5ı59 |

## Appendix C7-1:

## The Complete Parameter File for Albany Garage

## hastus-micro

parameter list for file pamanual

(platform-time
(range-begin
(range-end
(spread
(type-description
(type-number
(uncover-time

|  | ftol |  | fto4 |  |
| :---: | :---: | :---: | :---: | :---: |
| ) | 5h30 | 8 h 05 | 4h48 | 8h05 |
| 1 | 1200 A | 500A | 501A | 1130 P |
| 1 | 1200A | 800 x | 1200 A | 800 x |
| ) | 7h15 | 8 h 05 | 7h15 | 8h05 |
| 1 | fullti |  | fullt |  |
| , | 0 | 999 | 0 | 999 |
| ) | 1200A | 1200A | 1200A | 1200A |



|  | (guarantee-run (half-run-length (joimup-length (mealbreak <br> (mealbreak-rate <br> (mealbreak-unpaid <br> (number-pieces <br> (overtime <br> (paid-time <br> (parameter-set <br> (piece-max-length <br> platform-time <br> (range-begin <br> (range-end <br> (spraad <br> (trpe-description <br> (typo-number <br> (uncover-time |
| :---: | :---: |


| ¢セ02 | fto3 |
| :---: | :---: |
| 7h50 | 7h50 |
| 5h59 | 5h59 |
| Oh00 0h45 | Oh00 0h45 |
| Oh25 4h00 | 0h25 4h00 |
| 1.00 | 1.00 |
| 0h31 4h00 | 0h31 4h00 |
| 22 | 36 |
| 7h50 | 7h50 |
| 7h00 8h05 | 7h00 8h05 |
| fto-split | fto-split |
| 5h59 | 5h59 |
| 4 hoo 8 h 05 | 4h40 8h05 |
| 501A 800x | 501A 800x |
| 1200A 800x | 12008 800x |
| 7h15 10h59 | 7h25 10h59 |
| fıiltime | fulltime |
| 0999 | 0999 |
| 1200A 1200A | 1200A 1200A |



|  |  | ptoz |  |
| :---: | :---: | :---: | :---: |
|  |  | Oh00 |  |
|  |  | 5h50 |  |
| 0 hOO | Oh45 | Ohoo | 0 h 45 |
| Oh00 | OhOO | Oh00 | 10 hoo |
| 0.00 |  | 0.00 |  |
| Oh00 | Oh00 | 0h31 10.20 |  |
| 1 | 4 | 2 | 4 |
|  |  | Oh00 |  |
| 4 hOO | 5h50 | 4h00 | 5h50 |
| pto <br> 5h50 |  | pto |  |
|  |  |  |  |
| 3h50 | 5h50 | 3h23 | 5h50 |
| 500A | 430 P | 500A | 4001 |
| 1200A | 945 P | 4007 | 9451 |

## Appendix C7-1:

## The Complete Parameter File for Albany Garage

| parameter list for file pamanual |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| pto : |  |  | ptol | pto2 |
| min and max spread | (spread | 1 | 4h00 5h50 | 5h51 13h00 |
| type description | (type-description | ) | parttime | parttime |
| min and max number of runs | (type-number | ) | $0 \quad 9$ | $0 \quad 43$ |
| uncovered window | (uncover-time | ) | 1200 A 1200A | 1200A 1200A |

## Appendix C8:

## The Selection File for Albany Garage

| hastus-miczo |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ```file description : Copied from sbc25011 - 12/15/94-13:54 st=obe copied from description of selection file sba25011``` |  |  |  |  |
|  |  |  |  |  |
| 1 late spread pen 9999.9 | run-spread <br> rus-end | $\begin{array}{r} 10 h 00-13 h 00 \\ 900 \mathrm{D}-200 \mathrm{x} \end{array}$ | cun-type | fto-split |
| 2 avoid late spr pen 100.0 | ```d /hour for variation run-type``` | $\begin{aligned} & \text { from } \\ & \text { f七o-split } \end{aligned}$ | $\begin{aligned} & \text { run-spread } \\ & \text { run-end } \end{aligned}$ | $\begin{aligned} & 0 h 00-10 h 00 \\ & 600 \mathrm{P}-959 \mathrm{P} \end{aligned}$ |
| 3 schools |  |  |  |  |
| 4 no straights pen 9999.9 | cun-type | fニo-straig |  |  |
| 5 late trippers pen 9999.0 | run-number-gieces | 0 | piece-end | 7309-200x |
| 6 non pm fto pen 9999.9 | $\begin{aligned} & \text { run-type } \\ & \text { mealbreak-time } \end{aligned}$ | $\begin{gathered} f \pm 0-5 p 1 i t \\ 500 \mathrm{P}-645 \mathrm{P} \end{gathered}$ | run-end | 8009-200x |

## Appendix C9:

## The Cutting File for Albany Garage



## Appendix C10:

## The Macro File for Albany Garage

```
1
2
3
4
```

    * test
    ```
    * test
    def number-peak-hours 2
    def number-peak-hours 2
    def peak-hour 1 7h22
    def peak-hour 1 7h22
    def peak-hour 2 17h34
    def peak-hour 2 17h34
    def signon-signoff 0h10 0h10
    def signon-signoff 0h10 0h10
    def quaranteed-piece 1h42
    def quaranteed-piece 1h42
    def max-feasibility 3h24 15.0
    def max-feasibility 3h24 15.0
    def no-piece-cut 6h48 9h04
    def no-piece-cut 6h48 9h04
    def no-piece-cut 17h00 19h16
    def no-piece-cut 17h00 19h16
    def no-piece-cut 22h06 30h02
    def no-piece-cut 22h06 30h02
    def pieces-penalty 3h24 0.01
    def pieces-penalty 3h24 0.01
    def hourly-rate 18.46
    def hourly-rate 18.46
    def number-types 3
    def number-types 3
    def tripper-exist-block no
    def tripper-exist-block no
    def tripper-peak yes
    def tripper-peak yes
    def tripper-dif-penalty 15.0
    def tripper-dif-penalty 15.0
    def tripper-max-length 10h46
    def tripper-max-length 10h46
    def tripper-factor 1.3 2h50
    def tripper-factor 1.3 2h50
    constraint 1 spread 11h20 or less minimum 100.0 type 1 2 over 1 2
    constraint 1 spread 11h20 or less minimum 100.0 type 1 2 over 1 2
    schedule file list
    schedule file list
    charac-schedule
    charac-schedule
    evaluate-agreement
    evaluate-agreement
    *
    *
    * regular early fto
    * regular early fto
    *
    *
duty-type 1 fto category a
duty-type 1 fto category a
def range-start 0h00 5h06
def range-start 0h00 5h06
def number-pieces 2 3
def number-pieces 2 3
def duty-length 6h48
def duty-length 6h48
def overtime 7h50 1.5
def overtime 7h50 1.5
def mealbreak-length 0h34 0h34
def mealbreak-length 0h34 0h34
def break-worked Oh00 1.0
def break-worked Oh00 1.0
def coffee-break 0h34 0h34
def coffee-break 0h34 0h34
def piece-length 1h08 5h40
def piece-length 1h08 5h40
def half-duty-length 1h08 5in40
def half-duty-length 1h08 5in40
def max-spread 7h56
def max-spread 7h56
def pieco-peak 3 2
def pieco-peak 3 2
def piece-block 3 1
def piece-block 3 1
def fringe-benefits 50.0
def fringe-benefits 50.0
*
*
* regular late fto
* regular late fto
*
*
duty-type 2 fto eategory a
duty-type 2 fto eategory a
def range-start 5h06 17h00
def range-start 5h06 17h00
def number-pieces 2 3
def number-pieces 2 3
def dutv-length 6h48
def dutv-length 6h48
def overtime 7h50 1.5
def overtime 7h50 1.5
def mealbreak-length 1h08 3h24
def mealbreak-length 1h08 3h24
def coffee-break 0h34 0h34
def coffee-break 0h34 0h34
def piece-length 1h08 5h40
```

def piece-length 1h08 5h40

```

\section*{Appendix C10:}

\section*{The Macro File for Albany Garage}
```

def half-duty-length 1h08 5h40
def max-spread 10h46
def piece-peak 3 2
def sEread-rate 10h12 1.5
def spread-rate 11h20 2.0
def fringe-benefits 50.0
*

* 2piece partimer
* 

duty-type 3 pto category b
def range-start 5h06 7h5ó
def number-pieces 2 2
def min-work-time 4h32
def duty-length 5h40
def meaibreak-length 6h14 10h12
def piece-length Ih08 5h40
def piece-peak 2 10
def max-spread 13h02
def max-number-drivers 45
def fringe-benefits 65.0
execution

```
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\section*{The Parameter File for Cabot Garage}


\section*{Appendix D2:}

\section*{The Selection File for Cabot Garage}


\section*{Appendix D3:}

\section*{The Macro File for Cabot Garage}
```

1

```
    * test
```

    * test
    def number-peak-hours 2
    def number-peak-hours 2
    def peak-hour 1 7h22
    def peak-hour 1 7h22
    def peak-hour 2 17h00
    def peak-hour 2 17h00
    def signon-signoff Ohlo 0h10
    def signon-signoff Ohlo 0h10
    def guaranteed-piece 1h42
    def guaranteed-piece 1h42
    def max-feasibility 4h32
    def max-feasibility 4h32
    def no-piece-cut 4h32 7h56
    def no-piece-cut 4h32 7h56
    def no-piece-cut 22h06 30h02
    def no-piece-cut 22h06 30h02
    def number-types 6
    def number-types 6
    constraint 1 spread 13h02 or less minimum 100.0 type 1 2 3 4 over 1 2 3 4
    constraint 1 spread 13h02 or less minimum 100.0 type 1 2 3 4 over 1 2 3 4
    schedule file list
    schedule file list
    evaluate-agreement
    evaluate-agreement
    * 
* 
* straight run
* straight run
* 
* 

duty-type i fto category a
duty-type i fto category a
def range-start 0h00 5h06
def range-start 0h00 5h06
def overtime 7h50 1.5
def overtime 7h50 1.5
def number-pieces 2 2
def number-pieces 2 2
def mealbreak-length Oh34 1h08
def mealbreak-length Oh34 1h08
def duty-length 8h30
def duty-length 8h30
def piece-length 2h16 5h40
def piece-length 2h16 5h40
def max-spread 13h02
def max-spread 13h02
def hourly-rate 18.46
def hourly-rate 18.46
def f:inge-benefits 50.0
def f:inge-benefits 50.0
*
*

* early regular split
* early regular split
* 
* 

duty-twpe 2 fto category a
duty-twpe 2 fto category a
def range-start 4h32 8h30
def range-start 4h32 8h30
def number-pieces 2 2
def number-pieces 2 2
def overtime 7h50 1.5
def overtime 7h50 1.5
def du=\because-1ength 8h30
def du=\because-1ength 8h30
def mealbreak-lencth oh34 1h42
def mealbreak-lencth oh34 1h42
def piece-length 1h42 5h40
def piece-length 1h42 5h40
def max-spread 13h02
def max-spread 13h02
def spread-rate 10h12 1.5
def spread-rate 10h12 1.5
def spread-rate 11h20 2.0
def spread-rate 11h20 2.0
def hou=ly-rate 18.46
def hou=ly-rate 18.46
def fringe-benefits 35.0
def fringe-benefits 35.0
*
*

* regular 3piece rur
* regular 3piece rur
* 
* 

duty-type 3 fto category a
duty-type 3 fto category a
def range-start 4h32 8h30
def range-start 4h32 8h30
def range-start 10h12 11h54
def range-start 10h12 11h54
def overtime 7h50 1.5
def overtime 7h50 1.5
def number-pieces 3 3
def number-pieces 3 3
def dutv-length 7h22

```
def dutv-length 7h22
```


## Appendix D3:

## The Macro File for Cabot Garage

| 51 | def mealbreak-length 1h42 $2 \mathrm{hl6}$ |
| :---: | :---: |
| 52 | def max-spread 13 h 02 |
| 53 | def piece-length 1h42 3h58 |
| 54 | def spread-rate $10 \mathrm{hl2} 1.5$ |
| 55 | def spread-rate 11h20 2.0 |
| 56 | def hourly-rate 18.46 |
| 57 | def fringe-benefits 45.0 |
| 58 |  |
| 59 | * late regular split |
| 60 |  |
| 61 | duty-type 4 fto category a |
| 62 | def range-start 13h02 16h26 |
| 63 | def overtime 7h50 1.5 |
| 64 | def number-pieces 22 |
| 65 | def duty-length 8 h 30 |
| 66 | def mealbreak-length Oh34 1h08 |
| 67 | def piece-length 1h42 5h40 |
| 68 | def max-spread 13h02 |
| 69 | def spread-rate 10h12 1.5 |
| 70 | def spread-rate 11h20 2.0 |
| 71 | def hourly-rate 18.46 |
| 72 | def fringe-benefits 30.0 |
| 73 |  |
| 74 | * partimer 2 pieces |
| 75 |  |
| 76 | duty-type 5 pto category b |
| 77 | def range-start 5h06 7h56 |
| 78 | def mealbreak-length 4h32 7h22 |
| 79 | def piece-length 1h42 5h40 |
| 80 | def max-spread 13h02 |
| 81 | def number-pieces 22 |
| 82 | def duty-length 6h14 |
| 83 | def piece-peak 22 |
| 84 | def max-number-duties 5ó |
| 85 | der hourly-rate 13.85 |
| 86 | def fringe-benefits 100.0 |
| 87 |  |
| 88 | * partimer 1 piece |
| 89 |  |
| 90 | duty-type 6 pto category b |
| 91 | def number-pieces 00 |
| 92 | def trippor-max-1ength 4h32 |
| 93 | def tripper-factor 15.0 3h58 |
| 94 | def tripper-dif-penalty 15.0 |
| 95 | def fringe-benefits 200.0 |
| 96 | execution |

$$
145+-7
$$


[^0]:    1 A detailed introduction to HASTUS will be presented in Chapter 3.

[^1]:    ${ }^{2}$ An introduction to the general scheduling process will be presented in chapter 2 of this thesis.

[^2]:    ${ }^{3}$ For example, Dantzig G. B., Fulkerson [65] used a linear programming model to solve a tanker scheduling problem in 1954.

[^3]:    ${ }^{4}$ In both applications of the sequential scheduling process, vehicle scheduling is performed first with crew scheduling based on the resulting vehicle schedule.

[^4]:    ${ }^{1}$ The restrictions arise both within the operational level and from the two higher planning levels.

[^5]:    ${ }^{2}$ One computerized system with this kind of function is discussed in chapter 3: the VAMPIRE system.
    ${ }^{3}$ In most papers, the term vehicle (or crew) schedule indicates one daily assignment for a single vehicle (or crew) while the term the vehicle (or crew) schedules indicates daily assignments for the whole fleet (or for all crews).

[^6]:    ${ }^{4}$ The make-up time is the difference between the guaranteed daily pay hours and the (smaller) platform time. It is the time a driver is paid without working. A good set of crew schedules should keep this kind of extra pay as low as possible.
    ${ }^{5}$ The minimum cost is generally the primary objective, but not the only one.

[^7]:    ${ }^{6}$ Magnanti [9] presents a detailed discussion of vehicle fleet planning (routing and scheduling) problems, focusing on heuristic and exact solution methods for routing problems.
    ${ }^{7}$ In this thesis, the meanings of task, trip and a piece of work are identical.
    ${ }^{8}$ The cost could be the capital cost, the operating cost or any other cost function. For example, some formulations directly set up the objective function to minimize the number of paths which also means to minimize the vehicles required, i.e. the capital cost.

[^8]:    ${ }^{9}$ The six workshops were held in Chicago (1975), Leeds (1980), Montreal (1983), Hamburg (1987), Montreal (1990), and Lisbon (1993).
    ${ }^{10}$ An operational research workshop: AGIFORS (Airline Group of the International Federation of Operational Research Societies) also provides a similar forum for both operational research models and applications of computer systems in airlines.

[^9]:    ${ }^{11}$ Profit maximization is also a popular objective, especially in the airline industry.
    ${ }^{12}$ To minimize the fleet size is a very popular objective, but sometimes restrictions will not allow the system to have the minimum fleet size. For example, if interlining in a bus system is not allowed, then the total fleet size for the system may not be minimized [7].
    ${ }^{13}$ To simplify the process, only one objective is generally taken for both peak and off-peak hours for most scheduling problems.

[^10]:    ${ }^{14}$ These types consist of deadheads, pull-ins, pull-outs, and revenue trips.

[^11]:    15 The vehicle demand in a peak period is typically the total vehicles required. Under this assumption, we can choose the maximum demand for vehicles in peak periods.

[^12]:    ${ }^{16}$ Sometimes, it will be difficult to decide the additional cost. For a set of vehicle schedules, we can allocate the capital cost according to the existing fleet size. However, we usually do not know about how many blocks will be generated before the generation of the final schedule. 17 Also in Abara's [53].

[^13]:    ${ }^{18}$ Many different constraints or different conditions can also be used to classify vehicle scheduling problems as shown in [1]. For example, scheduling problems with random instead of deterministic demands.
    ${ }^{19}$ It is also called flow conservation, nodal balance or Kirchhoff equation: It indicates that the flow

[^14]:    ${ }^{20}$ A discussion about a related topic: working conditions is given in [23].
    ${ }^{21}$ The work rules used in the MBTA are also shown in Appendix B.

[^15]:    ${ }^{22}$ This characteristic also affects the vehicle scheduling mentioned in section 2.2.1.
    ${ }^{23}$ Similar set covering formulations as shown below are also presented in [2][3][28][42].

[^16]:    ${ }^{24}$ When deadheading is permitted, it implies that trip i could be served by more than one crew duty.

[^17]:    ${ }^{25}$ Of course, this concern is also affected by the safety factor. The safety requirements of a bus are not so strict as those of an aircraft.
    ${ }^{26}$ This does not imply that scheduling problems with lower service frequencies as in the airlines are easier that those in urban public transportation systems. Scheduling problems in the airlines still have to deal with a large number of flight legs and possible connections for the schedules.

[^18]:    ${ }^{27}$ The fleet characteristics include size, capacity, vehicle type, the limitations of functions of different vehicle type, etc.

[^19]:    ${ }^{28}$ Instead, the combined timetable/aircraft scheduling problem may be more practical for the airline industry. This problem could be formulated as a combined routing/scheduling problem as discussed in Bodin et al. [3].

[^20]:    ${ }^{29}$ The HASTUS strategy will be discussed in the chapter 3.

[^21]:    ${ }^{30}$ A piece of work is a part of a crew duty as defined in Appendix A.

[^22]:    ${ }^{1}$ Most of models employed at that time were assignment models or the set covering models.

[^23]:    ${ }^{2}$ The complete package here means that the system consists of both vehicle and crew scheduling subsystems

[^24]:    ${ }^{3}$ The components of the system are described in Rousseau and Blais [18].
    ${ }^{4}$ These simplified conditions are discussed below.

[^25]:    ${ }^{5} \mathrm{~A}$ "feasible piece" implies that certain rules, such as minimum and maximum piece lengths are satisfied.
    ${ }^{6}$ To make the presentation easier, a crew run is limited to at most two pieces of work as above.

[^26]:    ${ }^{7}$ Scott [7] extends this formulation to perform his joint scheduling analysis as mentioned in section 2.4.

[^27]:    ${ }^{8}$ This is presented in detail in Chapter 4 in this thesis.

[^28]:    ${ }^{1}$ The red, orange, and blue lines are heavy rail lines. The green line is a light rail line, and is sometimes called the street-car system.

[^29]:    ${ }^{2}$ The characteristics of garages, transit lines and bus routes, such as the travel times, route conditions, etc.

[^30]:    ${ }^{3}$ After crew schedules are finished by the Plans and Schedules Department, they are sent to the corresponding garages. The garages display these schedules and operators pick their desired duties in order of seniority.

[^31]:    ${ }^{4}$ Schedulers do not have to worry about how to assign pieces of work in the late period with the restricted manpower, overtime, and duty length constraints.

[^32]:    ${ }^{5}$ Rousseau and Blais [18] describe HASTUS and the relevant working files.

[^33]:    ${ }^{6}$ The assignment file, the parameter file, the cutting file, and the macro file. The selection file will be used only in Micro, not Macro.
    ${ }^{7}$ For example, a complete micro schedule for Cabot Garage will take 55 CPU minutes or more on VAX $4000 \_300$, but it only takes around 5 to 10 CPU minutes to run a macro file for the same garage.

[^34]:    ${ }^{8}$ HASTUS can also create taxi trips in the vehicle schedule. In the Cabot and Albany cases, there are no taxis.

[^35]:    ${ }^{9}$ Detailed operator assignments (including the specific pieces of work for every run, the associated platform time, duty length, paid premiums, etc.) are also available.
    ${ }^{10}$ In a parameter file, this cost can be defined in the extra-rate and extra-penalty parameters. As shown in Appendix C2-1, these two parameters were set as 1.5 and 10 respectively for Cabot Garage.

[^36]:    ${ }^{11}$ However, the reported cost listed in an assignment file does include the costs of extras.

[^37]:    ${ }^{12}$ In terms of the number of pieces of work, the platform times, meal-break lengths, etc.

[^38]:    ${ }^{13}$ In the MBTA, these two breaks are classified into two types: one is the paid meal break, and the other is the paid join-up time. Therefore, it can be said that a 3-piece straight duty has one paid meal break and one paid join-up time. The join-up time is similar to the travel time between two pieces of work.

[^39]:    ${ }^{14}$ Since more part-time duties are not desired in the MBTA, the current assigned part-time duties in the manual schedule are set as the upper limit in the parameter files in the following evaluation for both garages.
    ${ }^{15}$ We already have fixed 15 straight duties. These duties will not be included while considering the manpower constraint for this specific duty type. Therefore, the minimum and maximum number of full-time straight duties are set as 0 and 13 respectively, not 15 and 28.

[^40]:    ${ }^{16}$ These criteria, of course, should not violate the hard rules.

[^41]:    ${ }^{17}$ Different penalties, such as 9999 or 100 , are used to distinguish the preferences between specified restrictions. For example, the penalty of 9999 strongly suggests HASTUS not violate the specified restriction. However, unlike the union contract, these "soft" constraints (even with the penalty of 9999) can still be over-ridden by HASTUS.
    ${ }^{18}$ The parameter of run-number-pieces is set at 0 by HASTUS to represent trippers.

[^42]:    ${ }^{19}$ The start point of a trip may not be close to the garage. There has to be some travel time between the garage and this start point, so there has to be some overlap between pull-in and pull-out times to keep the schedule. Therefore, it is usually impossible for a single vehicle (operator) to cover both pull-in and pull-out.

[^43]:    ${ }^{20} 2 \mathrm{~h} 04=124$ minutes $=31$ minutes*3; 2h08=128 minutes=32 minutes $* 4$.
    ${ }^{21}$ 4:24 a.m. to 4:48 a.m. is the twelfth period, and 4:48 a.m. to 5:12 a.m. is the thirteenth period. ( 4 hours 48 minutes $\div 24$ minutes $=12 ; 5$ hours 12 minutes $\div 31$ minutes $=13$ ). $5: 11$ a.m. lies between 4:48 a.m. and 5:12 a.m..
    ${ }^{22}$ For example, HASTUS will match two pieces of work one of which ends at Period 13 and the other which starts at Period 15, no matter the actual ending for the first piece of work and the starting time for the second piece of work as long as they fall in these periods -- these two pieces of work may not be connected when the actual ending and starting times are considered.

[^44]:    ${ }^{23}$ According to the Macro manual [77], the maximum number of variables should be 4000. However, the Macro computer software installed at the MBTA can deal with at most 2900 variables.
    ${ }^{24}$ A detailed assessment of different period lengths will be presented in section 4.3.
    2531 minutes * $12=6 \mathrm{~h} 12,31$ minutes * $13=6 \mathrm{~h} 43,31$ minutes * $15=7 \mathrm{~h} 45,31$ minutes * 25=12h55; 34 minutes * $11=6 \mathrm{~h} 14,34$ minutes * $12=6 \mathrm{~h} 48,34$ minutes * 14=7h56, 34 minutes * 23=13h02.

[^45]:    ${ }^{26}$ The penalty of 15 used in this parameter means that for any tripper with length over this specified constraint, a cost will be imposed which equals the product of the regular pay rate and this factor (15). The penalties used in a macro file will not be reflected in the final reported cost as for those in a selection file or a cutting file.

[^46]:    ${ }^{27}$ The starting times, the number of pieces of a split full-time duty, the duty length, etc.

[^47]:    ${ }^{28}$ There is no spread premium for part-time operators (See the MBTA union contract in Appendix B).
    ${ }^{29}$ ( $(0.5$ (spread premium for the spread between 10 hours and 11 hours ) * 1 hr ) + ( 1 (spread premium for the spread over 11 hours) $* 0.5 \mathrm{hr}$ )) $* \$ 18.46$ (full-time wage rate/per hour) 3 (full-time operators) * 20 (weekdays per month) $=\$ 1107.6$
    ${ }^{30}$ During this period, there were 24 terminations among 148 part-time subway operators,

[^48]:    compared with 92 terminations among 1462 full-time subway operators. The terminations resulted from retirements, discharges, and temporary layoffs. Although the statistics are from the subway system, it also represents the general results in the MBTA.
    ${ }^{31}$ This cost includes the dollar costs such as uniform fees, training costs, and other non-monetary costs such as the cost resulting from management problems, etc.
    ${ }^{32}$ These are proposed by the union.

[^49]:    ${ }^{33}$ Such as the extra-penalty parameter and the extra-rate parameter in Appendix C2-1, or the tripper-factor and other related parameters in Appendix C10.

[^50]:    ${ }^{34}$ As mentioned before, the reported average platform times do not include pull-in and pull-out times.

[^51]:    ${ }^{35}$ It is abbreviated as the PTO wage rate in the following sections, while the full-time operator pay rate is abbreviated as the FTO wage rate.
    ${ }^{36}$ The definition of the total pay hours is explained in section 4.2.1.

[^52]:    ${ }^{37}$ The Albany macro file used in this part is slightly different from that in the first part. The number-pieces parameter (the 62 nd constraint) was changed from (2) to (12) to allow one-piece part-time duties to be generated.
    ${ }^{38}$ The selection file is not required for the Macro function.

[^53]:    ${ }^{39}$ The PTO manpower constraint was adjusted as above.

[^54]:    ${ }^{40}$ These explain why the manpower is lower than the manual schedule.

[^55]:    ${ }^{41}$ Full-time split duty type: The max-spread constraint (the 36th constraint) was relaxed from 7 h 56 to 8 h 24 . The duty-length constraint (the 46th constraint) was relaxed from 7 h 28 to 7 h 56 . Part-time duty type: The range-start constraint (the 61st constraint) was relaxed from ( 5 h 08 7h56) to ( 5 h08-8h24). The max-number-drivers constraint (the 69th constraint) was relaxed from 45 to 56.

[^56]:    ${ }^{42}$ When the total-runs constraint is set as 0 , it implies the number of runs suggested by Macro is to be generated [76].

[^57]:    ${ }^{43}$ The platform-time parameters in the selection file for Cabot are not strictly necessary. They are added because the platform times of duties created in the automated crew schedule are usually lower than expected.

[^58]:    ${ }^{44}$ This kind of situation is very rare. In general, HASTUS will decide relief types for every case by itself during the automated crew scheduling process.
    45 The message is shown as: "Pull pieces have been used. The assignment file does not agree with this selection."

[^59]:    ${ }^{46}$ For example, the duty-length constraint for 3-piece FTOs was reduced from 8 h 06 to 7 h 39 . The maximum piece-length parameter was reduced from 5 h 51 to 3 h 36 .
    ${ }^{47}$ Tests 3-2 and 3-3 will be discussed later.

[^60]:    ${ }^{49}$ This is also obvious while comparing with all the base schedules, which are all initial micro schedules, in Table 4-7.

