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#### Abstract

The speed of signal processing tasks in machine vision is often limited by the large amount of data in an image that must be acquired, transmitted, and processed. One such task is the automatic alignment of parts in manufacturing processes. Applications such as photolithography, PC board fabrication, and high speed web processes, such as color printing, require an alignment sensor that can quickly detect the location of an alignment mark. This research investigated the potential of using analog focal plane processing to build fast alignment sensors. The designs take advantage of the fact that analog circuits generally require less area, power, and time to perform basic computations compared to digital signal processing. Thus, these circuits can be incorporated with the imager on a single integrated circuit chip to compute alignment error. The resulting sensor is faster, more compact, weighs less, and consumes less power than a comparable digital system where the imager is separated from the signal processor.

Two sensors were designed and both use photodiodes that are spatially arranged to mate with the image of a particular alignment mark. Incorporated alongside the photodiodes are circuits which convert the photocurrents into an alignment error signal that is independent of illumination level. One of the sensor designs detects the image of a surveyor's mark (a light and dark check pattern). A coarse alignment signal is obtained by operating the sensor as a four quadrant photodiode. Additional photodiodes detect the edges of the mark to provide a more sensitive fine alignment signal. The other sensor operates with a square grating mark. Coarse alignment is accomplished using edge detection and the fine alignment signal is obtained from a position sensitive moiré fringe pattern formed between the sensor and the image of the mark.

The sensors were fabricated in a $2 \mu \mathrm{~m} n$-well BiCMOS process. Test results of the photocurrent amplifiers confirmed gains ranging from 8 to over 800,000 depending upon the image brightness. The sensors were tested in a mock alignment system and were able to guide alignments with a repeatability of better than 60 ppm of the target size. Sensor bandwidths up to 55 kHz were measured. These results demonstrate that alignment sensors operating at speeds substantially above video rate can be built by incorporating focal plane image processing.
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## Introduction

Many manufacturing processes require accurate position alignment between a part or product and the machine operating on it. Fiducial marks are often used to aid in this alignment process. Manually positioning such marks can be both tedious and slow. Thus, many ways of automating this operation have been developed in order to improve alignment speed and reliability. One of the most important components of any automatic alignment system is the sensor which detects the alignment error. A fast and accurate sensor is essential for quick alignment and high product throughput.

Optical alignment systems are used for many manufacturing tasks, especially in the production of semiconductor microcircuits. Photolithography is a notable example although automatic alignment is also used in die slicing and bonding, as well as wafer probing for testing [1]. Similar alignment problems to those in photolithography occur in the manufacture of flat panel displays, multilayer PC boards, and some web processes such as color printing. All of these tasks require several layers of patterned material to be aligned precisely [2].

Systems for automatically performing alignment vary greatly between manufacturers. Alignment marks range from bars and crosses to diffraction gratings and Fresnel zone plates. The detection systems can be as simple as a photodiode and slit or as complicated as a digital image acquisition and processing system. The type of alignment system chosen often depends upon the precision desired. Systems based on the diffraction properties of light are often used when the desired registration accuracy approaches the wavelength of light. Less sophisticated imaging systems can be used when the registration requirements are less stringent [3].

Many systems use digital signal processing to determine alignment error. This approach has several strengths. Foremost among these is versatility. A software algorithm for image processing can be readily modified for a particular application. Another advantage is the computational accuracy afforded by digital computing. Finally, because such systems are comprised of standard imagers and signal processors, they are relatively inexpensive. These systems also have some disadvantages. Chief amongst these is the speed at which such systems can com-
pute the alignment error. The camera alone typically takes 17 ms (video rate) to acquire and transmit the image. This time results from the information bottleneck that occurs when the two-dimensional image is transformed into a one-dimensional data stream. Additional time is consumed by the subsequent digital signal processing. Although this computation can be pipelined to obtain a high throughput of image information, it is difficult to keep the latency small. This delay can be an important limit on the bandwidth of the alignment system. Another disadvantage of such systems is the limit on alignment accuracy imposed by the pixel size of the imager. Although subpixel accuracy is possible, it can be difficult to detect positions much better than one fourth to one tenth of the pixel size $[1,4,5,6,7]$ although others claim that accuracies of one to four percent are possible $[8,9]$.

This research investigated the possibility of using integrated analog focal plane processing to build sensors for automatic alignment. The sensors described in this thesis use photodiodes to detect the alignment marking and circuits integrated with the photodiodes to compute an alignment error signal. Analog circuits are used because they generally require less time, area, and power to perform basic functions when compared to digital signal processing. Computations that can be done easily with analog circuits include the arithmetic operations of addition, subtraction, averaging, multiplication, logarithm, exponentiation, and absolute value as well as light sensing, time and spatial integration, filtering, and thresholding. Unfortunately, analog processing also has some serious disadvantages. Analog circuits are inflexible once built, have limited computational accuracy (typically on the order of eight bits), are expensive in low volume production, and may take more effort to design [10, 11, 12]. Another difficulty with focal plane processors is the small amount of computation that can be built into the tight area constraints of an imaging pixel.

The compactness of analog computation allows the relatively simple signal processing for alignment to be combined with the optical sensor on the same integrated circuit. This reduces the communication bottleneck between the imager and the signal processor and allows for parallel computation with the image information. These advantages combined with the speed of analog computation enable the design of a fast alignment sensor. A single integrated circuit package and associated optics can acquire the image, process it, and output the appropriate error signals to guide an alignment servomechanism. Such a sensor can be faster and more compact, weigh less, and consume less power than digital solutions.

The thesis begins in Chapter 2 by presenting some background information on alignment, clarifying terminology, and discussing various approaches to automatic alignment that have been proposed and/or implemented in the past. Some application areas are discussed with an emphasis placed on photolithography. Various alignment techniques are summarized including methods based on image moments, edge detection, correlation, diffraction gratings, and moiré fringe patterns.

These alignment techniques can be broken down broadly into two classes. The first category
consists of techniques that search for a single feature, or small number of features, in an image to locate the target. Examples include edge detection, correlation, and moment methods. The second class consists of multiple feature techniques that examine the changes in large patterns to determine position. These techniques combine information from the large number of features that comprise the pattern. The primary examples are grating techniques that use moiré fringes and the diffraction patterns of light to detect misalignment. In this work two sensors were designed to explore how analog focal plane processing could be adapted for these two different approaches to alignment.

Chapter 3 presents a sensor design that uses edge detection to position a target called the surveyor's mark. The sensor has two modes of operation. A coarse alignment signal is generated by comparing the brightness in quadrants of the image. After initial positioning with this signal, edge detection is used to proved a more sensitive fine alignment signal for completing the alignment. These two methods are explained in the first half of the chapter. The latter half discusses the circuits and implementation issues that arise in transforming the detected image into an output alignment error signal.

The surveyor's mark sensor was fabricated and its test results are presented in Chapter 4. Measurements were made characterizing the photodiodes and amplifiers. A mock alignment system was also constructed to test the sensor when imaging the target mark. Error signals and alignment trajectories were measured for different target positions using this system. Closed loop alignments were completed and the resulting trajectories and repeatability are discussed. The chapter concludes with data on the sensor bandwidth and noise characteristics.

The second sensor design uses a more complicated square grating target and a moiré fringe alignment technique. Chapter 5 presents the theory behind the operation of this sensor. Coarse alignment is accomplished using edge detection and final positioning is achieved by detecting a moiré fringe formed between the sensor and the target grating. Most of this chapter is devoted to developing models for the coarse and fine alignment signals. An absolute value circuit important for the edge detection is discussed near the end. This sensor uses current amplifiers similar to those discussed in Chapter 3 for the surveyor's mark sensor.

Test results from the square grating sensor are presented in Chapter 6. The absolute value circuit is characterized first. This is followed by data from the sensor operating in the mock alignment system. Results are shown for the alignment error, trajectories, repeatability, as well as measurements of the sensor bandwidth and noise.

The two sensor designs are compared in Chapter 7 and a discussion of the strengths and weaknesses of the implemented alignment methods is made. The discussion is framed around the distinction drawn between single feature methods and pattern methods for alignment. Various measures of performance such as repeatability, bandwidth, and noise are also discussed. The sensors work well, but there is room for improvement. Chapter 8 covers some possible changes to the designs that could make their performance even better. The work is summarized and
concluding comments are made in Chapter 9.
This thesis examines some of the potential advantages of focal plane processing and what is required to capitalize on them. These ideas are applied to the particular problem of automatic alignment because it appears to fit well with the strengths afforded by focal plane processors. The resulting sensors have definite advantages over other methods, primarily in their speed. In the course of designing these sensors, the issues that limit the speed are explored and some of the constraints of focal plane processing are further illuminated. Test results from these sensors confirm their operation and characterize the performance.

## Background

### 2.1 Introduction

Much work has been done over the years in order to automate the alignment process in various manufacturing tasks. There are many different alignment problems and a variety of ways to solve them. This section begins by presenting two basic alignment situations and some associated terminology. Some application areas requiring high speed automatic alignment are discussed with an emphasis on photolithography in semiconductor manufacturing. Several alignment methods are then treated with examples from the literature, most of which also concern the alignment problem in photolithography.

### 2.2 The Alignment Problem and Terminology

"Alignment" can be defined as the proper positioning of two parts relative to each other. For optical alignment systems this usually means positioning alignment marks. There are really two alignment problems which can be termed "mark-to-mark" alignment and "mark-to-sensor" alignment. Although both seek the same goal, the relative positioning of two parts, they differ fundamentally in implementation.

Mark-to-mark alignment is perhaps the more familiar situation and is depicted in Figure 2-1. A cross and its outline form the fiducial marks in this example, although many other mark combinations are possible. A target mark appears on the part which is to be aligned. It is aligned to a reference mark referred to as the reticle. Typically the reticle is fixed in the optical system, such as crosshairs in a gunsight or microscope. The first lens images the target mark onto the reticle and the image of both is then focussed onto the sensor by the second lens. If a human operator were performing the alignment, for example, then the sensor would be the retina of the eye. In this system the sensor views both marks and neither the sensor nor the marks need to be in a fixed position with respect to the optics. Where the image of the marks


Figure 2-1: In mark-to-mark alignment both the target mark and the reticle are imaged onto the sensor. The target mark is aligned to the reticle.


Figure 2-2: Mark-to-sensor alignment images only the target mark onto the sensor. The target is aligned to the sensor which can be viewed as incorporating the reticle.
falls on the sensor is not important.
Mark-to-sensor alignment is illustrated in Figure 2-2. Here the sensor itself is the reference and is fixed in relation to the machine, usually on the optic axis. The target mark is imaged onto the sensor and aligned to it. Note that there is no reticle mark although the sensor can be considered as being an implicit reticle mark.

Mark-to-sensor and mark-to-mark alignment are different in important ways. Mark-to-mark alignment requires a more complex optical system. Furthermore, the image processing problem of aligning two marks is more difficult than aligning a mark to a sensor. A mark-to-mark system must be able to detect both the reticle and target marks as well as distinguish between them in order to determine the misalignment. On the other hand, mark-to-sensor alignment requires only that the sensor detect the target mark location. However, in this case the sensor must be aligned to the machine which is not always an easy task. Both sensors presented in this thesis are designed for the mark-to-sensor alignment problem. The reduced amount of information processing required in this case allows one to more easily combine the computation with the imager.


Figure 2-3: A direct referencing (mark-to-mark) wafer alignment system for photolithography in the manufacture of integrated circuits. The reticle mark is aligned to the target mark through the projection optics (after Stevenson [3]).

### 2.3 Application Areas for Automatic Alignment

There are many areas of manufacturing that require automatic alignment. Photolithography in the production of semiconductor microcircuits is one example where alignment is very important and many alignment strategies have been published and implemented. For this reason it is useful to understand some basics about photolithographic alignment systems.

### 2.3.1 Photolithography

Photolithography is the process by which a pattern is optically transferred to a surface for etching. In the manufacture of integrated circuits it refers to the transfer of a circuit mask pattern to a semiconductor wafer coated with a photosensitive resist. The basic components of this system are shown in Figure 2-3. Before the exposure takes place, the mask pattern must be aligned with the patterns from previously deposited layers. The alignment is critical in this process because of the exceedingly small dimensions involved. Several stages of alignment are used beginning with a mechanical pre-alignment that typically positions the wafer on the $x-y$ table to within $\pm 40 \mu \mathrm{~m}$ of the aligned position. This is followed by an optical global prealignment that reduces position uncertainty to around $\pm 2 \mu \mathrm{~m}$. Lastly, an optical fine alignment


Figure 2-4: An indirect referencing (mark-to-sensor) wafer alignment system for photolithography. The reticle and target marks are aligned to separate sensors which are assumed to be rigidly connected in a known and stable way.
positions the part to an accuracy about three to five times smaller than the minimum feature size (about $0.2 \mu \mathrm{~m}$ for $0.8 \mu \mathrm{~m}$ features). This sequence of alignment operations must be done at least once per wafer. Usually the mask contains the pattern information for only one die site on the wafer. Because there are many dice on each wafer, the machine must expose each one separately and translate the wafer between exposures. Some machines only align the wafer and mask once and use open loop control with high accuracy stepping motors to move between die sites. For very high accuracy applications the fine alignment step is repeated at selected die sites on the wafer before they are exposed [3,13]. For die-by-die alignment the time spent on the alignment operation becomes an important factor in limiting wafer throughput.

The alignment system illustrated in Figure 2-3 is a mark-to-mark alignment system where the mask contains the reticle mark and the wafer contains the target mark. Such systems are called direct referencing because they align the mask mark directly to the wafer mark. This is to be contrasted with the system shown in Figure 2-4 which uses mark-to-sensor alignment. In this case the mask is aligned to the upper sensor and the wafer is aligned to the lower sensor. The sensors for both alignment operations are assumed to be rigidly fixed to the machine. By aligning each part to its respective sensor, one indirectly aligns them to each other, hence the name indirect referencing for such systems. Many lithography machines use reduction lenses
which reduce the image of the mask by a factor of five or ten. In these systems the reticle alignment is much easier than the wafer alignment and thus a less complex and less expensive alignment system can be used for the reticle. In order to complete the alignment one must know the distance between the aligned position for each sensor, called the baseline, which may drift slightly with temperature and other environmental factors. This can be obtained by placing a permanent target mark on the $x-y$ table. The target is aligned to both sensors and the table is used to measure the distance between the two aligned positions.

These two types of alignment systems each have their advantages. Direct referencing has no baseline and thus no baseline drift as pointed out by Lavine [14] and v. d. Brink [15]. However, a direct referencing system must image through the projection lens which has been optimized for the wavelength of light used for exposure. Indirect referencing systems, although subject to deficiencies of a baseline, can use optics and light sources that are separately optimized for the alignment task [16].

### 2.3.2 Web Processing

A special purpose high speed alignment sensor may not be of much use if the mechanical portion of the alignment system itself is slow. One application area where this is definitely not the case is web processing. These are manufacturing areas which produce long and thin sheets, or webs, of material. Certain web processes require alignment between the moving rollers and the material in order to synchronize cutting operations or the transfer of patterns. Examples include textile manufacturing and color printing [5].

Performing such alignments in real time is very difficult because the webs are moving at speeds up to $27 \mathrm{~m} / \mathrm{s}$ [17]. Even acquiring sharp video images of material moving at these speeds is difficult. For example, a web inspection system looking for irregularities in film moving at 4 $\mathrm{m} / \mathrm{s}$ required a laser scanning at 12 kHz , high speed photomultiplier tubes, and a network of 50 transputers operating at 100 MHz [18]. Because of the difficulty in automating this alignment, adjustments are often made by people who inspect already processed material. Thus, if there is any significant error and it is not rapidly detected, a large amount of web material can be wasted.

### 2.3.3 Other Application Areas

In addition to photolithography for the manufacture of integrated circuits, automatic alignment is used in many other manufacturing processes. Similar alignment needs occur in the production of flat panel displays and multilayer printed circuit boards. Die slicing, probing, and bonding are additional examples of tasks in integrated circuit manufacture that require alignment [1]. A more detailed examination of the die bonding problem was given by Horn [19]. He proposed using an edge detection scheme to locate the boundary between circuitry and an aluminum layer which frames the die. This frame was essentially an alignment mark. A video
camera was used to obtain images of the die and provide data for the edge detection algorithm. The required signal processing took 250 ms using mid-1970's technology.

A final potential application for such alignment sensors is in the guidance of autonomous vehicles [20, 21]. In some warehouses and manufacturing sites unmanned robotic vehicles are used to move around parts and material. These vehicles sometimes follow marks placed on the ceiling or floor, or else measure their own motion from sparsely placed alignment marks. These marks are necessary to periodically correct for accumulated position errors in a vehicle's guidance system. A fast alignment sensor would permit these vehicles to update their positions while still moving at high speeds.

### 2.4 Alignment Methods

A wide variety of methods for accomplishing alignment have been investigated and developed. A review of several of these follows.

### 2.4.1 Moments

One of the most simple alignment methods makes use of the center of area, or other higher order moments, of an image. The center of area of a binary image $b(x, y)$ is found by computing the first moments of the image [22, chapter 3]

$$
\begin{align*}
A & =\iint_{R} b(x, y) d x d y  \tag{2.1}\\
\bar{x} & =\frac{1}{A} \iint_{R} x b(x, y) d x d y  \tag{2.2}\\
\bar{y} & =\frac{1}{A} \iint_{R} y b(x, y) d x d y . \tag{2.3}
\end{align*}
$$

In an idealized binary image with a single mark, as shown in Figure 2-5, the first moments will yield the coordinates of the center of area of the mark. A mark-to-sensor alignment system might define the aligned position to be in the center of the image, in which case a simple error vector such as

$$
\begin{align*}
& e_{x}=\bar{x}-x_{0}  \tag{2.4}\\
& e_{y}=\bar{y}-y_{0} \tag{2.5}
\end{align*}
$$

could be used to guide an alignment system. Because of its symmetry, a circular fiducial mark is claimed by Bose [4] to work best in this kind of a system. Building a detector to find the center of area can be done in several ways. If the mark is a circular spot of light, then one can detect its position using a large area photodiode [23, 24, 25]. Focal plane processors which find the true center of area of an image have also been reported by DeWeerth [26] and Standley [27].


Figure 2-5: A moment method might align the centroid of a mark $(\bar{x}, \bar{y})$ to the center of the image $\left(x_{0}, y_{0}\right)$.


Figure 2-6: Higher order moments can be used to compute the center of area ( $\bar{x}, \bar{y}$ ) for two marks as well as the axis of least inertia (dashed line) connecting them in order to align one mark to the other.

The chief problem with using the center of area is that it may not always correspond to the center of the mark. This can happen if the mark contains a defect, if other marks are present in the image, or if a continuous (as opposed to binary) image is nonuniformly illuminated.

A mark-to-mark alignment scheme is also possible using image moments that would position one circular mark on top of another as depicted in Figure 2-6. By computing higher moments of the image one can find the axis of least inertia of the image. The inertia about an axis is defined as [22]

$$
\begin{equation*}
I=\iint_{R} r^{2} b(x, y) d x d y \tag{2.6}
\end{equation*}
$$

The axis of least inertia will be the line connecting the centers of the two circular marks and will pass through the center of area ( $\bar{x}, \bar{y}$ ). By also computing the axis of maximum inertia one can define an alignment measure using the ratio of the maximum inertia over the minimum inertia

$$
\begin{equation*}
\text { Alignment measure } \triangleq \frac{\max _{\theta} I}{\min _{\theta} I} \tag{2.7}
\end{equation*}
$$



Figure 2-7: An edge detection alignment scheme using a bar viewed through an opening in the reticle window. A one-dimensional camera acquires brightness data as a function of position $b(x)$ which is then examined for edges to determine if the bar is in the center of the window.

This ratio will approach one as the marks move into alignment. The sensor proposed by Horn [28] and implemented by Standley has the capability of computing all the moments necessary to determine the center of area and the orientation of the axis of least inertia. However, the accuracy of the calculation is insufficient for most alignment tasks. Errors are quite large for nearly symmetrical images, such as would appear as the marks approach alignment. Directional ambiguity is another problem with this method. There is no way of knowing which direction along the axis of least inertia one must move in order to bring the marks into alignment. The best one can do is to try a direction and see if the marks move closer. If they move apart, then the direction of motion would have to be reversed.

### 2.4.2 Edge Detection

Several photolithography alignment systems are based upon detecting edges in one dimension. An example of such an edge detection scheme is shown in Figure 2-7. The reticle mark is a clear window on the mask plate through which a single dark bar on the target is viewed. The alignment system places the bar in the center of the window by acquiring brightness data horizontally. This is often accomplished with a linear array camera or a full field imaging camera and post-processing that averages the signal vertically. The resulting one-dimensional brightness function is then processed to determine the locations of the edges of the bar and window. Edge detection systems can be relatively slow because the alignment marks must be imaged, converted into digital signals, and then processed before any motion of the table can begin. Usually the processing is done in a dedicated digital signal processor in order to improve the alignment speed. For example, the SUSS ALX alignment system uses a video camera and a


Figure 2-8: Correlation methods locate a template image $a(x, y)$ by looking for the position with maximum correlation in a search image $b(x, y)$.

100 MFLOP DSP board to complete alignments in 200 ms [29, 30]. Several wafer steppers have used edge detection in various forms including the Electromask 700SLR and 800SLR [31], Cannon FPA-1550 [32, 33], SVG (Perkin-Elmer) Micralign 600-HT series [34, 35, 36, 37, 38, 39], Optimetrix Model 8010 [40, 41], Hampshire Instruments 5000P [42], some earlier GCA machines [14, 43], as well as machines reported by Bobroff [44] and Akiyama [16].

### 2.4.3 Correlation

Image correlation, or template matching, is another popular method used in automatic alignment. It is powerful because it can be easily used for mark-to-mark as well as mark-tosensor alignment. The technique is based on computing the crosscorrelation integral for two images such as those shown in Figure 2-8

$$
\begin{equation*}
\phi_{a b}(x, y)=\iint_{-\infty}^{\infty} a(\xi-x, \eta-y) b(\xi, \eta) d \xi d \eta . \tag{2.8}
\end{equation*}
$$

The image $a(x, y)$ is a template of the mark being searched for in the image $b(x, y)$. The correlation $\phi_{a b}(x, y)$ will be at a relative maximum for the coordinates where the mark in the template occurs in the image $b(x, y)$. Correlation measures which are faster to compute than multiplication, such as the absolute value of difference, can be used and are discussed by Tian [8]. Crosscorrelation of image features rather than image brightness is discussed by Sakou [45].

Two techniques are primarily used for image correlation. In the first, a camera acquires an image of the search area. A template matching processor then computes the crosscorrelation integral in order to locate the mark in the image. The FPA-1550 M III W stepper from Cannon Inc. uses template matching with image processing in some of its alignment operations [32]. The image processing can be relatively slow due to the tremendous amount of computation involved in calculating the crosscorrelation. An image processing system developed by Cognex Corporation reportedly takes 200 ms to search a $576 \times 448$ pixel area for a $128 \times 128$ size pattern with $\pm 0.25$ pixel resolution using a dedicated microprocessor running at $12.5 \mathrm{MHz}[1,46]$. Faster processors available today can probably improve this speed proportionately. Special purpose

(a)

(b)

Figure 2-9: A simplified diagram of the Nikon LSA alignment system. In the aligned position a photosensor detects a laser beam diffracted from a grating on the wafer surface. (a) Side view of the system. (b) Top view of the grating and laser spot (after [53]).
hardware for template matching is available from LSI Logic Corporation [47] and has also been studied by Ranganath [48].

The second technique for performing correlation uses a single photosensor in a mark-tomark alignment scheme. The reticle mark is an opaque screen or mask with a window cut out to match the target mark shape. The target mark is moved so that its image on the reticle translates while the photosensor measures the light from the mark which passes through the reticle window. The photosensor signal will be at a maximum when the target mark and the reticle window are in alignment. Typically, the target is scanned in a regular pattern and the photosensor signal is sent to a digital signal processor to determine the location at which the signal was at a maximum. The target is then translated back to the aligned position. Target marks for these systems vary widely. A simple cross, discussed by Hershel, is used on some Ultratech steppers [3, 49] and a series of bars and slits is used on some GCA steppers [50, 51]. Two-dimensional patterns based on Barker codes have also been proposed for this kind of alignment [52].

### 2.4.4 Diffraction Gratings

Diffraction gratings are useful in photolithography because they are easily made on the wafer surface. Furthermore, they are functional even when containing localized defects and typically require only a photosensor for detection. Figure 2-9 shows a simplified version of the Nikon Laser Step Alignment system [53, 54, 55, 56]. A laser beam is focussed to form an elongated spot on the wafer surface. Normally the beam is specularly reflected away from the photosensor. However, when the spot crosses a row of pits etched into the wafer surface, a diffracted beam from the grating will strike the photosensor. The laser spot is moved over the grating while data from the photosensor is sent to a special purpose digital processor. The processor computes the coordinates where the diffracted beam was strongest and the stage is then moved back to


Figure 2-10: A Fresnel grating pattern will diffract light into a point similar to a lens.
the aligned position. This is similar to the correlation methods mentioned previously; in effect the laser spot is correlated with the wafer grating. This is an indirect referencing system where the wafer mark is aligned to the photosensor and laser beam. The reticle is aligned to the stepper using a different system. Each dimension of translation is aligned separately in the Nikon system. A method that can align both dimensions simultaneously has been proposed by Kleinknecht which uses multiple gratings and photosensors to improve alignment speed [57]. A system using a combination of two diffraction gratings on the mask and one on the wafer with a scanning glass plate has been proposed by Dubroeucq et al. [58]. A similar system has also been reported by Makosch [59].

A special diffraction grating, called a Fresnel pattern or Fresnel zone plate, is shown in Figure 2-10. This grating will diffract collimated monochromatic light into a point much like a lens does. One-dimensional Fresnel zone plates have been used by Fay [60, 61, 62, 63], McIntosh [64], and Chen [65] to focus light into a line on the wafer. An array of pits is then aligned to this light spot similar to the Nikon LSA method described above. Feldman et al. $[66,67]$ have proposed a scheme using circular Fresnel zone plates that image the focussed spot onto a quadrant photodiode or pass it through a slit onto a single photodiode.

### 2.4.5 Moiré Fringes

Moiré fringes, first discussed by Lord Rayleigh, have been used for many years for metrological purposes and more recently in alignment systems. A geometric moiré pattern appears when two similar periodic patterns are superposed to form alternating light and dark regions. These regions are larger than the underlying patterns and are called moiré fringes [68, 69, 70, 71, 72]. Figure 2-11 shows two superposed vertical gratings rotated by a small angle $\theta$ relative to each other. The resulting moiré pattern is a set of parallel dark bands that lie along the bisector of the angle between the two gratings. The spacing between the lines is given by

$$
\begin{equation*}
D=\frac{P}{\sqrt{2-2 \cos \theta}} \approx \frac{P}{\theta} \quad \theta \ll 1 . \tag{2.9}
\end{equation*}
$$



Figure 2-11: Moiré pattern from a pair of equal pitch linear gratings with one rotated slightly with respect to the other.


Figure 2-12: Moiré pattern from two linear gratings whose pitches differ by ten percent.

The magnification is defined to be the ratio of the fringe spacing to the grating spacing. For small angles it is simply the reciprocal of the angle

$$
\begin{equation*}
M \approx \frac{1}{\theta} \tag{2.10}
\end{equation*}
$$

Figure 2-12 shows the moiré pattern which results from two overlaid vertical gratings with slightly differing pitches $P_{1}=P$ and $P_{2}=P\left(1+\epsilon_{p}\right)$. The resulting fringe spacing is given by

$$
\begin{equation*}
D=\frac{P_{1} P_{2}}{P_{2}-P_{1}}=\frac{P\left(1+\epsilon_{p}\right)}{\epsilon_{p}} \quad \epsilon_{p} \ll 1 \tag{2.11}
\end{equation*}
$$

with a magnification

$$
\begin{equation*}
M=\frac{1+\epsilon_{p}}{\epsilon_{p}} . \tag{2.12}
\end{equation*}
$$

Moiré fringes are very sensitive to changes in the underlying gratings. These two examples show how fringes form with a slight rotation or mismatch in pitch between two overlaid vertical gratings. If the larger pitch grating depicted in Figure 2-12 is translated perpendicular to the grating lines, then the moiré fringes will move $M$ times further in the reverse direction. This magnification of grating motion has been used to extend the capture range as well as improve the sensitivity of alignment systems. Moiré patterns can be applied to both mark-to-mark as well as mark-to-sensor alignment.

One of the earliest applications of moiré patterns to alignment was studied by King and Berry in the early 1970's [73]. They explored the use of gratings made of concentric circles to perform visual mask-to-wafer alignment in proximity printing photolithography. When two identical gratings are superposed in alignment there is no moiré pattern. When these gratings are displaced slightly the pattern shown in Figure 2-13 appears. The fringes form hyperbolas whose foci are located at the centers of the two gratings. The number of fringes corresponds to the number of pitch spacings that separate the centers of the two gratings and serves as a measure of the misalignment. Furthermore, the line connecting the foci of the hyperbolas is


Figure 2-13: Moiré pattern generated by overlaying two identical circular gratings. The fringes form hyperbolas about the grating centers and the number of fringes indicates the misalignment.
the line along which the gratings must move to be returned to alignment. It is not apparent from the pattern which direction along this line the correction should be made. This is another example of an alignment scheme with directional ambiguity in the signal. The pattern is easy for a human to perceive and use as an error signal for alignment. A little trial and error quickly determines which direction of motion brings the patterns into alignment. Another problem with this method is the fact that the marks are not rectangular. Rectilinear (manhattan geometry) artwork generators have difficulty creating these marks. It is also difficult to achieve alignment accuracy much greater than one half the pitch spacing of the gratings because the moiré pattern begins to vanish at that separation.

In order to achieve more accurate alignment, King and Berry proposed using two circular gratings with slightly unequal pitches. When two such gratings are in alignment, circular fringes are formed as seen in Figure 2-14. These are similar in character to the fringes formed by the linear gratings shown in Figure 2-12. The fringes are very sensitive to motion of the gratings and thus provide an accurate measure of misalignment. King and Berry used gratings with pitches of 4.0 and $3.8 \mu \mathrm{~m}$ to form fringes with a spacing of $76 \mu \mathrm{~m}$ ( 20 grating lines). They were able to align the marks to within $\pm 0.2 \mu \mathrm{~m}$. Figure 2-15 shows the resulting pattern when the two unequally spaced gratings are misaligned. It consists of cusps rather than hyperbolas and no longer contains directional ambiguity. It is difficult to make a machine recognize the information present in these patterns because of their complexity and it appears that they have not been used in any automatic alignment systems.

The circular Fresnel grating also has an intriguing moiré pattern. A Fresnel grating is formed by alternately blacking out the regions between circles given by the equation

$$
\begin{equation*}
x^{2}+y^{2}=n R^{2} \tag{2.13}
\end{equation*}
$$

where $n$ is a natural number and $R$ is the radius of the innermost circle. The moire pattern


Figure 2-14: Circular moiré pattern generated by two overlapping and aligned circular gratings whose pitch spacing differs by ten percent.


Figure 2-15: Hyperbolic moiré fringes generated by two misaligned circular gratings with differing pitches. The bulges to the right show that the smaller pitch grating lies to the right of the larger pitch grating.


Figure 2-16: Moiré pattern generated by overlaying two Fresnel gratings results in parallel fringes perpendicular to the displacement with spacing proportional to the misalignment.
formed by two Fresnel gratings is shown in Figure 2-16. The fringes form a set of parallel lines perpendicular to the line connecting the centers of the patterns. The spacing between the fringes $D$ is related to the separation $S$ between the centers by ${ }^{1}[69]$

$$
\begin{equation*}
D=\frac{R^{2}}{S} \tag{2.14}
\end{equation*}
$$

This pattern is not as complex when compared to those formed by the circular gratings shown earlier. An alignment system using human operators to observe the fringes in overlaid Fresnel patterns has been reported by Lyszczarz [74]. It does not appear that any automated systems make use of this fringe pattern. A focal plane processing microcircuit that detects line orientation has been reported by Allen [75] that could be of use detecting this fringe pattern. It might be possible to develop a system that detects both the orientation and spacing of a set

[^0]of parallel lines. However, the Fresnel pattern is probably not widely used in moiré alignment systems for several reasons. First, there remains a directional ambiguity in the fringe pattern. Second, the grating is both non-manhattan and irregularly spaced which makes it difficult to generate. Finally, the sensitivity is not much better than the finest line width drawn at the perimeter of the pattern. When the patterns are misaligned by this amount only two moiré fringes appear at opposite edges of the pattern.

Many alignment systems use diffraction gratings coupled with the moiré effect to create alignment systems. This is also referred to as interferometric or holographic alignment. A treatment of the topic of crossed diffraction gratings was presented by Guild in two books on the subject [76, 77]. Flanders described an early application of moiré diffraction to alignment [78]. Similar systems have been studied by Ishihara [79] and Itoh [80, 81] as well as by several others $[82,83,84,85,86]$. The ASM PAS 5500 stepper is one system that combines moiré fringes and diffraction techniques. It uses a set of four linear gratings as an alignment mark which appears both on the wafer and on the reticle. The patterns are overlaid and a photosensor detects the diffracted light as the wafer is moved. The resulting brightness curve as a function of distance has a maximum at the aligned position. The maximum is located by digitally processing the data and then the wafer stage is directed to the aligned position [15, 87, 88, 89, 90, 91]. A similar system was used on the ASM PAS 2500 stepper [92] and developed for the GCA 4800 stepper by Trutna [93]. A moiré fringe technique has also been proposed by Stevenson for flash-on-the-fly exposure alignment [94]. This method uses a checker board pattern on the wafer and a pair of orthogonal linear gratings on the reticle at a forty-five degree angle to the checkerboard pattern. A photosensor is mounted behind each grating and observes the moiré pattern as the checkerboard is moved. Peak detection on one of these signals obtains the position along the direction of motion and a phase comparison between the signals yields a sensitive measure of position in the direction transverse to motion. SVG (Perkin-Elmer) has used a moiré pattern formed between gratings on the mask and wafer to study overlay error [37].

An alignment system reported by Moel [95] uses an interesting combination of diffraction gratings and the moiré effect for a proximity printing x-ray alignment system. In this case two gratings with small and slightly different pitches ( 1.00 and $1.04 \mu \mathrm{~m}$ ) are placed on top of each other. Rather than attempt to image these gratings directly, their zero order diffracted beams are imaged to detect the resulting moiré pattern. This moiré pattern has a $26 \mu \mathrm{~m}$ period that is easily imaged using a standard CCD camera. The signal is digitized and a computer is used to calculate the spatial phase (position) of the fundamental component of the moiré fringe.

### 2.4.6 Comparison of Alignment Systems

After reviewing the numerous alignment techniques and systems it is useful to see how some of them compare. Table 2-1 shows a summary of several reported alignment systems and lists a few of their figures of merit. The entries in this table were chosen because they

| System | Method | Repeatability $3 \sigma[\mu \mathrm{~m}]$ | Capture Region [ $\mu \mathrm{m}$ ] | Mark <br> Size $[\mu \mathrm{m}]$ | Speed [ms] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Moel [95] 1993 | Diffraction | 0.018 | 1 | $150 \times 50$ | 200 / - |
| Chen <br> [65] 1992 | Diffraction | 0.07 | 4 | $40 \times 1000$ | 10 / - |
| Suss $\text { [29] } 1991$ | Edge Detection | 0.15 | 20 | $60 \times 60$ | 200 |
| Hampshire [42] 1989 | Edge Detection | 0.04 | 200 | $100 \times 100$ | 1000 |
| SVG <br> [38] 1987 | Edge Detection | 0.18 | 50 | $103 \times 103$ | 500 / - |
| Makosch [59] 1987 | Diffraction | 0.05 | 10 | $100 \times 100$ | 300 |
| Cognex <br> [1] 1987 | Correlation | 0.25 pixel | 448 pixels | $\begin{gathered} 128 \times 128 \\ \text { pixels } \end{gathered}$ | 200 |
| ASM $\text { [88] } 1985$ | Diffraction | 0.08 | 88 | $400 \times 400$ | - / 300 |
| Nikon $\text { [53] } 1985$ | Diffraction | 0.23 | 8 | $60 \times 60$ | 200 / 400 |
| GCA <br> [93] 1984 | Diffraction | 0.20 | 4 | $150 \times 100$ | 400 |
| Electromask <br> [31] 1981 | Edge Detection | 0.10 | 56 | $56 \times 71$ | $25 / 200$ |
| SVG <br> [36] 1981 | Edge Detection | 0.29 | 40 | $4 \times$ - | 300 |
| Fay $\text { [60] } 1979$ | Diffraction | 0.05 | 3 | $35 \times 35$ | 500 |
| Kleinknecht <br> [57] 1979 | Diffraction | 0.10 | 540 | $270 \times 270$ | 1000 |
| Wilczynski <br> [50] 1979 | Edge Detection | 0.10 | 6 | $254 \times 70$ | 6 / - |

Table 2-1: Specifications of some reported alignment systems.
reported alignment speed. Many publications on these systems omit this information because it is generally considered to be of secondary importance to repeatability. All of the entries in the table, except for Cognex, are for photolithography machines. Each report is identified by either its principal author or the manufacturer. This is followed by the main reference number and year of publication. Almost all of the alignment systems in the table use either edge detection or some version of moiré patterns and diffraction gratings for the alignment marks. These are by far the two most popular methods. The repeatability numbers are either alignment repeatability or overlay error for the systems. The capture region is the width over which the alignment can reliably be completed. This is usually small for grating techniques which can generally only capture errors up to the size of the grating pitch. The large capture regions reported by Kleinknecht and ASM are due to separate coarse alignment systems that initially align the gratings. The alignment mark sizes are also reported to give an idea of the area generally consumed by them. Some interesting figures of merit are the ratio of the repeatability to the capture region or to the mark's size. This can get as low as a few hundred parts per million. Finally, the alignment speed is listed in the last column. This has been broken down, where possible, into two components. The first is the time required to compute the alignment error and the second is the time required to mechanically position. This separation can only be made for systems which first compute the error and then move once to remove it. Other systems simply report a total alignment time.

### 2.5 Summary

Two types of alignment have been distinguished. Mark-to-mark alignment positions a target mark relative to a reticle mark using a separate sensor to determine their positions. Mark-tosensor alignment positions a mark relative to the sensor which detects it. There are a variety of alignment methods used in industry. These include techniques based upon edge detection, image moments, correlation, moiré patterns, and diffraction gratings. Information published on the topic of automatic alignment primarily concerns the application to photolithography for integrated circuit manufacturing. A review of some of these systems reveals alignment times ranging from about 10 to 1000 ms . A significant fraction of this time is spent processing the alignment signal. Thus, a faster alignment sensor could increase the speed of these systems. Other applications which could benefit from a high speed alignment sensor include textile processing, color printing, and autonomous factory vehicles.

## Surveyor's Mark Alignment Sensor

### 3.1 Introduction

One of the more commonly used alignment techniques is edge detection because it is both relatively easy to implement and because the required mark, such as a stripe or groove, is easy to make. Disadvantages of such techniques are that the capture regions are relatively small and the alignment is sensitive to defects in the edge being detected.

This chapter describes an alignment sensor based on edge detection. To extend the capture region, an initial coarse positioning scheme is explained that uses a four quadrant photodiode to detect the image of a surveyor's mark. Then a fine positioning algorithm that senses the edges of this mark is discussed. Circuits are presented which compute the error signal from the detected photocurrents. These are based on Gilbert multipliers and both normalize and amplify the photocurrents to generate the alignment error signal. Circuit bandwidth, sources of noise, and power dissipation are considered at the end of the chapter.

### 3.2 Alignment Method

The sensor uses photodiodes to detect an image of the surveyor's mark. This mark is a simple pattern consisting of a large square divided into four equal sized smaller squares with quadrants one and three colored white and two and four colored black. The layout of the photodiodes is shown in Figure 3-1 with a shaded surveyor's mark overlaying it. The sensor operates in two modes: an initial coarse positioning followed by a more accurate final alignment. The surveyor's mark was chosen because its light and dark quadrants can be used for coarse alignment and the edges separating them can be detected for fine positioning. In both modes of operation the sensor provides output signals measuring the misalignment between the mark's image and the center of the sensor.


Figure 3-1: Layout of the photosensitive areas of the sensor (not to scale). The shaded area represents the misaligned image of a surveyor's mark. (a) Regions 1 through 4 measure brightness for coarse alignment and regions $A$ through $L$ detect edges for fine positioning. (b) A close up view at the center of the sensor showing the isolation gaps between photodiodes.

### 3.2.1 Coarse Alignment

For coarse alignment the sensor can be viewed approximately as a four quadrant photodetector as shown in Fig. 3-2. The signal collected in each quadrant will be proportional to the light irradiating that region

$$
\begin{equation*}
I_{n}=R \int_{Q_{n}} E(x, y) d A \quad n=1,2,3,4 \tag{3.1}
\end{equation*}
$$

where $I_{n}$ is the photocurrent generated in quadrant $n, R$ is the photodiode responsivity, and $E(x, y)$ denotes image brightness (sensor irradiance). A measure of the alignment error can be formed by taking sums and differences of the quadrant signals

$$
\begin{align*}
& e_{x}=\left(I_{3}-I_{1}\right)-\left(I_{2}-I_{4}\right)  \tag{3.2}\\
& e_{y}=\left(I_{3}-I_{1}\right)+\left(I_{2}-I_{4}\right) . \tag{3.3}
\end{align*}
$$

Figure 3-2 shows the case when the mark is misaligned to the sensor by an amount ( $x, y$ ). Assuming that the light regions have an irradiance of $E_{0}$ and the darkened regions have an irradiance of $\epsilon E_{0}(\epsilon<1)$, one can show that

$$
\begin{align*}
& I_{1}=R E_{0}\left(L_{q}^{2}-\rho L_{q}(x+y)+2 \rho x y\right)  \tag{3.4}\\
& I_{2}=R E_{0}\left(L_{q}^{2}-\rho L_{q}\left(L_{q}-y\right)\right) \tag{3.5}
\end{align*}
$$



Figure 3-2: A quadrant photosensor with an offset image of the surveyor's mark superposed upon it.

$$
\begin{align*}
& I_{3}=R E_{0} L_{q}^{2}  \tag{3.6}\\
& I_{4}=R E_{0}\left(L_{q}^{2}-\rho L_{q}\left(L_{q}-x\right)\right) \tag{3.7}
\end{align*}
$$

for $0<x, y<L_{q}$ with $\rho \triangleq 1-\epsilon$. Similar equations hold for displacements into the other three quadrants. In general the error signals can be written as

$$
\begin{align*}
& e_{x}=2 \rho R E_{0}\left(L_{q}-|y|\right) x  \tag{3.8}\\
& e_{y}=2 \rho R E_{0}\left(L_{q}-|x|\right) y \tag{3.9}
\end{align*}
$$

for $-L_{q}<x, y<L_{q}$. Note that $e_{x}$ has some dependence on $y$. The term $L_{q}-|y|$ distorts the error signal so that it is not exactly proportional to the misalignment. This distortion becomes evident near the edges of the sensor and especially near the corners where the error signal magnitude becomes small. For small displacements the distortion is less evident. Fig. 3-3 shows a plot of the negative of the error vector field which one might use in a control loop to correct the misalignment. A trajectory is also plotted from a simulation of a proportional feedback system using this error. The distortion in the error signals results in a trajectory that bends slightly.

The coarse alignment signal has a large capture area. If the center of the mark appears anywhere within sensor field of view, then the error signal can be used to drive it to the origin. However, the accuracy of the aligned position is subject to several errors. Mismatch in the photodiodes, illumination variations, and small rotations of the target will all affect the expected error signal.

Mismatch in the photodiodes is potentially a major concern. Given a uniform irradiance across the sensor, the resulting photocurrents from the quadrant photodiodes will have some mismatch. This can arise from small defects in the diodes as well as variations in the doping between them. One can model this as a mismatch in the photodiode responsivity and it will


Figure 3-3: A plot of the negative of the error vector field for displacements of the mark across the sensor. Superposed upon this is a trajectory formed using proportional control from a starting point at ( $2400 \mu \mathrm{~m}, 1350 \mu \mathrm{~m}$ ). Positions are in sensor coordinates.
result in an offset in the aligned position. For example, if the responsivity of the photodiodes is modeled as $R\left(1+\delta_{n}\right)$, where $\delta_{n}$ represents the mismatch, then the null point will shift from the origin by an amount

$$
\begin{equation*}
\xi=\frac{\delta_{3}-\delta_{1}}{2} L_{q} \tag{3.10}
\end{equation*}
$$

in both the $x$ - and $y$-directions (assuming $\rho=1$ ). If the mismatch $\delta$ is modeled as a normally distributed random variable with zero mean and standard deviation $\sigma_{\delta}$, then the coarse alignment offset will also be normally distributed with a standard deviation

$$
\begin{equation*}
\frac{\sigma_{\xi}}{2 L_{q}}=\frac{\sqrt{2}}{4} \sigma_{\delta} \tag{3.11}
\end{equation*}
$$

where the offset is expressed as a fraction of the sensor width $2 L_{q}$.
Nonuniformity in the illumination of the mark, or in the irradiance of the sensor, is also a concern. Spatial variations in the target illumination will cause a corresponding nonuniformity in the radiated light from the target and in the irradiance of the sensor. Furthermore, in a lens imaging system there is a reduction in the irradiance at the image plane as one moves away from the optic axis even with uniform radiance from the target [22, 96]. Nonuniform illumination will also cause an offset in the null point of the error signal. If, for example, one assumes the sensor irradiance varies linearly with position as

$$
\begin{equation*}
E(x, y)=(1+b x) m(x, y) \tag{3.12}
\end{equation*}
$$

where $b$ is the slope of the variation, and $m(x, y)$ denotes the image plane irradiance from the mark under uniform illumination, then the resulting offset in the null point will be

$$
\begin{equation*}
\xi=\frac{b L_{q}^{2}}{2} \tag{3.13}
\end{equation*}
$$



Figure 3-4: A plot of the negative of the error vector field when the target mark is rotated by 10 degrees relative to the sensor. Alignment trajectories will spiral into the origin.
in both the $x$ - and $y$-directions. The quadrant sensor is thus quite sensitive to nonuniform irradiance at the image plane.

Small rotations of the image of the mark relative to the sensor are also important to consider. Because of the difficulty of explicitly finding an analytical solution for Equation 3.1 in this case, the error signals resulting from rotations of the mark were computed numerically. Figure 3-4 shows the result of this computation for a rotation of the target image by 10 degrees. Note that all of the error vectors have been rotated slightly as compared to Figure 3-3. The error vector field shows a curl that causes trajectories to spiral into the origin. As the rotation is increased this effect becomes more pronounced. At a rotation of forty-five degrees the trajectories become orbits. Rotations beyond this point cause the trajectories spiral outward rather than inward. Note that a rotation of the target only affects the path of the trajectory and does not cause inaccuracy in the position of the null point.

Other sources of inaccuracy arise from possible defects in the target mark itself and the required gap between the adjacent quadrant photodiodes. The effect of this gap is to enlarge the null point to a null region the size of the gap width. Theoretically this means that the mark cannot be aligned more accurately than the gap width.

### 3.2.2 Fine Alignment

One can improve the alignment to the surveyor's mark by modifying the sensor so that it detects the mark's edges in addition to balancing the brightness in quadrants. Edge detection is accomplished by the photosensitive areas labeled $A$ through $L$ in Fig. 3-1. By restricting one's attention to just the edges of the mark, the sensitivity of the alignment to many of the errors that plague the quadrant sensor is reduced. However, the total signal strength, which is


Figure 3-5: A fine alignment signal based on edge detection is created by adding the signals from regions $A$ and $C$ and subtracting the signal from region $B$. The response to a shifted impulse is shown as $h(x)$. The graph of $e(\xi)$ shows the error signal for an ideal brightness edge $E(x)$ shifted by $\xi$.
proportional to photodiode area, and the extent of the capture region are also reduced.
The regions labeled $A, B$, and $C$ form a one-dimensional edge detector when their signals are combined as

$$
\begin{equation*}
e=I_{A}-I_{B}+I_{C} \tag{3.14}
\end{equation*}
$$

Region $B$ is sized with twice the area of regions $A$ and $C$ to form an error signal similar to a discrete second difference. Given an irradiance function $E(x)$ across the detector, the error signal can be expressed as

$$
\begin{equation*}
e=\int_{-\infty}^{\infty} E(x) h(x) d x \tag{3.15}
\end{equation*}
$$

where $h(\xi)$ is the response of the detector to a shifted impulse $\delta(x-\xi)$. If the irradiance function shifts by an amount $\xi$, then the error can be expressed as a correlation integral

$$
\begin{equation*}
e(\xi)=\int_{-\infty}^{\infty} E(x-\xi) h(x) d x \tag{3.16}
\end{equation*}
$$

The resulting error for an ideal step edge is illustrated in Fig. 3-5. Note that the error signal is zero when the edge lies midway across photodiode $B$.

The four edges in the surveyor's mark are detected this way. Signals from the edge detecting regions are combined to form error signals as follows

$$
\begin{align*}
& e_{x}=\left(I_{A}-I_{B}+I_{C}\right)-\left(I_{G}-I_{H}+I_{I}\right)  \tag{3.17}\\
& e_{y}=\left(I_{L}-I_{K}+I_{J}\right)-\left(I_{D}-I_{E}+I_{F}\right) \tag{3.18}
\end{align*}
$$



Figure 3-6: A plot of the negative of the fine alignment error vector field from the edge detector signal. The vectors point radially inward inside the region ( $\pm 150 \mu \mathrm{~m}, \pm 150 \mu \mathrm{~m}$ ).

The resulting error signal for shifts in the range $-W_{e}<(\xi, \eta)<W_{e}$ is

$$
\begin{align*}
& e_{x}= \begin{cases}2 \rho R E_{0} L_{e}\left(2 W_{e}-\xi\right) & W_{e}<\xi<2 W_{e} \\
2 \rho R E_{0} L_{e} \xi & -W_{e}<\xi<W_{e} \\
-2 \rho R E_{0} L_{e}\left(2 W_{e}+\xi\right) & -2 W_{e}<\xi<-W_{e} \\
0 & \text { otherwise }\end{cases}  \tag{3.19}\\
& e_{y}= \begin{cases}2 \rho R E_{0} L_{e}\left(2 W_{e}-\eta\right) & W_{e}<\eta<2 W_{e} \\
2 \rho R E_{0} L_{e} \eta & -W_{e}<\eta<W_{e} \\
-2 \rho R E_{0} L_{e}\left(2 W_{e}+\eta\right) & -2 W_{e}<\eta<-W_{e} \\
0 & \text { otherwise }\end{cases} \tag{3.20}
\end{align*}
$$

again assuming the light regions have brightness $E_{0}$ and the dark regions have brightness $\epsilon E_{0}$ with $\rho \triangleq 1-\epsilon$. The resulting error vector field over this region is shown in Figure 3-6. Note that the error vectors within $\pm W_{e}$ of the origin are directed radially inward.

As with the quadrant error signal, one must consider the effects of mismatch in the photodiodes. This edge detection scheme relies not only upon matching the photodiodes $A$ and $C$ shown in Figure 3-5, but also making the area of photodiode $B$ exactly twice as large. Because photodiodes $A$ and $C$ are identical, the mismatch between them can reasonably be assumed to be zero mean, i.e. having no systematic mismatch. However, because photodiode $B$ has a different geometry a significant mismatch with nonzero mean can be expected. The effect of the mismatch between these photodiodes will again be approximated as a mismatch in their responsivities. For example, the photodiode $A$ will be modeled with a responsivity of $R\left(1+\zeta_{A}\right)$ where $\zeta$ will be considered a random variable with normal distribution and zero mean. Similar responsivities will be used for the other identical photodiodes. On the other hand, photodiode
$B$ will be modeled with a responsivity $R\left(1+\gamma_{B}\right)$ where the random variable $\gamma$ will be considered normally distributed with nonzero mean to reflect the expected systematic mismatch. The resulting $x$-direction error signal for small shifts $\xi$ will be

$$
\begin{equation*}
e_{x}(\xi)=R E_{0} L_{e}\left\{2 \xi\left(1+\frac{1}{2}\left(\gamma_{B}+\gamma_{H}\right)\right)-W_{e}\left(\gamma_{B}-\gamma_{H}+\zeta_{G}-\zeta_{A}\right)\right\} \tag{3.21}
\end{equation*}
$$

assuming that $\rho=1$. Solving for the offset in the null point one finds

$$
\begin{equation*}
\xi=\frac{\gamma_{B}-\gamma_{H}+\zeta_{G}-\zeta_{A}}{2\left(1+\frac{1}{2}\left(\gamma_{B}+\gamma_{H}\right)\right)} W_{e} \tag{3.22}
\end{equation*}
$$

If one assumes that $m_{\gamma}, \sigma_{\gamma} \ll 1$, then this simplifies to

$$
\begin{equation*}
\xi \approx \frac{1}{2}\left(\gamma_{B}-\gamma_{H}+\zeta_{G}-\zeta_{A}\right) W_{e} \tag{3.23}
\end{equation*}
$$

which is a sum of random variables with mean $m_{\xi}=0$ and variance $\sigma_{\xi}^{2}=\left(\sigma_{\gamma}^{2}+\sigma_{\zeta}^{2}\right) W_{e}^{2} / 2$. Note that the systematic mismatch in the regions $B$ and $H$ is cancelled because the error signal depends on the difference of the these photocurrents. The standard deviation of the offset expressed as a fraction of the total sensor width is approximately

$$
\begin{equation*}
\frac{\sigma_{\xi}}{2 L_{q}} \approx \frac{\sqrt{2}}{4} \frac{W_{e}}{L_{q}} \sqrt{\sigma_{\gamma}^{2}+\sigma_{\zeta}^{2}} \tag{3.24}
\end{equation*}
$$

Nonuniformity of illumination will also affect the accuracy of the edge detector. However, because the edge detection photodiodes only occupy a small portion of the total sensor area, their signal is proportionately less sensitive to this source of error. If one models a nonuniform illumination as was done for the quadrant sensor (Equation 3.12), then the $x$-direction error signal becomes

$$
\begin{equation*}
e_{x}=2 R E_{0} L_{e}\left\{\xi+\frac{b \xi^{2}}{2}+b W_{e}^{2}\right\} \tag{3.25}
\end{equation*}
$$

for $-W_{e}<\xi<W_{e}$ and $\rho=1$. Under the assumptions that the quadratic term in $\xi$ can be neglected and that $b L_{q} \ll 1$ one finds an offset of

$$
\begin{equation*}
\xi \approx-b W_{e}^{2} \tag{3.26}
\end{equation*}
$$

Note that compared to the result for the quadrant sensor in Equation 3.13 the offset has been reduced by the factor $\left(L_{q} / W_{e}\right)^{2} / 2$ which is equal to 200 for the dimensions used in the sensor design. Furthermore, if one assumes a linear variation in illumination along the $y$ direction similar to Equation 3.12, there is no resulting offset in the null point for the $x$-direction error signal. The edge detector is only sensitive to linear variations in illumination which are transverse to the edge and this sensitivity is dramatically lessened compared to the quadrant sensor.

The fine alignment signal is much more sensitive to rotations of the mark due to the long and thin shape of the edge detecting photodiodes. A small rotation can easily bring the mark's edges


Figure 3-7: Negative error vector field for the fine alignment signal with the target rotated by (a) four degrees and (b) seven degrees.
almost entirely outside the field of view of these photodiodes. As was the case for the quadrant sensor, the effect of rotations was studied numerically because of the difficulty in obtaining simple explicit solutions. Figure 3-7 shows the error vectors for two rotations of the mark's image relative to the sensor. Small rotations reduce the strength of the error signal, enlarge the capture region, and add a slight curl to the error vector field. The stable equilibrium point at the origin remains unchanged until a critical angle is reached. Rotation beyond this point causes the equilibrium point at the origin to become unstable and four new stable equilibrium points appear, one in each quadrant. A formula for this angle in terms of the sensor dimensions is

$$
\begin{equation*}
\theta_{c}=\arctan \left(\frac{1}{1+\frac{L_{q}}{2 W_{e}}}\right) . \tag{3.27}
\end{equation*}
$$

For the sensor dimensions implemented this angle works out to be 5.2 degrees. Figure 3-7(b) shows the effect on the error vector field of a rotation beyond this critical angle. The unstable equilibrium point at the origin as well as the four new stable equilibrium points are evident.

### 3.2.3 Combining the Two Signals

Although the sensitivity of the fine alignment signal is superior, it's capture range is much smaller than the coarse alignment signal. The fine alignment signal is nonzero only when an edge lies within $\pm 2 W_{e}$ of the origin. In order to obtain the benefit of both a large capture region and accurate final positioning, a two step alignment is done. Initial positioning is accomplished using the quadrant signal followed by fine positioning using the edge detecting photodiodes. Thus it is important that the null point of the coarse alignment falls within the capture region
of the fine alignment. This is achieved by adding the signals from the adjacent edge detector areas to the quadrant signals during the coarse alignment step (e.g. signals from regions $A$ and $L$ are combined with region 1).

A design trade-off must be made in the choice of the size of the edge detection region relative to the total sensor area. The ratio $W_{e} / L_{q}$ should be small to maximize the sensitivity of the fine alignment signal to displacements of the mark. When this ratio is small it also reduces the error caused by nonuniform illumination. However, such a choice also has repercussions. First, reducing this ratio makes the capture region of the sensor smaller. The capture region must be kept large enough to encompass the null point of the coarse alignment signal after accounting for offsets from photodiode mismatch and nonuniform illumination. Second, the sensor becomes less tolerant of rotations as this ratio is lowered. Finally, a smaller area for the edge detecting photodiodes reduces the resulting photocurrents which lowers the signal-to-noise ratio.

The ratio $W_{e} / L_{q}=0.05$ was chosen for the fabricated design in order to maintain a capture region that could accommodate ten percent worst case mismatch in the signals from the quadrant sensor. Such mismatch will arise from a combination of photodiode mismatch and nonuniform illumination. The choice was a conservative one and was made because there was little information on the expected mismatch between the photodiodes and the expense involved to guarantee good illumination uniformity in the optical set-up.

### 3.3 Current Amplification and Normalization

The alignment error signals described previously are derived from sums and differences of the currents collected by the photodiodes. Unfortunately these currents are quite small and are proportional to the incident illumination of the target mark. Typically they can range from a few hundred nanoamps down to hundreds of picoamps for a dimly lit target. Such small currents are difficult to work with and an alignment signal proportional to light level is also not desirable. For these reasons current amplifiers were integrated with the sensor to amplify the photocurrents and normalize them such that the output signal is only proportional to the misalignment and not to the amount of illumination. It was also desired that the amplifiers have a low offset and good linearity in order to preserve the alignment signal and a high bandwidth in order to obtain a fast alignment sensor.

Because the photocurrents are single-ended they are easy to add, but difficult to subtract, accurately. For this reason, a differential amplifier is used. The output error signal is taken as a differential output current so that one only needs to sum photocurrents in order to compute it. Common-mode and differential-mode signals will be defined in terms of the single-ended values as

$$
\begin{align*}
I_{p}=I_{c m}+\frac{1}{2} I_{d m} & I_{c m}=\frac{1}{2}\left(I_{p}+I_{m}\right)  \tag{3.28}\\
I_{m}=I_{c m}-\frac{1}{2} I_{d m} & I_{d m}=I_{p}-I_{m}
\end{align*}
$$



Figure 3-8: Differential current amplifier which normalizes and amplifies the detected photocurrents.
where $I_{p}$ and $I_{m}$ are single-ended currents, $I_{c m}$ is the common-mode current, and $I_{d m}$ is the differential-mode current.

The entire amplifier for the fine alignment edge detector signal appears in Fig. 3-8. It is shown connected to the six photodiodes used to generate the edge detector error signal $e_{x}$ of Equation 3.18. The circuit is a differential current amplifier composed of three stages. Transistors M7 through M12 are active cascodes which hold the voltages across the photodiodes at a fixed value in order to improve the dynamic performance. Bipolar transistors Q1 through Q4 form a normalizing, or "type $\mathrm{A}^{1}$," multiplier at the input [100]. The MOSFETs M1 and M2 buffer the low current inputs and supply base currents to the bipolar devices. The first stage amplifies and normalizes the input currents to a fixed common-mode level of $0.5 \mu \mathrm{~A}$. The second stage amplifier consists of transistors Q5 through Q8 which form an inverting, or "type $\mathrm{B}^{2}$," multiplier with a current gain of about eight [100]. A final gain of ten is provided by the current mirror M3 through M6. The output signals from the amplifier are differential source currents with a fixed common-mode level of $50 \mu \mathrm{~A}$ independent of the image light level.

### 3.3.1 Normalizing (Type A) Current Multiplier

The Gilbert normalizing (type A) current multiplier is used both to provide gain and to normalize the input signal currents from the photodiodes. The basic form of the circuit is shown in Figure 3-9. Using the translinear principle one can show that

$$
\begin{align*}
I_{a p} & =\frac{I_{a}}{I_{i m}+I_{i p}} I_{i p}  \tag{3.29}\\
I_{a m} & =\frac{I_{a}}{I_{i m}+I_{i p}} I_{i m} \tag{3.30}
\end{align*}
$$

[^1]

Figure 3-9: Gilbert normalizing multiplier (type A form).
assuming the transistors have infinite current gain ( $\beta$ ). A useful way to view this circuit is to note that it multiplies the differential-mode input signal by the ratio of the common-mode output to the common mode of the input

$$
\begin{equation*}
I_{a d m}=G_{a} I_{i d m} \tag{3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{a} \triangleq \frac{I_{a c m}}{I_{i c m}} \tag{3.32}
\end{equation*}
$$

Thus the ratio of the differential-mode to common-mode signals is preserved from input to output. By fixing the output common mode to $I_{a} / 2$ the circuit provides a normalized differential output. Spatially uniform changes in the input light irradiance will scale the resulting photocurrents without changing their ratios. This circuit preserves that differential signal without passing through the change in the common-mode signal. Thus the alignment sensor can be used at a variety of illumination levels without having to set any gains, integration times, or aperture stops.

Equation 3.31 implies that the normalizing multiplier can realize any gain set by the ratio of the common-mode input to the common-mode output. However, the effect of finite current gain in the devices places an upper limit of $\beta$ on the achievable gain and also multiplies Equation 3.31 by the factor $\alpha \triangleq \beta /(\beta+1)$. Beyond this point all of the input current is diverted from Q1 and Q4 to supply the bases of Q2 and Q3. Surprisingly, Equation 3.31 holds right up to the point where all of the input current is diverted to the bases of the output pair. If the input current level drops below this point, then the normalizing gain $G_{a}$ in Equation 3.31 is replaced by the fixed gain of $\beta$. The operation of the circuit is extended to lower input current levels by replacing the diode connection of the input bipolar devices with MOSFET source followers (M1 and M2 in Figure 3-8). This improved circuit is capable of operation with extremely low input currents.

The combination of bipolar transistors and MOSFETs in this circuit necessitates a BiCMOS process for this sensor. This choice was made for several reasons. First, as indicated above, in order for the amplifier to operate at low currents, a large impedance buffer is required to supply the base currents. The MOSFET devices could be replaced with bipolar transistors, or

Darlington pairs, which would extend the range of operation. However, input currents would still be required for the buffering bipolar devices. Simulations also revealed that using a bipolar device resulted in more nonlinearity at low current levels. This is likely due to the low (and changing) value of $\beta$ at extremely low currents. Another possibility is to replace the bipolar devices with MOSFETs operating in subthreshold. Such a choice suffers from two problems. First, the devices would have to be made very wide to maintain deep subthreshold operation at currents up to $1 \mu \mathrm{~A}$. Second, in subthreshold the matching between devices is very poor which leads to a large offset in the amplifier. For these reasons a BiCMOS implementation was chosen because the bipolar devices provide the desired exponential relation along with better matching at low currents whereas the MOSFETs are used to make a high impedance buffer for supplying the base currents.

The dynamic performance of the normalizing multiplier is important to understand because it determines the time response of the entire amplifier. The basic circuit shown in Figure 3-9 is dominated by a single pole from the input capacitance multiplied by the input resistance

$$
\begin{align*}
R_{1} & =\frac{1}{g_{m Q 1}}  \tag{3.33}\\
C_{1} & =C_{c s 1}+C_{\pi 1}+C_{\pi 2}+C_{\mu 2}  \tag{3.34}\\
\tau_{1} & =\frac{k T}{q} \frac{1}{I_{i c m}}\left(C_{c s 1}+C_{\pi 1}+C_{\pi 2}+C_{\mu 2}\right) \tag{3.35}
\end{align*}
$$

Note that the bandwidth is proportional to the input current $I_{i c m}$. For example, taking $I_{a c m}=$ $500 \mathrm{nA}, I_{i c m}=5 \mathrm{nA}$, and $C_{1}=2 \mathrm{pF}$ results in a bandwidth of about 15 kHz . If $I_{i c m}$ is raised to 50 nA the bandwidth proportionately increases to 150 kHz . This dependence of bandwidth on the common-mode level of the input signal is important to remember. $I_{i c m}$ will be determined by the amount of photocurrent generated by the photodiodes and is thus directly proportional to the sensor irradiance. This means a brighter image will result in faster performance.

The frequency response of the enhanced normalizing multiplier with the MOSFET source followers is more complicated than the basic circuit. A small-signal model of the half circuit consisting of Q1, Q2, and M1 reveals that the circuit dynamics are dominated by two closely spaced poles and a zero. The transfer function is

$$
\begin{equation*}
\frac{i_{o}}{i_{i}}=G_{a} \frac{1+\tau_{z a}}{\left(1+\frac{2 \zeta}{\omega_{n}} s+\frac{1}{\omega_{n}^{2}} s^{2}\right)} \tag{3.36}
\end{equation*}
$$

where

$$
\begin{align*}
\omega_{n} & \triangleq \sqrt{\frac{g_{m Q 1} g_{m M 1}}{K_{C}}}  \tag{3.37}\\
\zeta & \triangleq \frac{1}{2} \sqrt{\frac{G_{a}+1}{n \beta K_{C}}}\left(C_{a 1}(1+n)+n C_{a 2}\left(1+\frac{\beta}{G_{a}+1}\right)\right)  \tag{3.38}\\
\tau_{z a} & \triangleq \frac{1}{g_{m M 1}} C_{a 2} \tag{3.39}
\end{align*}
$$



Figure 3-10: Frequency response of the normalizing multiplier at various $I_{i c m}$. The transfer function consists of two moderately damped poles followed by a high frequency zero. Solid lines are from simulations; dashed lines are the analytical result.
and

$$
\begin{align*}
& K_{C} \triangleq C_{a 1} C_{a 2}+C_{a 1} C_{a 3}+C_{a 2} C_{a 3}  \tag{3.40}\\
& C_{a 1} \triangleq C_{c s 1}+C_{g d M 1}  \tag{3.41}\\
& C_{a 2} \triangleq C_{\mu 1}+C_{g s M 1}  \tag{3.42}\\
& C_{a 3} \triangleq C_{\pi 1}+C_{\pi 2}+C_{\mu 2} . \tag{3.43}
\end{align*}
$$

The frequency response is plotted in Figure 3-10. Over the range of input current levels shown the damping coefficient of the two poles ranges from about 0.6 to 2.0 . Slight peaking due to the complex pole pair can be seen in the response. Note that the bandwidths of the enhanced multiplier are comparable to the basic version of the circuit.

### 3.3.2 Inverting (Type B) Current Multiplier

The second stage of current amplification is provided by transistors Q5-Q8 configured as a Gilbert inverting (type B) current multiplier. The operation of this circuit is similar to that of the preceding normalizing multiplier. However, the effect of finite $\beta$ is much more of a problem with this configuration. Figure 3-11 shows the basic topology of this circuit. Note that the output current $I_{b p}$ appears at the opposite side from the input current $I_{a p}$, hence the appellation "inverting". An analysis, including finite $\beta$, of this circuit yields the following current relationships

$$
\begin{equation*}
I_{b p}=K \frac{I_{b}}{\left(I_{a p}+I_{a m}\right)}\left(I_{a p}+\frac{I_{b}}{\beta+1}\right) \tag{3.44}
\end{equation*}
$$



Figure 3-11: Gilbert inverting multiplier (type B form).

$$
\begin{equation*}
I_{b m}=K \frac{I_{b}}{\left(I_{a p}+I_{a m}\right)}\left(I_{a m}+\frac{I_{b}}{\beta+1}\right) \tag{3.45}
\end{equation*}
$$

where

$$
\begin{equation*}
K \triangleq \frac{\alpha}{1+\frac{2 I_{b}}{(\beta+1)\left(I_{a p}+I_{a m}\right)}} \tag{3.46}
\end{equation*}
$$

In terms of differential-mode and common-mode currents this can be expressed as

$$
\begin{equation*}
I_{b d m}=G_{b} I_{a d m} \tag{3.47}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{b} \triangleq K \frac{I_{b c m}}{I_{a c m}} \tag{3.48}
\end{equation*}
$$

Note that the differential gain is set by the ratio of the common-mode levels, as was the case for the normalizing multiplier, with an additional attenuation factor $K$. The attenuation factor decreases as the common-mode gain is increased and becomes significant as the input currents become comparable to the base currents of Q6 and Q7. The input currents then have little effect on the $V_{b e}$ 's of transistors Q5 and Q8 which are primarily supplying base currents to Q6 and Q7 at this point. This results in lowered differential gain. For example, in the complete amplifier $I_{b c m}$ is simply $I_{a} / 2$ from the output of the normalizing multiplier. With $I_{a}=1 \mu \mathrm{~A}$, $I_{b}=10 \mu \mathrm{~A}$, and $\beta=100$ the attenuation factor $K$ is 0.83 . This implies that a 100 percent modulation of the input results in an 83 percent modulation of the output. Note that this modulation is weakly dependent on the transistor $\beta$ for the process. Because of the attenuation factor, this amplifier is unsuitable for large current gains and is only used to provide a fixed current gain of about eight in this design.

The frequency response of the inverting multiplier is dominated by a single pole followed by a higher frequency zero. The pole is given by the product of the input resistance and the input capacitance

$$
\begin{align*}
R_{5} & =\frac{1}{g_{m Q 5}}\left\|r_{\pi 5}\right\| r_{\pi 6}  \tag{3.49}\\
C_{5} & =C_{\pi 5}+C_{\pi 6}+C_{\mu 6} . \tag{3.50}
\end{align*}
$$

Simulations of the circuit predict $C_{5}=1 \mathrm{pF}$ and $R_{5}=43 \mathrm{k} \Omega$ yielding a bandwidth of 2 MHz . The zero in the transfer function occurs at

$$
\begin{align*}
R_{z b} & =\frac{1}{g_{m Q 6}}  \tag{3.51}\\
C_{z b} & =C_{\mu 6 .} \tag{3.52}
\end{align*}
$$

With $R_{z b}=5.2 \mathrm{k} \Omega$ and $C_{z b}=280 \mathrm{fF}$ the zero is positioned at 110 MHz , well above the pole and beyond the $f_{T}$ of transistor Q6. At frequencies above $f_{T}$ the hybrid-pi small-signal model of the transistor is no longer valid. Thus, the existence of this zero is suspect. Note that this stage is considerably faster than the preceeding normalizing multiplier due to the higher current levels.

### 3.3.3 MOS Current Mirror

The final stage of current amplification is accomplished with a PMOS current mirror using devices M3 through M6 in Figure 3-8. This mirror provides both current gain and output source currents with a reasonable amount of voltage compliance. The input devices M4 and M5 are sized long with a W/L of $20 \mu \mathrm{~m} / 56 \mu \mathrm{~m}$ to obtain a large gate drive and thus reduce the effect of mismatch in the threshold voltages. The output devices M3 and M6 are sized to be ten times wider than the input devices to provide a current gain of $G_{p}=10$.

The dynamics of this mirror are dominated by a single pole formed from the input resistance and the large gate capacitance

$$
\begin{align*}
R_{p} & =\frac{1}{g_{m M 4}}  \tag{3.53}\\
C_{p} & =C_{g s M 4}+C_{g s M 3} \tag{3.54}
\end{align*}
$$

Simulations estimate these values to be $R_{p}=150 \mathrm{k} \Omega$ and $C_{p}=8.3 \mathrm{pF}$ resulting in a pole $\tau_{p}$ at about 130 kHz . Note that this pole is independent of the image irradiance and is usually above the limiting poles of the normalizing multiplier except under very bright conditions. This mirror also has a zero in its transfer function that is substantially above the pole. Neither the pole nor the zero from this mirror will limit the amplifier bandwidth.

### 3.3.4 Complete Amplifier

The performance of the complete amplifier from input to output can be expressed with the following transfer function

$$
\begin{equation*}
\frac{i_{o}}{i_{i}}=G_{d c} \frac{1+\tau_{z a}}{\left(1+\frac{2 \zeta}{\omega_{n}} s+\frac{1}{\omega_{n}^{2}} s^{2}\right)\left(1+\tau_{p} s\right)} \tag{3.55}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{d c}=G_{a} G_{b} G_{p} \tag{3.56}
\end{equation*}
$$



Figure 3-12: Frequency response of the complete current amplifier.
and the other parameters are as defined previously. The unimportant high frequency poles and zeros are omitted from this transfer function. A plot of the simulated frequency response is shown in Figure 3-12. The dashed lines show the response modeled by Equation 3.55. The slight divergence above 100 kHz is due to the unmodeled loading effects of the input impedance of the inverting multiplier interacting with $C_{\mu}$ of devices Q 2 and Q 3 . This frequency response shows the performance one can obtain from the unloaded amplifier.

The actual dynamics of the current amplification are substantially altered by the addition of the input photodiodes which have a sizeable depletion region capacitance. The edge detecting photodiodes A, H, and C shown in Figure 3-8 have a total capacitance of about 260 pF and the quadrant photodiodes Q1 through Q4 each have a capacitance of 1.1 nF . The effect of this capacitance is to increase $C_{a 1}$ substantially in Equation 3.36 and split the pole pair into two widely spaced poles. The dominant pole becomes the input capacitance multiplied by the input resistance of the normalizing multiplier

$$
\begin{align*}
R_{a 1} & =(1+n) \frac{1}{g_{m Q 1}}  \tag{3.57}\\
C_{a 1} & =C_{d}+C_{c s 1}+C_{g d M 1} \approx C_{d}  \tag{3.58}\\
\tau_{a 1} & \approx \frac{k T}{q} \frac{1}{I_{i c m}}(1+n) C_{d} \tag{3.59}
\end{align*}
$$

with the second pole moving out to

$$
\begin{equation*}
\tau_{a 2}=\frac{n}{1+n} \frac{\beta}{G_{a}+1}\left(C_{a 2}+C_{a 3}\right) \tag{3.60}
\end{equation*}
$$

The dominant pole can be clearly seen in Figure 3-13. The bandwidth of the sensor becomes directly proportional to the input current level. The input current level in turn can be expressed in terms of the image irradiance $E_{0}$ multiplied by the responsivity $R$ to yield the following


Figure 3-13: Frequency response of the current amplifier loaded with input photodiodes.
expression for the bandwidth

$$
\begin{equation*}
f_{h}=\frac{R E_{0}}{2 \pi(1+n) C_{d a} \frac{k T}{q}} \tag{3.61}
\end{equation*}
$$

where $C_{d a}$ is the photodiode depletion capacitance per unit area. Assuming $E_{0}=10 \mu \mathrm{~W} / \mathrm{cm}^{2}$, $R=0.13 \mathrm{~A} / \mathrm{W}, C_{d a}=15 \mathrm{nF} / \mathrm{cm}^{2}$, and $n=1.2$ results in a bandwidth of 240 Hz . This is an improvement of a factor of four over video rate. Increasing the image irradiance by using stronger illumination or a larger lens will proportionately increase the speed. It is not unreasonable to increase the sensor irradiance by a factor of 10 to 100 .

### 3.3.5 Active Cascode

The chief obstacle to faster operation is the photodiode capacitance. For the illumination conditions assumed above, the edge detector current would be 21 nA . At this signal level the current amplifier would have approximately a 40 kHz bandwidth (see Figure 3-12) if it were not burdened by such a large input capacitance. Regulating the reverse bias across the photodiode and buffering its capacitance from the current amplifier can dramatically increase the bandwidth.

This regulation is provided by the active cascode circuit formed by the devices M7 through M12 in Figure 3-8. Devices M7 and M8 comprise an analog inverter whose output controls the gate voltage of the cascode device M9. The active feedback adjusts the gate drive on M9 to maintain a fixed voltage at the input node. The voltage variation across the photodiode capacitance is reduced by the gain of the inverter. Another way to view this is to calculate the small-signal input resistance of the cascode

$$
\begin{equation*}
R_{c}=\frac{1}{A+1} \frac{1}{g_{m M 9}} \approx \frac{n}{A I_{i c m}} \frac{k T}{q} \tag{3.62}
\end{equation*}
$$



Figure 3-14: Frequency response of the current amplifier with the active cascode at the input to buffer the photodiode capacitance.
where $A \triangleq g_{m M 7}\left(r_{o M 7} \| r_{o M 8}\right)$ is the inverter gain. The input resistance is lowered approximately by the gain of the inverter (compare with Equation 3.57). The photodiode capacitance is increased slightly to $C_{d a}=21 \mathrm{nF} / \mathrm{cm}^{2}$ by the reduction in bias across it. Overall, the pole due to the input capacitance is pushed out to the point where it is no longer clearly dominant. The transfer function from input to output current now becomes

$$
\begin{equation*}
\frac{i_{o}}{i_{p}}=G_{d c} \frac{1+\tau_{z a}}{\left(1+\frac{2 \zeta}{\omega_{n}} s+\frac{1}{\omega_{n}^{2}} s^{2}\right)\left(1+\tau_{c} s\right)\left(1+\tau_{p} s\right)} \tag{3.63}
\end{equation*}
$$

where $\tau_{c} \triangleq R_{c} C_{d}$ and all other parameters remain the same as defined previously. A plot of the frequency response is shown in Figure 3-14. The boost in the bandwidth is roughly a factor of 120 for the device sizes chosen in the implementation.

### 3.3.6 Coarse Alignment Amplifier

The equations for the coarse alignment error signal require some modifications to the amplifier. Both the $x$ and $y$ error signals are created by summing the same four signal currents. This implies that these currents must be copied before the two error signals can be formed. One possible solution is to copy the photocurrents in a current mirror before normalizing and amplifying them. Unfortunately this would transform them from source currents into sink currents which are unsuitable as inputs to the normalizing multiplier with NPN transistors. Furthermore, both the mirroring and normalization would be done with small photocurrents which is difficult to do accurately and quickly. Instead, the photocurrents are normalized and amplified first, and then copied at the output current mirror in order to form the error signal currents. This requires a multiplier that is capable of normalizing four input currents rather


Figure 3-15: Normalizing current amplifier with four inputs which is used for the coarse alignment error signal.
than two as was done for the fine alignment signal.
Figure 3-15 shows the complete current amplifier for the coarse alignment signal. The Gilbert normalizing multiplier used for two input currents is extended for four input currents [101]. As in the two input case, the four input circuit relates the output currents to the input currents as

$$
\begin{equation*}
I_{a n}=\frac{I_{o c m}}{I_{i c m}} I_{i n} \quad n=1,2,3,4 \tag{3.64}
\end{equation*}
$$

where now

$$
\begin{align*}
I_{i c m} & =\frac{1}{4}\left(I_{1}+I_{2}+I_{3}+I_{4}\right)  \tag{3.65}\\
I_{a c m} & =\frac{1}{4} I_{a q} \tag{3.66}
\end{align*}
$$

The four input normalization circuit preserves the ratios between the input and output currents while at the same time fixing the output common-mode level. It thus rejects variations in the input common-mode signal.

The output from the normalizing amplifier goes directly to the current mirrors. The intermediate gain stage formed by the inverting amplifier is omitted because its multiple input extension is a normalizing divider (inverter) and is incompatible with the desired amplification. In order to maintain the same size input current to the mirror implies that the output devices of the normalizing amplifier must be run at a higher current level than is the case for the fine alignment amplifier. The higher output current of the normalizing multiplier might be expected
to reduce its bandwidth because the larger currents in the output transistors increases the base diffusion capacitance. However, at these low current levels this capacitance is dwarfed by the base-emitter depletion capacitance. Hence the dynamic behavior of this circuit is little affected by the increase in gain. Note that this implies that the intermediate gain stage used in the fine alignment amplifier is probably not needed and can be omitted by running the input stage at higher gain.

### 3.3.7 Amplifier Biasing

The current amplifiers require both bias currents and voltages. The voltages are provided from off the chip although these could be generated on the chip if desired. The bias currents were also generated from an off-chip current that is mirrored and copied on the chip. An NPN simple current mirror consisting of one input device and three output devices provides the bias currents for the input normalizing multipliers. Two matched bias currents are needed for the $x$ - and $y$-axis current amplifiers. The third output device is not used but allows the mirror to be laid out in a common centroid configuration to achieve better matching. One of the nice properties of the normalizing multiplier is that the voltage at the emitters of the output devices does not move as long as the input common mode remains fixed. Thus a simple current mirror with moderate output impedance can be used to provide the bias current. On the other hand, this voltage varies in the inverting multiplier as the differential input changes. For this reason a cascoded current source with higher output impedance was used to prevent this variation from causing additional nonlinearity in the amplifier.

### 3.3.8 Noise

Before examining the noise arising from the complete sensor it is useful to look at the amplifier alone with the active cascode circuit removed. Figure 3-16 shows the results of HSPICE simulations of the amplifier noise spectrum at several input current levels. The spectrum can be divided into two regions. At low frequencies, below the bandwidth cutoff of the sensor, the noise spectrum is flat. Here the shot noise of the Q1 and Q4 collector currents are the dominant noise sources which result in a differential output voltage of

$$
\begin{equation*}
v_{o}^{2}=4 q I_{i c m} G_{d c}^{2} R_{L}^{2} \tag{3.67}
\end{equation*}
$$

when the error currents are dropped across load resistors $R_{L}$. The figure shows the result for $R_{L}=39.1 \mathrm{k} \Omega$. An additional source of shot noise comes from the collector currents of devices Q2, Q3, Q5, and Q8 bringing the total noise at the output to

$$
\begin{equation*}
v_{o}^{2}=4 q I_{i c m}\left(1+\frac{4 I_{i c m}}{I_{a}}\right) G_{d c}^{2} R_{L}^{2} \tag{3.68}
\end{equation*}
$$

This equation describes the low frequency plateaus in the noise spectrum. In the implementation one must also account for the additional shot noise from the photodiodes. The resulting noise


Figure 3-16: Simulation results for the output noise spectrum from the amplifier without the active cascode circuit. At low frequencies the collector current shot noise from Q1 and Q4 dominates. At intermediate frequencies the base current shot noise from Q2 and Q3 dominates.
equation is

$$
\begin{equation*}
v_{o}^{2}=8 q I_{i c m}\left(1+\frac{2 I_{i c m}}{I_{a}}\right) G_{d c}^{2} R_{L}^{2} \tag{3.69}
\end{equation*}
$$

At frequencies above the dominant pole from the photodiode capacitance, the shot noise from the input devices is shorted to ground. In its place the shot noise from the base currents of devices Q2 and Q3 becomes dominant. Solving for their contribution to the output yields

$$
\begin{equation*}
v_{o}^{2}=4 q I_{a} \frac{G_{a}}{G_{a}+1} \beta\left(\frac{n}{1+n}\right)^{2}\left(G_{b} G_{p} R_{L}\right)^{2} \tag{3.70}
\end{equation*}
$$

At low signal levels $\left(G_{a} \gg 1\right)$ the noise is independent of $I_{i c m}$ and the equation predicts $v_{o} \approx 14 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$. This agrees well with the values shown in the simulations. Near 20 kHz the noise spectrum begins to roll off as the capacitance at the bases of Q2 and Q3 short the noise current to ground.

When the active cascode circuit is included to improve the bandwidth of the sensor, the noise increases as well. Part of this increase arises from the fact that the shot noise discussed above is collected over a larger bandwidth. Furthermore, the active cascode circuit itself adds a substantial amount of noise.

This can be seen in the simulations shown in Figure 3-17. The noise spectrum is dramatically broader and shows a distinctive hump at mid-frequencies. This can be explained by examining the small-signal model of the active cascode shown in Figure 3-18. The noise current source $i_{n a}$ represents flicker and thermal noise currents from the inverter devices M7 and M8. The current $i_{i}$ is the resulting input to the rest of the current amplifier and is added to the photocurrent signal. The transfer function is

$$
\begin{equation*}
\frac{i_{i}}{i_{n a}}=\frac{s G_{c} \tau_{c}}{1+s \tau_{c}} \tag{3.71}
\end{equation*}
$$



Figure 3-17: Simulation results of the output noise spectrum from the amplifier with the active cascode circuit included. Dashed lines are the theoretical result from Equation 3.76.


Figure 3-18: Small-signal model of the active cascode subcircuit and its noise source.
where $G_{c} \triangleq g_{m M 9}\left(r_{o M 7} \| r_{o M 8}\right)$ and $\tau_{c}$ is as defined previously. At low frequencies the spectrum is determined by the shot noise sources already discussed. However, as the pole $\tau_{c}$ is approached the noise source $i_{n a}$ becomes dominant. The noise source is comprised of thermal and flicker components

$$
\begin{equation*}
i_{n a}^{2}=i_{f l}^{2}+i_{t h}^{2} \tag{3.72}
\end{equation*}
$$

given by

$$
\begin{align*}
i_{t h}^{2} & =\frac{8}{3} k T\left(g_{m M 7}+g_{m M 8}\right) \Delta f  \tag{3.73}\\
i_{f l}^{2} & =\frac{\left(K_{F N}+K_{F P}\right) I_{D S}}{C_{o x} L^{2} f} \Delta f \tag{3.74}
\end{align*}
$$

The thermal noise component is a constant which evaluates to about $8.9 \times 10^{-24} \mathrm{~A}^{2} / \mathrm{Hz}$. The flicker noise portion depends upon the flicker noise coefficients which are not available for this process. In their absence, estimates of $K_{F N}=5 \times 10^{-28}$ and $K_{F P}=1 \times 10^{-29} \mathrm{C}^{2} / \mathrm{Vs}$ were used. These estimates are based on flicker noise coefficients reported in several references [102, $103,104,105,106]$. With $I_{D S}=30 \mu \mathrm{~A}, C_{o x}=0.85 \mathrm{fF} / \mu \mathrm{m}^{2}$, and $L=4.3 \mu \mathrm{~m}$ this yields

$$
\begin{equation*}
i_{f l}^{2}=\frac{9.5 \times 10^{-19}}{f}\left[\mathrm{~A}^{2} / \mathrm{Hz}\right] \tag{3.75}
\end{equation*}
$$

The flicker noise dominates the thermal noise in this circuit. The dashed lines in Figure 3-17 show the flicker noise contribution at the output calculated according to

$$
\begin{equation*}
v_{o}^{2}=2 i_{f l}^{2}\left(\frac{i_{i}}{i_{n a}}\right)^{2} G_{d c}^{2} R_{L}^{2} \tag{3.76}
\end{equation*}
$$

The hump shown in the simulations is due to the flicker noise from the active cascode devices which increases until the high frequency poles of the current amplifier cut it off.

### 3.3.9 Power

The amplifiers dissipate essentially all of the power consumed by the alignment sensor. Most of this power is spent on the four differential output currents which together amount to $400 \mu \mathrm{~A}$ and consume 2 mW using a 5 V supply. An additional 1.4 mW is consumed by the active cascode inverters. The remaining amplifier stages, bias currents, and photocurrents use roughly 0.6 mW which brings the total power dissipation to 4.0 mW .

### 3.3.10 Effect of Normalization on Error Signals

The normalizing current amplifiers have a significant effect on the ideal error signals described by Equations 3.3 and 3.18. After amplification the coarse alignment signal becomes

$$
\begin{equation*}
I_{q x}=5 I_{a q} \frac{I_{3}-I_{1}+I_{4}-I_{2}}{I_{1}+I_{2}+I_{3}+I_{4}} \tag{3.77}
\end{equation*}
$$



Figure 3-19: Coarse alignment negative error vectors after normalization from the amplifiers (with $\rho=0.9$ ).

Substituting in Equations 3.4-3.7 for the currents yields

$$
\begin{equation*}
I_{q x}=5 I_{a q} \frac{\rho\left(L_{q}-y\right) x}{L_{q}^{2}(2-\rho)+\rho x y} . \tag{3.78}
\end{equation*}
$$

Note that the irradiance level $E_{0}$ drops out leaving an output error signal that is independent of the irradiance. However, the error signal is now inversely proportional to the sum of the quadrant photocurrents. The sum depends on the position of the target and adds additional distortion to the alignment signal as shown in Figure 3-19. Note that the error vectors in quadrants one and three become weaker relative to quadrants two and four. This occurs because displacements of the target towards quadrants one and three increase the total amount of light falling on the sensor, whereas displacements towards quadrants two and four reduce this amount of light. The resulting distortion becomes more apparent the further the displacement is from the origin.

A slightly different situation occurs for the fine alignment error signal. After amplification the edge detector signal is

$$
\begin{equation*}
I_{e x}=G_{b} G_{p} I_{a} \frac{\left(I_{A}-I_{B}+I_{C}\right)-\left(I_{G}-I_{H}+I_{I}\right)}{I_{A}+I_{B}+I_{C}+I_{G}+I_{H}+I_{I}} . \tag{3.79}
\end{equation*}
$$

The denominator of this equation turns out to be a constant equal to $4 R E_{0} L_{e} W_{e}(1+\epsilon)$. Thus
after normalization the error signal becomes

$$
I_{e x}=\left\{\begin{array}{ll}
\frac{1}{2} G_{b} G_{p} I_{a} \frac{1-\epsilon}{1+\epsilon}\left(2-\frac{\xi}{W_{e}}\right) & W_{e}<\xi<2 W_{e}  \tag{3.80}\\
\frac{1}{2} G_{b} G_{p} I_{a} \frac{1-\epsilon}{1+\epsilon} \frac{\xi}{W_{e}} & -W_{e}<\xi<W_{e} \\
\frac{1}{2} G_{b} G_{p} I_{a} \frac{1-\epsilon}{1+\epsilon}\left(2+\frac{\xi}{W_{e}}\right) & -2 W_{e}<\xi<-W_{e} \\
0 & \text { otherwise }
\end{array} .\right.
$$

As long as the mark is not rotated and is within the capture region of the edge detectors, the sum of the edge detector photocurrents is a constant independent of the position of the alignment mark. Thus, no additional distortion of the error signal arises due to the normalization.

### 3.4 Summary

The design for an alignment sensor that detects the position of a surveyor's mark has been presented. The sensor operates in two modes. A coarse alignment signal is generated using quadrant photodiodes to initially position the target mark. Final positioning is achieved using another set of photodiodes that detects the edges of the mark and provide a very sensitive error signal. The photodiode currents are normalized and amplified using BiCMOS circuits to provide an output current that is related to alignment error and independent of illumination level. The bandwidth of this amplifier is improved by using active cascodes to buffer the photodiode depletion capacitance at the expense of added noise.

# Test Results: Surveyor's Mark Alignment Sensor 

### 4.1 Introduction

This chapter will present test results from the surveyor's mark sensor. During the course of this work three different test chips were fabricated through MOSIS using the Orbit $2 \mu \mathrm{~m}$ $n$-well BiCMOS process [107]. The first version was used primarily to test the circuits and photodiodes and only had an imaging area of $1 \times 1 \mathrm{~mm}^{2}$ in size. A second sensor was then fabricated containing an enlarged imaging area of $6 \times 6 \mathrm{~mm}^{2}$ and added the active cascode circuit to improve the sensor bandwidth. The final version of the chip made some improvements in the active cascode as well as in the coarse alignment amplifier. The data presented here is from the final design unless otherwise mentioned.

### 4.2 Photodiodes

The sensor uses PMOS transistor $p$-type source/drain implants in an $n$-well for the photodiodes. A cross section of the structure is shown in Figure 4-1. Because these are essentially parasitic photodiodes they are not normally characterized in much detail, if at all. Their responsivity, leakage (or dark) current, and matching characteristics were measured to assure their suitability for use as photosensitive elements.

The responsivity of the photodiode is a measure of how much current is generated per unit of light power at a particular wavelength. Narrow band illumination was provided by a bank of red AlGaAs light emitting diodes ${ }^{1}$ (LED's). These diodes have a narrow emission peak at 637 nm with a half width of 20 nm . Uniform illumination was obtained by using LED's with light diffusers and placing them 15 cm away from the chip. The irradiance from this source at

[^2]

Figure 4-1: Cross section of the photodiode structure. It is formed by a PMOS $p$-type implant in an $n$-well connected to $V_{d d}=5 \mathrm{~V}$.
the sensor surface was about $5.4 \mu \mathrm{~W} / \mathrm{cm}^{2}$. The resulting photocurrents were measured from all of the photodiodes in the sensor with 5 V reverse bias. Data was collected from several different chips. Each chip was swapped with a calibrated photodiode (Newport 1815 power meter with 818-SL detector) to measure the incident light power. The calculated responsivity was $0.140 \mathrm{~A} / \mathrm{W}$ under this illumination which corresponds to a quantum efficiency of $27 \%$. The responsivity dropped to $0.130 \mathrm{~A} / \mathrm{W}(\mathrm{QE}=25 \%)$ at 2.7 V reverse bias (normal operating conditions) and to $0.120 \mathrm{~A} / \mathrm{W}(\mathrm{QE}=23 \%)$ with 1.1 V reverse bias (when the active cascode is engaged). Commercial photodiode sensors typically have quantum efficiencies in the range of $70 \%$ to $90 \%$.

In order to determine the dark current of the photodiodes, the reverse leakage current was measured under 5 V of reverse bias and without illumination. ${ }^{2}$ These currents were measured for photodiodes of several different sizes in order to find the leakage as a function of the area and perimeter of the diode. The leakage current is then expressed as

$$
\begin{equation*}
I_{l}=J_{R A} A+J_{R P} P \tag{4.1}
\end{equation*}
$$

where $A$ is the device area, $P$ is the perimeter, and $J_{R A}$ and $J_{R P}$ are the corresponding leakage coefficients. A picoammeter with a 1 fA resolution was only able to measure leakage currents on the order of tens of femtoamperes. This leakage appeared to occur almost entirely along the device perimeter. The coefficient $J_{R P}$ was always below $2 \mathrm{pA} / \mathrm{cm}$. The area dependent leakage was less than $100 \mathrm{pA} / \mathrm{cm}^{2}$, below the resolution of the measurements. The largest structures on the test die are the quadrant photodiodes which had leakages well under 1 pA .

The leakage currents for other structures on the sensor were examined to determine if they might affect the integrity of the photocurrent signal. Measurements were made for the $n$ diffusion and the collector diffusion ( $n$-well) to substrate junctions. These junctions also had very small leakage currents with $J_{R P}<7 \mathrm{pA} / \mathrm{cm}$ and $J_{R A}<300 \mathrm{pA} / \mathrm{cm}^{2}$. The leakage currents for the photodiodes and these other structures are all far below the levels of the photocurrents obtained under normal illumination.

The matching properties of the photodiodes were investigated using the red LED light source. This illumination proved to be uniform to within $0.2 \%$ across the surface of the sensor.

[^3]The photocurrents from each of the photodiodes were measured and their calculated responsivities were compared to determine their mismatch parameters. The effect of photodiode mismatch on the sensor offset can be viewed from two perspectives. The first is a statistical approach where the mismatch parameters are treated as independent random variables. From the measured responsivities one can calculate the sample statistics for the photodiodes. Because the sample sizes are small, there are only four quadrant photodiodes for example, the resulting matching parameters were averaged with the measurements from several chips.

For the quadrant photodiodes the mismatch parameter $\delta$ had a sample standard deviation of $0.60 \%$. Using the statistical offset model from Equation 3.11 results in a normalized offset with a standard deviation of only $0.22 \%$ of the sensor size for the coarse alignment. This is much smaller than expected. The capture region of the edge detectors was sized to tolerate offsets in the coarse alignment of up to $5 \%$ to accommodate both photodiode mismatch and nonuniform illumination.

For the edge detecting photodiodes, the statistics were computed for both the small photodiode mismatch $\zeta$ and the large photodiode mismatch $\gamma$. Both parameters had comparable standard deviations with $\sigma_{\zeta}=0.43 \%$ and $\sigma_{\gamma}=0.43 \%$. It is interesting to note that the matching variances of all the photodiodes are comparable even though they differ greatly in shape and size. The mean of $\zeta$ is chosen to be zero by definition so that the mean of $\gamma$ then expresses the systematic mismatch between these two different sized photodiodes. The resulting mean $m_{\gamma}=-0.95 \%$ reveals that this middle photodiode, although drawn to be twice the area, yields slightly less than twice as much photocurrent. This is perhaps due to photocurrent generated along the diode perimeters. The statistical model of Equation 3.23 predicts that the normalized fine alignment offset will have a standard deviation of 110 ppm due to this mismatch.

Another way to examine the expected offsets caused by photodiode mismatch is to explicitly compute them from Equations 3.10 and 3.21. The standard deviation of the resulting offsets from several chips were calculated using these equations. The resulting coarse alignment offset was $0.27 \%$ and the fine alignment offset was only 20 ppm . Compared to the statistical method the coarse alignment value is larger whereas the fine alignment value is substantially smaller. This difference arises because there is significant correlation in the mismatch parameters that is antisymmetric about the center of the sensor. Since the coarse alignment signal is formed by subtracting photocurrents from opposing photodiodes, the effect of this correlation is exacerbated. On the other hand, the fine alignment signal is obtained by summing the edge detector signals from opposing edges which cancels the antisymmetric component of the mismatch. The fine alignment offset of 20 ppm is only the error resulting from photodiode mismatch. More significant errors will be contributed from other sources such as nonuniformity of illumination, amplifier offsets, and the resolving power of the optics.

Table 4-1: Typical DC parameters measured for the current amplifier.

| Amplifier | Full Scale <br> Output $[\mu \mathrm{A}]$ | Gain | Output <br> Offset [\%] | Nonlinearity <br> $[\%]$ |
| :---: | :---: | :---: | :---: | :---: |
| Normalizing | 1 | $0.1-10,000$ | 0.3 | 0.2 |
| Inverting | 8.2 | 8.2 | 0.2 | 0.2 |
| Mirror | 100 | 10 | $<0.1$ | $<0.05$ |
| Composite | 82 | $8.2-820,000$ | 0.3 | 0.4 |

### 4.3 Current Amplifier

The current amplifier was designed to normalize the input photocurrents and scale them up to a level suitable for output from the sensor. Several DC measurements were made of these amplifiers to determine their gain, offset, and linearity. The amplifier was tested with the source/measurement units (SMU's) from two HP 4145's. They varied the input currents differentially about a fixed common-mode level $I_{c m}$ by an amount $\pm I_{c m}$ while the output currents were measured. The measurement was repeated over a range of common-mode input levels. Because the amplifier is designed to operate with very small input currents it was not practical to measure the amplifier bandwidth directly. Bandwidth measurements were made indirectly using optical input and are discussed later.

### 4.3.1 Fine Alignment Amplifier

The fine alignment amplifier was discussed in Section 3.3 and shown in Figure 3-8. A summary of typical DC parameters for the complete amplifier and its components is shown in Table 4-1. The full scale output is the maximum differential current signal that appears at the output of each stage. For the normalizing multiplier and the current mirror this is simply twice the output common-mode current. However, the inverting multiplier has a slightly reduced full scale differential output due to the attenuation factor $K$ in the differential gain. This also reduces the full scale output of the composite amplifier. The gain is the differential current gain from each stage. For the normalizing multiplier this gain is dependent on the common-mode level of the input. Measurements were made at common-mode input levels of $5 \mu \mathrm{~A}, 500 \mathrm{nA}$, $50 \mathrm{nA}, 5 \mathrm{nA}, 500 \mathrm{pA}$, and 50 pA to test the amplifier over several decades of input range.

Nonlinearity in the amplifier was measured, but it is not of much importance for the alignment application. The error signals from this sensor are not linear functions of the image position except when the alignment error is close to zero. The small additional nonlinearity from the amplifiers is of little significance. The importance of the amplifier offset depends on the alignment application. This offset will cause the error signal to be zero when the image of the mark is shifted slightly relative to the sensor. If one truly desires the image to be aligned


Figure 4-2: Typical input/output characteristic of the differential current amplifier. Input common-mode current was 500 pA and output common-mode current was $50 \mu \mathrm{~A}$.
exactly to the sensor, then this amplifier offset (and also the photodiode mismatch) will lead to some error. If, however, it is only desired that the alignment be repeatable, then a fixed amplifier offset is not going to be important as long as it does not exceed the capture region for the transition between coarse and fine alignment.

The values for offset and nonlinearity are expressed as a percentage of the full scale output because this is constant as the gain is varied. They are typical worst case values for commonmode inputs down to 500 pA . Below this level the amplifiers continue to operate properly but accurate measurements could no longer be made with our instrumentation. The nonlinearity was computed as the maximum deviation of the data from a best fit line over the middle $80 \%$ of the full scale range. The nonlinearity of the composite amplifier is larger than all of the components because of loading effects between the stages. The output impedance of the amplifier is the output impedance of the PFET device in the current mirror which was found to be greater than $7.0 \mathrm{M} \Omega$.

Another measurement was made to determine how well the normalization works as the common-mode input is varied. Ideally, the output should remain constant for a fixed ratio of the input differential signal relative to its common-mode level. This was checked by measuring the variation in the output for an input ratio $I_{i d m} / I_{i c m}=0.8$ at the different common-mode levels. On average the output varied by only $60 \mathrm{nA}(0.1 \%$ of the $60 \mu \mathrm{~A}$ signal) which is near the measurement resolution of the HP 4145. This shows that the amplifier effectively normalizes the input differential signal while rejecting variations in the common-mode signal.

A typical input/output characteristic is shown in Figure 4-2 for the complete amplifier. For this measurement the common-mode input level was 500 pA corresponding to an amplifier gain of about 80,000 . The linearity is excellent with only $0.3 \%$ of nonlinearity over $80 \%$ of


Figure 4-3: Nonlinearity of the differential current amplifier. This is the difference between the data and a least squares fit line expressed as a percentage of the full scale difference. Nonlinearity is chiefly due to Early effect in the bipolar devices.
the full scale range. The offset referred to the output is $0.19 \mu \mathrm{~A}$ which is about $0.2 \%$ of the full scale output. A plot of the amplifier nonlinearity is shown in Figure 4-3. HSPICE simulations indicate that the nonlinearity is chiefly due to Early effect in both the bipolar transistors and, to a lesser extent, the MOSFETs in the current mirror. Gilbert [100] claims that $\beta$ mismatch between bipolar devices in these amplifiers is also a significant source of nonlinearity. However, in this implementation the Early effect adequately accounts for the observed nonlinearity. Essentially identical results were seen for the other common-mode input levels that were tested. These measurements demonstrate that the current amplifier is capable of accurately scaling differential currents over a wide range of input levels.

### 4.3.2 Coarse Alignment Amplifier

The coarse alignment amplifier was discussed in Section 3.3.6 and illustrated in Figure 3-15. The input normalizing amplifier is operated at a $5 \mu \mathrm{~A}$ common-mode level and the final output current has a nominal common-mode output of $50 \mu \mathrm{~A}$. Note that these bias conditions are somewhat different than is the case for the fine alignment amplifier. DC measurements were made by setting two of the four input currents to zero and differentially varying the remaining two currents about a fixed common-mode level. The measurements were repeated for various input combinations and input common-mode current levels of $500 \mathrm{nA}, 50 \mathrm{nA}, 5 \mathrm{nA}$, and 500 pA .

The aspects of DC performance, such as gain, gain variation, offset, and nonlinearity were measured as was described above for the fine alignment amplifier. The differential current gain ranged from 95 to 95,000 depending upon the input current level. This gain was slightly less than the ideal value of 100 to 100,000 because the output common-mode current was actually
closer to $48 \mu \mathrm{~A}$ in the experiments than the $50 \mu \mathrm{~A}$ nominal value. Gain variation for a fixed differential signal was about $0.4 \%$ of the full scale signal and the nonlinearity was $0.6 \%$. Offset referred to the output was only $0.1 \%$ of full scale, which was at the measurement resolution. Both gain variation and nonlinearity were slightly worse for the four input amplifier than was the case for the two input version. This may be due to the fact that, although a symmetrical layout was used, it was not strictly common centroid. Surprisingly, the offset values were superior. This may be a coincidence due to the small number (four) of chips tested. Typical input/output characteristics of this circuit appeared much the same as in Figures 4-2 and 4-3. The only noticeable difference is the slightly higher differential gain for the same input current level.

### 4.4 Alignment Error Signals

### 4.4.1 Mock Alignment System

In order to characterize the alignment sensor it was necessary to image an alignment marking upon it and measure the resulting error signals. These measurements were made by constructing a mock alignment system. The alignment sensor was mounted inside an empty video camera body allowing the use of inexpensive standard C-mount video camera lenses. Most of the experiments used a Cosmicar C31204 2/3 inch format zoom lens with an adjustable focal length from $12.5-75 \mathrm{~mm}$. The zoom lens allowed easy adjustment of the optical magnification. In front of the zoom lens was attached a \#3 close-up lens for 33 cm working distances. The camera body was attached to a Kaiser RS1 copy stand to allow adjustment of the camera height.

On the copy stand platform was placed a computer controlled $x-y$ table. The table was constructed out of two Aerotech ATS15010 linear positioning stages. These stages have a total travel of four inches and are driven by stepper motors with a 10,000 step/inch resolution. The absolute accuracy of the system was specified to be $12.2 \mu \mathrm{~m}$ with a repeatability of $3.1 \mu \mathrm{~m}$. In practice the bidirectional repeatability appeared to be only $12.5 \mu \mathrm{~m}$ ( 5 steps) due to hysteresis in the positioning system. The magnification of the optics was chosen such that the total four inch travel mapped onto the six millimeter imaging area of the sensor. Normalized to the sensor field of view, the specified positioning accuracy is 120 ppm with a repeatability of 30 ppm . The table stepper motors were controlled by two Aerotech Unidex U100M motor controllers.

The camera and alignment sensor looked down upon an alignment marking mounted on the positioning table. Since the primary objective of this system was to characterize the sensor, a large alignment mark measuring eight inches across was used. This has several benefits. First, the optical system does not require magnification which permits the use of standard video camera optics. Second, the resolution, repeatability, and accuracy required of the positioning system are correspondingly relaxed. Third, vibrations in the mechanical system are less of a constraint. Fourth, the precision with which the target itself is made can be reduced. The


Figure 4-4: Coarse alignment $x$-direction error signal as the target is moved along the $x$-axis over the full field of view. The slope is about $140 \mu \mathrm{~V} /$ step except in the zone near the origin.
alignment target was laser-printed on eight and one-half by eleven inch white bond paper. Finally, for all of these reasons the mock alignment system could be built at moderate expense.

The sensor was connected by a ribbon cable to a test board which supplied power as well as bias currents and voltages. The error signals, output as differential currents, were converted to single-ended voltages on the test board using 741 operational amplifiers and resistors. The current to voltage conversion was done using precision $39.1 \mathrm{k} \Omega$ resistors matched to $0.1 \%$. The resulting error voltages were measured using the source/measurement units of an HP 4145 controlled by an HP 715/33 Apollo workstation. The workstation could communicate with the motor controllers and the HP 4145 over a GPIB interface. Thus it was possible to issue motion commands and measure the resulting position error signals to characterize the sensor entirely under computer control.

### 4.4.2 Coarse Alignment Signal

A one-dimensional slice of the $x$-direction error signal is shown in Figure 4-4. For this measurement the alignment target was translated along the $x$-axis while the coarse alignment $x$-direction error voltage was measured. The signal is roughly proportional to displacement from the origin with a swing of $\pm 2.69 \mathrm{~V}$. Because the error currents are dropped across $39.1 \mathrm{k} \Omega$ resistors, a full scale differential signal would be 3.91 V . This is not achieved because the mark does not have perfect contrast due to light reflecting from the darkened regions. From Equations 3.78 the resulting attenuation is given by $(1-\epsilon) /(1+\epsilon)$. Using the ratio of the maximum achieved signal to the maximum possible signal one can solve for the value of $\epsilon$ which turns out to be 0.185 . Apparently a significant amount of light is reflected from the darkened regions of the target. A confirmation of this large value of $\epsilon$ was made by taking the ratio


Figure 4-5: Coarse alignment error signal near the origin showing the reduced slope of $20 \mu \mathrm{~V} /$ step due to the presence of the edge detecting photodiodes.
of photocurrents from darkened and fully illuminated photodiodes. This was done using the square grating sensor with the surveyor's mark target and yielded a contrast of 0.173 , fairly close to the estimate obtained above. The square grating sensor was used because its test board in the video camera provided easy access to these currents. The contrast varied by about $\pm 0.01$ depending upon the position of the light source.

The slope of the error signal is about $140 \mu \mathrm{~V} /$ step over most of the range of motion. Near the origin the signal flattens due to the presence of the edge detecting photodiodes. Figure 4-5 shows a close-up of this behavior. The slope increases slightly to $156 \mu \mathrm{~V} /$ step in the range of 1000 to 2000 steps because of the additional signal from the outer edge detecting photodiodes. The slope drops dramatically to only $20 \mu \mathrm{~V} /$ step between $\pm 1000$ steps of the origin. This occurs when the edges of the mark fall on the center edge detecting photodiodes, leaving only the small region at the center of the sensor contributing to the coarse alignment signal.

Due to the small slope near the origin a substantial offset is possible. The null point can easily occur anywhere in the range of $\pm 1000$ steps of the origin. The offset seen in the figure is chiefly due to nonuniformity in the irradiance of the sensor. Measurements of the irradiance at the target typically revealed a variation of five to ten percent across the field of view. Furthermore, inaccurate centering of the sensor behind the lens of the camera (accurate to maybe 2 mm ) adds additional nonuniformity in the sensor irradiance that is difficult to quantify. A white sheet was placed as the target to get a crude idea of the illumination effect on the offset. Ideally a white sheet would yield uniform irradiance of the sensor and thus zero error signal. The observed error signal is due to a combination of offsets from nonuniform illumination, photodiode mismatch, the current amplifiers, and the current-to-voltage converters on the test board. All of these should be quite small, on the order of $0.3 \%$ of the full scale signal, except the


Figure 4-6: Negative error vector field from the coarse alignment signal (a) over the full field of view and (b) near the origin showing the low gain region inside $\pm 1000$ steps.
illumination offset. Typically the white sheet offset was about 50 mV , or about $1.3 \%$ of the full scale signal, and was very sensitive to the position of the illuminating source. A better lighting arrangement and more precise control of the sensor position behind the lens should reduce this offset considerably. Nevertheless, this problem was anticipated by designing the size of the fine alignment capture region to tolerate a coarse alignment offset of up to five percent, easily accommodating the observed values. If a smaller capture region were used with better lighting uniformity, then a fine alignment error signal with larger slope could be obtained.

The coarse alignment error signals were also measured at a grid of displacements over the sensor's field of view. These measurements were then used to construct a map of the negative error vectors shown in Figure 4-6 (a). The resulting vector field compares well with the expected result seen in Figure 3-19. The slight differences between these two figures are chiefly due to the presence of the edge detecting photodiodes (not modeled in the coarse alignment analysis) and the effect of the previously mentioned image contrast. A closer view of the origin is shown in Figure 4-6 (b). Here the low gain in the region $\pm 1000$ steps is quite evident. The effect of a ten degree rotation of the mark is shown in Figure 4-7. As the simulations predicted (see Figure 3-4), the error vectors are all rotated slightly. The resulting curl in the vector field will cause trajectories to spiral into the origin. One such trajectory is also shown in the figure.

### 4.4.3 Fine Alignment Signal

Measurements of the fine alignment error signal also agreed well with the expected results. The $x$-direction error signal along the $x$-axis is shown in Figure 4-8. The signal clearly shows the expected sawtooth shape depicted in Figure 3-5. The signal strength peaks at about $\pm 1.05 \mathrm{~V}$


Figure 4-7: Negative error vector field from the coarse alignment signal with the mark rotated by ten degrees relative to the sensor. Note the resulting spiral in a measured alignment trajectory.


Figure 4-8: Fine alignment $x$-direction error signal as the target is moved along the $x$-axis. The capture region extends to $\pm 2000$ steps and the signal has a slope of $1.1 \mathrm{mV} /$ step through the origin.
at positions $\pm 1000$ steps. These peaks occur when the edges of the mark lie at $\pm W_{e}$ from the center of the sensor. Equation 3.80 predicts a signal of

$$
\begin{equation*}
V_{e x}=(39.1 \mathrm{k} \Omega)(50)(0.82)(1 \mu \mathrm{~A}) \frac{1-0.173}{1+0.173}=1.13 \mathrm{~V} \tag{4.2}
\end{equation*}
$$

assuming the same value for $\epsilon$ from the coarse alignment data. The slope of the signal through the origin is $1.1 \mathrm{mV} /$ step corresponding to a peak value of 1.1 V . This is in good agreement with the value predicted above. The actual peak value of 1.05 V is slightly less due to rounding of the peak discussed below. With a slope of 1.1 mV per step a voltmeter with 1 mV resolution can detect displacements of a single step of the table. This is an absolute motion of $2.5 \mu \mathrm{~m}$ ( 25 ppm ) of the target. The corresponding motion of the image is $0.15 \mu \mathrm{~m}$.

Ideally the peaks at $\pm 1000$ steps would be sharp and have discontinuous slope. In actuality they are rounded over a distance of about 70 steps which corresponds to $10.5 \mu \mathrm{~m}$ on the sensor. This rounding could arise from several sources. First, the $3 \mu \mathrm{~m}$ gaps between the photodiodes would ideally cause a flat region $3 \mu \mathrm{~m}$ wide. Second, blurring of the image will round the peak. The sharpness of the image is limited to the minimum resolvable distance set by Rayleigh's criterion [96]

$$
\begin{equation*}
\Delta l=1.22 \frac{f \lambda}{D} \tag{4.3}
\end{equation*}
$$

where $f$ is the focal length of the lens, $D$ is the aperture diameter, and $\lambda$ is the wavelength of illumination. The ratio $f / D$ is the $f \#$ of the lens. For $f \#=2.5$ and $\lambda=637 \mathrm{~nm}$ the minimum resolvable distance is about $2 \mu \mathrm{~m}$. The effects of blurring and the photodiode gap are both substantially smaller than the observed rounding. Rounding of the peak will also occur if the image edge and the edge of the photodiodes are not exactly parallel. A small rotation of the mark could cause this as was seen in the previous chapter. The precision to which the target rotation could be adjusted was about a tenth of a degree. A rotation error of this magnitude would cause a $10 \mu \mathrm{~m}$ displacement across the 6 mm width of the sensor and a corresponding broadening of the peak. Finally, abberation in the lens causing pin cushion distortion will bend the image of a line. This could also contribute to the rounding of the peak, although no investigation was done of the lens distortion. The most likely cause of this broadening is probably a slight rotation of the mark relative to the sensor.

Figure 4-9 shows the negative error vectors in the fine alignment capture area. The vector field agrees well with the expected field shown in Figure 3-6. Because the error signals are linearly proportional to displacement inside $\pm 1000$ steps, the vector field in this region points radially inward. The entire capture region extends out to $\pm 2000$ steps.

The effect of rotation of the mark is shown in Figure 4-10. The fine alignment error signal is much less tolerant of rotations. It was shown earlier that a rotation in excess of 5.2 degrees causes the null point of the error signal to split into multiple equilibrium points. Part (a) of the figure shows the $x$-direction error signal along the $x$-axis when the mark is rotated by 5.8 degrees. Note the slightly negative slope at the origin. The actual critical angle in this case


Figure 4-9: Measured negative error vector field for the fine alignment signal.


Figure 4-10: Fine alignment error signals after the mark is rotated. (a) The $x$-direction error signal for a 5.6 degree rotation just past the critical angle. Note the reduced signal amplitude, broadened capture region, and increased offset. (b) The error vector field for a seven degree rotation showing the multiple equilibrium points.
occurred at 5.5 degrees, slightly larger than the approximate analysis predicted. Generally, the critical angle was observed at $5.4 \pm 0.1$ degrees for rotations that bring the white quadrants over the edge detector and at $5.2 \pm 0.1$ degrees for rotations in the opposite direction. The difference between the experiment and predicted values could be due to the simple theoretical model which omitted the effects of imperfect contrast, the systematic mismatch $\gamma$, and the blurring of the edge. Also note the reduced amplitude of the error signal, the broadening of the capture region, and the offset at the origin. The offset arises from the illumination mismatch of the two edge detectors which normally cancels for no rotation but adds when the mark is rotated to the critical angle. Part (b) of the figure shows the vector field for a seven degree rotation where the four equilibrium points are evident. The agreement with the calculated field in Figure 3-7 is very good.

### 4.4.4 Alignment Trajectories

The mock alignment system was used to perform complete closed loop alignments in order to demonstrate the capabilities of the sensor. A simple discrete proportional control loop was implemented as follows. A program running on the computer measured the error signal voltages via the HP 4145. The resulting values were multiplied by a fixed gain to convert the voltage into distance. The motor controllers were then instructed to move the table by that amount and the resulting position was recorded. This process continued until the error signal voltages dropped below a predetermined threshold. Initial alignment used the coarse alignment error signal. When that was minimized, the fine alignment error signal was used to complete the alignment. Because of the large amount of time spent communicating over the interfaces, each position update took about 1.3 seconds to complete and the entire alignment process took a few tens of seconds. Because of the communication and measurement delays this system could not demonstrate the potential speed of the alignment but it did show the trajectories taken by a simple proportional control system using the sensor and the potential repeatability of the alignment.

Coarse alignment trajectories for several initial positions are shown in Figure 4-11. The measured error vector field is also plotted to show how the trajectories follow the error vectors. The coarse alignment gain was set to 1000 steps/V for this experiment. It took between 25 and 38 iterations to complete the alignment depending upon the initial position. A low gain resulting in many intermediate positions was used so that the trajectories could be seen clearly. Gains up to 6500 steps/V can be used before the trajectories begin to overshoot. At high gain the alignments were completed in 2 to 5 iterations. The trajectories taking the greatest number of iterations start in the upper right and lower left corners where the error signal is the weakest. The coarse alignment was terminated when the error signal for both axes dropped below 50 mV . Figure 4-5 shows that this threshold guarantees a position well within the $\pm 2000$ step capture region of the fine alignment.


Figure 4-11: Trajectories using (a) the coarse alignment error signal (o's) and (b) the fine alignment error signal ( $*$ 's) with the corresponding error vector fields superposed.

After completion of the coarse alignment the system was switched over to the fine alignment signal. The fine alignment gain was also set to a low value of 200 steps/V in order to show many points along the trajectory. These trajectories are plotted in Figure 4-11(b) with asterisks and the previous coarse alignment trajectories are shown with circles. The fine alignment error vector field is also plotted. Slope discontinuities in the trajectories occur at the transition point between the coarse and fine alignment. The fine alignment trajectories took between 23 and 26 iterations to complete. The gain can be set as high as 900 steps/V before overshoot occurs, in which case the alignments were completed in 5 to 8 iterations.

### 4.4.5 Alignment Repeatability

The repeatability of the mock alignment system was also investigated. The null point position measured in motor steps was found to vary by a small amount depending from which side it was approached, indicating some hysteresis in the positioning system. The $y$-axis showed only one or two steps of hysteresis but the $x$-axis had almost five steps. This appears to be due to the mechanical drive of the table. It was minimized by overshooting and backtracking so that each new position was approached from the same direction.

Several sequences of 100 fine alignments were done. The algorithm updated the target position until the error voltages were less than 1 mV as measured by an HP4145. Note that these measurements take a few milliseconds and therefore substantially reduce the sensor noise. The final $x$ and $y$ positions in motor steps were recorded and compiled into histograms such as that shown in Figure 4-12. The repeatability of the alignment for both axes had $3 \sigma$ values of 2.1 steps or 53 ppm of the field of view. The positioning table was specified to have about


Figure 4-12: Histograms of the final alignment position along the (a) $x$-axis $(3 \sigma=2.13)$ and (b) $y$-axis $(3 \sigma=2.07)$ for a sequence of 100 alignments.

30 ppm of repeatability. An additional 30 ppm of drift can be caused by only a one degree Celsius rise in the leadscrew temperature during the alignment sequence. Furthermore, the HP4145 had only a 1 mV resolution corresponding to an additional 25 ppm of uncertainty in the measurement. Thus it seems likely that the sensor itself was not the limiting factor in these repeatability measurements.

A repeatability of 2.1 steps corresponds to a repeatability of $5.3 \mu \mathrm{~m}$ in the target plane across the four inch $(10 \mathrm{~cm})$ range of motion. The image of the target on the sensor is related to this by the system magnification

$$
\begin{equation*}
\delta x_{i}=M \Delta x_{o} \tag{4.4}
\end{equation*}
$$

The mock alignment system used a magnification of $5.9 \times 10^{-2}$ yielding a repeatability of $0.31 \mu \mathrm{~m}$ at the image plane. If one were to use an alignment target of $200 \mu \mathrm{~m}$ on a side with $\mathrm{M}=60$, the target repeatability would be 5.3 nm assuming the system repeatability scaled with the magnification. At such small dimensions the alignment repeatability would likely be limited by other factors such as the mechanical system, lighting, and quality of the alignment mark rather than by the sensor itself.

### 4.5 Bandwidth

Measuring the sensor bandwidth presents some difficulties. In order to test the current amplifier by itself requires generating rapidly time varying input currents in the range of 500 pA to 500 nA at frequencies up to 100 kHz . This did not seem to be practical considering the large resistances required to generate such small currents combined with the parasitic capacitances
from the package pins and bonding pads. In order to measure the bandwidth of the sensor with an imaged mark would require moving the target rapidly while monitoring the output error signal. However, controlled motions fast enough to test the limits of the sensor were not possible with the equipment available. Thus, an indirect approach was taken to measure the sensor bandwidth. Rather than rapidly moving the target, flashing LED's were used in place of the target. The resulting time varying photocurrents generated on the sensor formed the amplifier input used to measure the bandwidth.

Bandwidths were measured for both the coarse and fine alignment amplifiers. For the fine alignment measurements two LED's were placed on the table in place of the target such that the image of one appeared on photodiode $B$ and the other on photodiode $H$. A DC bias current was applied to each photodiode and adjusted so that the resulting differential error signal from the sensor was zero. A small time varying current was added to one of the LED's to create a differential output signal with a peak-to-peak amplitude of 100 mV . The sensor bandwidth was then measured using an oscilloscope and an HP 3585A spectrum analyzer. After a bandwidth measurement was made, the sensor was removed from the camera and the total irradiance at the focal plane was measured with the Newport ${ }^{3}$ power meter. This power was divided by the area of the illuminated photodiodes to yield the equivalent irradiance of the sensor per unit area. The technique was the same for the measurements of the coarse alignment amplifier with the modification that four LED's were used in order to provide illumination to each of the quadrant photodiodes.

A series of these measurements were made at different illumination levels by placing neutral density filters in front of the lens. The active cascode circuit could be bypassed and thus measurements were made both with and without it. Figure 4-13 shows the resulting bandwidths plotted versus the sensor irradiance. Measurements made of the fine alignment signal are shown as *'s and the o's are from the coarse alignment signal. The lower data set was measured without the active cascode circuit and the data points lie close to the solid line given by Equation 3.61. The bandwidth is limited by the pole formed from the photodiode capacitance coupled with the amplifier input resistance. Because the input resistance is inversely proportional to the photocurrent, the bandwidth is proportional to sensor irradiance.

The upper set of data was taken with the active cascode circuit operating and the bandwidth is improved substantially. The solid line is given by the equation

$$
\begin{equation*}
f_{h}=\frac{(A+1) R E_{0}}{2 \pi n \frac{k T}{q} C_{d a}} \tag{4.5}
\end{equation*}
$$

which models the dominant pole as determined by the photodiode capacitance coupled with the resistance looking into the active cascode. For this calculation $C_{d a}$ increases to $21 \mathrm{nF} / \mathrm{cm}^{2}$ because of the reduced bias across the photodiode. The data points deviate from this result for
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Figure 4-13: Sensor bandwidth plotted versus irradiance. The upper data set used the active cascode, the lower set did not. Coarse alignment measurements are shown with o's and fine alignment measurements are shown with *'s. The solid lines show the bandwidth limit from the photodiode capacitance and the dashed lines show values obtained using HSPICE simulation.
a variety of reasons. At high levels of irradiance, the coarse alignment measurements flatten out around 7.5 kHz . Pass transistors in series with the photodiodes are the cause of this limiting pole. These transistors were included for testing purposes and due to their small size present a resistance of about $5.7 \mathrm{k} \Omega$ apiece. They form a pole with the photodiode capacitance which places an upper bound on the achievable bandwidth. This behavior is also reflected in the simulations of the circuit shown with the dashed line.

Because the edge detecting photodiodes have substantially less capacitance, the pole due to the pass transistors does not appear until about 55 kHz . Furthermore, the effect of the amplifier poles on the bandwidth is stronger. At lower levels of irradiance the measurements fall along, but slightly below, the solid line modeling the dominant input pole. This occurs because the input pole has been pushed so far out by the active cascode that it is no longer completely dominant. The frequency limitations of the amplifier itself now affect the bandwidth of the sensor.

These measurements demonstrate that the sensor is capable of operation substantially faster than video rate. The actual speed achieved is directly proportional to the amount of light energy collected by the sensor. Using the active cascode circuit dramatically improves the bandwidth by reducing the voltage fluctuation across the photodiode. The poorly sized pass transistors limited the bandwidth to about 7.5 kHz , but simulations using the active cascode and omitting the pass transistors show that bandwidths up to 100 kHz are achievable.


Figure 4-14: Output noise spectrum from the fine alignment portion of the sensor with the active cascode circuit disabled. From top to bottom the common-mode input currents were $748 \mathrm{pA}, 11.0 \mathrm{nA}, 126 \mathrm{nA}$, and $1.5 \mu \mathrm{~A}$ corresponding to sensor irradiances of $0.36,5.3,60$, and $720 \mu \mathrm{~W} / \mathrm{cm}^{2}$. The dashed lines show values obtained using HSPICE simulation.

### 4.6 Noise

The test set-up for noise measurements was very similar to that used above to measure bandwidth. This time, however, no time varying signal was added to the light emitting diodes. An HP 3585A spectrum analyzer was used to measure the noise voltage at the output. The noise was measured at five frequencies per decade over the range from 100 Hz to 100 kHz . At frequencies below 100 Hz the measurements were found to be corrupted by additional noise arising from mechanical vibrations in the system. Data was taken at four different levels of illumination obtained by placing neutral density filters in front of the camera lens. The noise measurements were only made for the fine alignment portion of the sensor since it determines the ultimate accuracy.

The first set of measurements was made with the active cascode circuit bypassed and is shown in Figure 4-14. As noted in the previous chapter, the noise spectrum divides into two regions. At low frequencies the noise is primarily shot noise from the input devices in the amplifier plus the shot noise from the photodiodes and is given by Equation 3.69. This equation predicts $v_{o n}=3.0 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$ for $I_{i c m}=1.5 \mu \mathrm{~A}$ (the lowest data set). The measured value was $3.3 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$, somewhat higher than predicted. The simulation plotted in the figure shows $v_{o n}$ even lower because it does not include the noise from the photodiodes themselves.

The noise spectral density at the intermediate frequencies is given by Equation 3.70 and was expected to be about $14 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$. This agrees well with the experimentally obtained values of around $15 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$. The high frequency cutoff near 20 kHz also appears as predicted. The RMS noise at the output ranged from 1.7 to 2.4 mV . Peak-to-peak measurements of the noise


Figure 4-15: Output noise spectrum from the fine alignment portion of the sensor taken with the active cascode circuit enabled. Common-mode currents and corresponding irradiances are the same as in Figure 4-14. The dashed lines show values obtained using HSPICE simulation.
waveform generally ranged from 11 to 15 mV which is in good agreement with a $\pm 3 \sigma$ extension of this value.

The maximum signal from the fine alignment sensor is about 1.1 V which yields a signal-to-noise ratio of 53 dB . The $3 \sigma$ noise level of 7.2 mV can be used to estimate the effect of the noise on alignment accuracy. A 7.2 mV error in the fine alignment signal corresponds to a position error of 160 ppm of the sensor field of view. The experiments made earlier achieved better precision than this because the measurements were made with much lower bandwidth, thereby reducing the effect of the sensor noise.

Figure 4-15 shows the noise measurements made with the active cascode circuit included. At low frequencies the dominant noise sources are the photodiode junctions and the input devices of the current amplifier as noted before. At the intermediate frequencies the noise is increased substantially due to the additional noise from the active cascode devices. The expected hump in the spectrum appears at the point where the current amplifier cuts off. However, the data show only a qualitative agreement with the simulations which predict substantially more noise at the low light levels than is observed. There is considerable uncertainty in the estimated flicker noise coefficients used for the simulations. However, changing their values would only move the simulation curves up or down in magnitude and would not explain the deviation seen between the different light levels. A satisfactory explanation for this discrepancy has not been found.

The RMS noise voltage obtained by integrating the noise spectrum ranged from 1.2 to 16 mV . The worst case RMS noise voltage occurred at the intermediate illumination levels for common-mode currents around 10 nA . This corresponds to a signal-to-noise ratio of 59 to 37 dB
for the fine alignment signal. The corresponding $3 \sigma$ accuracy ranged from 80 to 1100 ppm . At high light levels, the noise performance was superior with the active cascode but at moderate to levels of illumination the active cascode contributed substantially more noise.

### 4.7 Summary

Tests with the surveyor's mark sensor yielded the expected coarse and fine alignment error signals. They had signal slopes of $140 \mu \mathrm{~V} /$ step and $1.1 \mathrm{mV} /$ step, respectively, near the aligned position. Alignment repeatability, at low speeds, was 2.1 steps ( $3 \sigma$ ) and was limited by the resolution of the positioning system and the resolution of the analog-to-digital conversion. This precision is 53 ppm of the total sensor field of view which corresponds to a target displacement of $5.3 \mu \mathrm{~m}$ and an image displacement of $0.31 \mu \mathrm{~m}$. The dominant pole determining the sensor bandwidth was due to the photodiode depletion capacitance reacting with the amplifier input impedance. The ratio of the sensor irradiance to this capacitance per unit area formed the constraint on the bandwidth. The use of an active cascode moved this pole out by the gain its amplifier and demonstrated a maximum bandwidth of 7.5 kHz . This was limited by pass transistors included for testing purposes and simulations indicate that bandwidths of 100 kHz can be achieved if these devices are removed. Measurements of the sensor noise indicate that it would limit repeatability to between 80 and 1100 ppm depending upon illumination level when using the full bandwidth of the sensor.

## Square Grating Mark Alignment Sensor

### 5.1 Introduction

Many alignment systems use gratings as the alignment marks and detect the moiré fringe signal created when two such marks are superposed. The chief advantage of using a grating is the large signal-to-noise improvement compared to detecting a single edge. The resulting alignment signal is periodic with the grating spacing, but the signal strength is determined by the grating size. Thus, small displacements, a fraction of a pitch spacing, can be detected with a relatively large signal accumulated over the entire target area. Grating alignment techniques are also insensitive to local defects within the grating, although they are very sensitive to distortions of the entire grating.

This chapter describes an alignment sensor designed to take advantage of the strengths of gratings. It begins by introducing the square grating mark used for the alignment and outlining how misalignment can be detected with this mark. An edge detection scheme is presented that can initially position the mark to within one pitch spacing. A fine alignment method is then discussed that detects the moire fringe pattern formed between the target and sensor gratings. This alignment technique is very similar to that used by King and Berry with circular gratings (see Section 2.4.5). An interpretation of the sensor as a spatial phase detector is given. Following the discussion of the algorithm, the circuits and other implementation issues are presented. The main focus is on an absolute value circuit used to perform the edge detection in the coarse alignment mode. The signal amplifiers are otherwise similar to those used in the surveyor's mark sensor discussed previously.

### 5.2 Alignment Method

The square grating mark is shown in Figure 5-1. It consists of a concentric set of alternating light and dark squares whose sides are spaced equally apart. When two such patterns are overlaid, as shown in part (b) of the figure, a large displacement is indicated by the shape and size of the resulting crosshatched regions. Detecting these crossings forms the basis of the initial coarse positioning of the target mark. If the two gratings have slightly different pitch spacings, then a geometric moiré fringe will appear when the two gratings are near alignment as shown in Figure 5-2. The moiré fringe is very sensitive to the relative displacement of the underlying gratings and is used to generate the fine alignment error signal.

### 5.2.1 Coarse Alignment

In order to detect the crosshatched regions shown in Figure 5-1(b) the sensor itself forms a square grating pattern. The photodiodes are laid out as a nested set of squares which mates with the image of the alignment mark as shown in Figure 5-3. The photodiodes are grouped into quadrants labeled with the cardinal directions $\mathrm{N}, \mathrm{S}, \mathrm{E}$, and W referring to the side of the squares on which they lie. In the figure an image of a square grating target, displaced to the upper right, is shown in grey. The resulting light and dark bars lie across the rows of photodiodes in the north and east quadrants indicating a displacement in that direction. By detecting the number of these edges in each quadrant one can form an error signal related to the image's misalignment.

## Edge Counting

In order to generate the coarse alignment signal, some method of detecting and measuring the edges is required. To understand how this is done, we examine the problem in one dimension as shown in Figure 5-4. The irradiance along one row of photodiodes will be modeled as a brightness function $E(x)$. Each photodiode samples this function by integrating it over the area of the diode to yield a sequence of photocurrents

$$
\begin{equation*}
I[n]=2 R P_{d} \int_{n P_{d}}^{(n+1) P_{d}} E(x) d x \tag{5.1}
\end{equation*}
$$

From this sequence a count of the number of edges must be obtained. One way to accomplish this is to choose a function $I_{f}(I[n], I[n-1])$ that measures, in some sense, the "amount" of an edge between photodiodes $n$ and $n-1$. By summing the output of this function over all the photodiodes in a quadrant one can obtain a measure of the total number of edges crossing the array. The function should have a positive output that is a symmetric function of the two photocurrents. One possibility is the absolute value function

$$
\begin{equation*}
I_{f}\left(I_{1}, I_{2}\right)=\left|I_{1}-I_{2}\right| \tag{5.2}
\end{equation*}
$$


(a)

(b)

Figure 5-1: (a) A square grating and (b) the resulting pattern when two such gratings are overlaid and misaligned. The crosshatched pattern is detected to generate a coarse alignment signal.


Figure 5-2: Moiré patterns from overlaid square gratings whose pitch spacings differ by 3.3 percent. Part (a) shows the beat fringe which appears in the aligned position and part (b) shows the fringe when the larger pitch grating is shifted one quarter period to the right. The fringe position is detected to generate a fine alignment signal.


Figure 5-3: Rows of photodiodes arranged in concentric squares form the square grating sensor. The shaded regions represent the image of an offset mark. Edges of the mark crossing the rows in the north and east quadrants indicate a displacement in that direction and are detected to generate the coarse alignment error signal.


Figure 5-4: A single edge falling across the $k$-th photodiode in a row. The edge signal is obtained by summing the absolute value of the difference between adjacent photocurrents over the entire row.

Other possible functions are the square of the difference or a constant provided the difference exceeds some threshold. The total edge signal is obtained by summing the function over all photocurrents from each row in a quadrant

$$
\begin{equation*}
I_{E}=\sum_{m=1}^{N_{s}} \sum_{n=2}^{N_{r}[m]} I_{f}\left(I_{E}[n, m], I_{E}[n-1, m]\right) \tag{5.3}
\end{equation*}
$$

Here $N_{s}$ is the number of squares in the sensor array, $N_{r}[m]$ is the number of photodiodes in row $m$, and $I_{E}[n, m]$ is the photocurrent from photodiode $n$ in row $m$ of the east quadrant.

The absolute value function has the nice property that the summed signal remains constant regardless of the position of the edge. This is not the case for functions like the squared difference or a threshold function. To demonstrate this, consider the situation depicted in Figure 5-4 where the illuminated photodiodes receive irradiance $E_{0}$ and the shaded photodiodes receive no irradiance. The resulting photocurrents will be

$$
I[n]= \begin{cases}I_{0} & n<k  \tag{5.4}\\ I_{0} \xi & n=k \\ 0 & n>k\end{cases}
$$

where $I_{0} \triangleq 2 E_{0} R P_{d}^{2}$ is the photocurrent of a fully illuminated photodiode. For $E_{0}=10 \mu \mathrm{~W} / \mathrm{cm}^{2}$ and $R=0.13 \mathrm{~A} / \mathrm{W}$ this is only 65 pA . The total signal current from this single edge after summing across the entire row is

$$
\begin{align*}
I_{e} & =I_{f}(I[k], I[k-1])+I_{f}(I[k+1], I[k])  \tag{5.5}\\
I_{e} & =I[k-1]-I[k]+I[k]-I[k+1]  \tag{5.6}\\
I_{e} & =I_{0} \tag{5.7}
\end{align*}
$$

This turns out to be a constant equal to $I_{0}$ regardless of the edge position $\xi$. If the function $I_{f}\left(I_{1}, I_{2}\right)$ were a squared difference or threshold function, then the summed signal would vary periodically with the edge position $\xi$ with a period of $P_{d}$. When multiple edges are present, as in the grating, the summed current over a row of photodiodes will be $N_{e} I_{0}$, where $N_{e}$ is the number of edges falling on the array, provided that the edges are greater than $2 P_{d}$ apart. If the edges are closer than this spacing, then the signal will be reduced and fluctuate periodically with the image position. To ensure this is not the case, the photodiodes are sized with $P_{d}=P_{s} / 4$ since the grating has two edges per period. The pitch of the mark is actually slightly greater than the sensor pitch in order to generate the moiré fringe, as will be discussed later.

Using the absolute value function to measure edges has some practical difficulties. For instance, consider the effects of some fixed pattern noise in the image by modeling each photocurrent as the sum of an ideal value $V[n]$ with some deviation $D[n]$

$$
\begin{equation*}
I[n]=V[n]+D[n] . \tag{5.8}
\end{equation*}
$$

The deviation can arise from a variety of sources such as mismatch between the photodiodes, spatial noise in the image of the target grating, as well as temporal noise such as shot noise in the photodiodes. The total signal is then

$$
\begin{equation*}
I_{\Sigma}=\sum_{n}|\Delta V[n]+\Delta D[n]| \tag{5.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta V[n] \triangleq V[n]-V[n-1]  \tag{5.10}\\
& \Delta D[n] \triangleq D[n]-D[n-1] . \tag{5.11}
\end{align*}
$$

The terms $\Delta V[n]$ are the desired edge signals and the $\Delta D[n]$ are noise.
Now consider the fact that most of the photodiodes in a quadrant will have no edge present when the target image is displaced. The signal $\Delta V[n]$ will be zero for most of the terms in the summation and one can write

$$
\begin{equation*}
I_{\Sigma}=\sum_{n \in M}|\Delta V[n]+\Delta D[n]|+\sum_{n \in \bar{M}}|\Delta D[n]| \tag{5.12}
\end{equation*}
$$

where the set $M$ denotes those absolute value circuits with an edge signal. Because the set M is usually small compared to its complement, the summed signal can easily become small relative to the total amount of noise. Furthermore, the $D[n]$ are generally proportional to the brightness of the image at that position. This brightness varies dramatically as the light and dark bars of the grating pattern move across the sensor and will cause strong periodic variation in the summation of the $\Delta D[n]$ terms.

A similar problem arises due to imperfections in the implementation of the absolute value function. For example, if the circuit which computes the absolute value has a gain mismatch such as

$$
\begin{equation*}
I_{f}\left(I_{1}, I_{2}\right)=\left|I_{1}-(1+\delta) I_{2}\right| \tag{5.13}
\end{equation*}
$$

then the total signal will have the form

$$
\begin{equation*}
I_{\Sigma}=\sum_{n \in M}|\Delta I[n]-\delta I[n-1]|+\sum_{n \in \bar{M}}|\delta I[n-1]| . \tag{5.14}
\end{equation*}
$$

Again, note the potentially large number of terms, each contributing a small error, which could overwhelm the actual signal.

A solution to this difficulty is to implement a slightly modified absolute value function with a cutoff threshold. For signals below the cutoff point, the output is zero. If the cutoff is set larger than the expected size of the noise deviations, then the modified function can greatly reduce the total noise coming from the many locations without any edge signal. One way to define such a modified absolute value is to build in a gain mismatch $\delta(\delta>0)$ and define the


Figure 5-5: Plot of the modified absolute value input/output characteristic normalized to the common-mode input currents.
function as

$$
I_{f}\left(I_{1}, I_{2}\right)= \begin{cases}I_{1}-(1+\delta) I_{2} & \frac{I_{1}}{I_{2}}>(1+\delta)  \tag{5.15}\\ I_{2}-(1+\delta) I_{1} & \frac{I_{2}}{I_{1}}>(1+\delta) \\ 0 & \frac{1}{1+\delta}<\frac{I_{1}}{I_{2}}<(1+\delta)\end{cases}
$$

It is informative to look at this function in terms of the differential-mode and common-mode currents (as defined in Equation 3.28)

$$
I_{f}\left(I_{d m}, I_{c m}\right)= \begin{cases}\frac{2 I_{c m}}{1-t}\left(\frac{I_{d m}}{2 I_{c m}}-t\right) & \frac{I_{d m}}{2 I_{c m}}>t  \tag{5.16}\\ \frac{2 I_{c m}}{1-t}\left(-\frac{I_{d m}}{2 I_{c m}}-t\right) & \frac{I_{d m}}{2 I_{c m}}<-t \\ 0 & -t<\frac{I_{d m}}{2 I_{c m}}<t\end{cases}
$$

where the cutoff threshold $t$ is defined as

$$
\begin{equation*}
t \triangleq \frac{1}{2} \frac{\delta}{1+\frac{1}{2} \delta} . \tag{5.17}
\end{equation*}
$$

Figure 5-5 shows this function plotted on axes normalized to $2 I_{c m}$. The dashed line shows what an ideal absolute value looks like. The essential feature of this circuit is that the output is zero when the input currents are close together. The meaning of "close" is determined by the ratio of the input currents rather than their difference. The output is zero when

$$
\begin{equation*}
\frac{1-t}{1+t}<\frac{I_{1}}{I_{2}}<\frac{1+t}{1-t} . \tag{5.18}
\end{equation*}
$$

For example, if a cutoff threshold of $t=1 / 3$ were chosen, the output would be zero unless one current exceeded twice the value of the other. There are other ways one could choose to define an absolute value with some kind of cutoff. This particular choice has the advantage that the cutoff point for zero output depends upon the ratio of the input currents rather than on their
absolute difference. Thus the cutoff point does not have to be adjusted relative to the level of illumination.

The modified absolute value circuit yields an edge signal that is no longer constant as the edge moves across the photodiode array. Returning to the situation illustrated in Figure 5-4, it is useful to examine this fluctuation more closely. The effect of imperfect contrast in the image will be accounted for by modeling the dark level of illumination as having brightness $\epsilon E_{0}$. The resulting photocurrents are then

$$
I[n]=\left\{\begin{array}{ll}
I_{0} & n<k  \tag{5.19}\\
I_{0} \xi+I_{0}(1-\xi) \epsilon & n=k \\
\epsilon I_{0} & n>k
\end{array} .\right.
$$

The summed current measuring this edge is found by evaluating Equation 5.7 which yields a function of the edge position $\xi$ that is periodic with period $P_{d}$

$$
I_{e}= \begin{cases}\frac{I_{0}}{1-t}\left\{1-t-\epsilon-t \epsilon-(1+t)(1-\epsilon) \frac{\xi}{P_{d}}\right\} & 0<\xi<\xi_{1}  \tag{5.20}\\ \frac{I_{0}}{1-t}\left\{1-t-\epsilon-3 t \epsilon-2 t(1-\epsilon) \frac{\xi}{P_{d}}\right\} & \xi_{1}<\xi<\xi_{2} \\ \frac{I_{0}}{1-t}\left\{-2 t \epsilon+(1-t)(1-\epsilon) \frac{\xi}{P_{d}}\right\} & \xi_{2}<\xi<P_{d}\end{cases}
$$

where

$$
\begin{align*}
\xi_{1} & \triangleq \frac{2 t \epsilon}{(1-t)(1-\epsilon)} P_{d}  \tag{5.21}\\
\xi_{2} & \triangleq \frac{1-t-\epsilon-t \epsilon}{(1+t)(1-\epsilon)} P_{d} \tag{5.22}
\end{align*}
$$

and $\epsilon$ must satisfy

$$
\begin{equation*}
\epsilon<\left(\frac{1-t}{1+t}\right)^{2} \tag{5.23}
\end{equation*}
$$

A plot of this function is shown in Figure 5-6. Note the substantial variation in the signal as the edge position changes. There is a dramatic drop in the signal even for small values of $\epsilon$ which emphasizes the importance of good image contrast. If $\epsilon$ becomes too large

$$
\begin{equation*}
\epsilon>\left(\frac{1-t}{1+t}\right)^{2} \tag{5.24}
\end{equation*}
$$

then the total output current actually goes to zero for some positions of the edge

$$
I_{e}= \begin{cases}\frac{I_{0}}{1-t}\left\{1-t-\epsilon-t \epsilon-(1+t)(1-\epsilon) \frac{\xi}{P_{d}}\right\} & 0<\xi<\xi_{2}  \tag{5.25}\\ 0 & \xi_{2}<\xi<\xi_{1} \\ \frac{I_{0}}{1-t}\left\{-2 t \epsilon+(1-t)(1-\epsilon) \frac{\xi}{P_{d}}\right\} & \xi_{1}<\xi<P_{d}\end{cases}
$$



Figure 5-6: Plots of the normalized edge signal $I_{e} / I_{0}$ versus the normalized edge position $\xi / P_{d}$. The top plot shows the case with no cutoff and perfect contrast $(t=0$ and $\epsilon=0)$, the middle plot shows a cutoff threshold $t=1 / 3$ with perfect contrast, and the bottom plot shows the same cutoff point with contrast $\epsilon=1 / 6$.

The average value of this function over one period is given by

$$
\begin{equation*}
\overline{I_{e}}=I_{0} \frac{(1-t-\epsilon-t \epsilon)^{2}}{(1-\epsilon)(1+t)(1-t)^{2}} . \tag{5.26}
\end{equation*}
$$

For the example $t=1 / 3$ and $\epsilon=1 / 6$ the average value of the signal is $\overline{I_{e}}=(2 / 5) I_{0}$ which is a sixty percent reduction from the maximum signal. A high contrast image ( $\epsilon \ll 1$ ) will naturally yield a stronger edge detection signal. Little can be done about this in the design other than to assure a high contrast target that is well illuminated. There is a trade-off between the cutoff threshold $t$ and the average signal value $\overline{I_{e}}$. Choosing a small cutoff point will increase the signal strength, but at the same time allow more noise into the total signal. The choice for a cutoff point that is in some sense optimal is not clear and depends on more specific knowledge of the particular characteristics of the mismatch and noise that one hopes to reduce.

## Approximate Error Signal

The error signals are obtained by summing the edge detection currents over each quadrant as shown in Equation 5.3. These currents are then subtracted to obtain the $x$ - and $y$-direction error signals as

$$
\begin{align*}
& e_{x}=I_{E}-I_{W}  \tag{5.27}\\
& e_{y}=I_{N}-I_{S} \tag{5.28}
\end{align*}
$$

It is difficult to derive an exact expression for these currents as a function of the target mark position. However, an approximate analysis which yields reasonable results will be given here.


Figure 5-7: Dividing the sensor and mark gratings into their respective quadrants.


Figure 5-8: When the two patterns are overlaid, edge crossings will occur where the horizontal grating of one pattern overlaps the vertical grating of another (shaded regions).

In order to determine the strength of the error signal, one needs to describe the number of edge crossings in each quadrant as a function of position. This can be done approximately by measuring the areas of the regions in which edge crossings can occur and then multiplying by the number of edge crossings per unit area expected in those regions. Figure 5-7 shows abstracted representations of the sensor and target gratings divided into quadrants. The north and south quadrants contain horizontal gratings whereas the east and west quadrants contain vertical gratings. When the two patterns are overlaid, crossings will occur only in those regions where the horizontal and vertical gratings overlap. These are the shaded regions depicted in Figure 5-8. The quadrant error signals will be proportional to the amount of this overlap in each quadrant of the sensor. Using set notation $(\vee \triangleq$ or, $\wedge \triangleq$ and $)$ these areas will be

$$
\begin{align*}
a_{N} & =\left(E_{m} \vee W_{m}\right) \wedge N_{s}  \tag{5.29}\\
a_{S} & =\left(E_{m} \vee W_{m}\right) \wedge S_{s}  \tag{5.30}\\
a_{E} & =\left(N_{m} \vee S_{m}\right) \wedge E_{s}  \tag{5.31}\\
a_{W} & =\left(N_{m} \vee S_{m}\right) \wedge W_{s} . \tag{5.32}
\end{align*}
$$

The areas of these regions can be solved for as functions of the mark position. The resulting equations depend upon the quadrant in which the center of the mark lies and are given below.

When the mark is in the east quadrant $(0<x<L,|y|<x)$

$$
\begin{align*}
a_{N} & =L(x+y)-\frac{3}{4} x^{2}-\frac{1}{2} x y-\frac{1}{4} y^{2} \operatorname{sgn} y  \tag{5.33}\\
a_{S} & =L(x-y)-\frac{3}{4} x^{2}+\frac{1}{2} x y+\frac{1}{4} y^{2} \operatorname{sgn} y  \tag{5.34}\\
a_{E} & =2 L x-\frac{3}{2} x^{2}  \tag{5.35}\\
a_{W} & =0 . \tag{5.36}
\end{align*}
$$

When the mark is in the west quadrant ( $-L<x<0,|y|<-x$ )

$$
\begin{align*}
a_{N} & =L(-x+y)-\frac{3}{4} x^{2}+\frac{1}{2} x y-\frac{1}{4} y^{2} \operatorname{sgn} y  \tag{5.37}\\
a_{S} & =L(-x-y)-\frac{3}{4} x^{2}-\frac{1}{2} x y+\frac{1}{4} y^{2} \operatorname{sgn} y  \tag{5.38}\\
a_{E} & =0  \tag{5.39}\\
a_{W} & =-2 L x-\frac{3}{2} x^{2} \tag{5.40}
\end{align*}
$$

When the mark is in the north quadrant $(0<y<L,|x|<y)$

$$
\begin{align*}
a_{N} & =2 L y-\frac{3}{2} y^{2}  \tag{5.41}\\
a_{S} & =0  \tag{5.42}\\
a_{E} & =L(x+y)-\frac{3}{4} y^{2}-\frac{1}{2} x y-\frac{1}{4} x^{2} \operatorname{sgn} x  \tag{5.43}\\
a_{W} & =L(-x+y)-\frac{3}{4} y^{2}+\frac{1}{2} x y+\frac{1}{4} x^{2} \operatorname{sgn} x \tag{5.44}
\end{align*}
$$

When the mark is in the south quadrant $(-L<y<0,|x|<-y)$

$$
\begin{align*}
a_{N} & =0  \tag{5.45}\\
a_{S} & =-2 L y-\frac{3}{2} y^{2}  \tag{5.46}\\
a_{E} & =L(x-y)-\frac{3}{4} y^{2}+\frac{1}{2} x y-\frac{1}{4} x^{2} \operatorname{sgn} x  \tag{5.47}\\
a_{W} & =L(-x-y)-\frac{3}{4} y^{2}-\frac{1}{2} x y+\frac{1}{4} x^{2} \operatorname{sgn} x \tag{5.48}
\end{align*}
$$

The error signals for the $x$ and $y$ directions are formed by subtracting the quadrant signals

$$
\begin{align*}
& a_{x}=a_{E}-a_{W}  \tag{5.49}\\
& a_{y}=a_{N}-a_{S} \tag{5.50}
\end{align*}
$$

and can be written as

$$
\begin{align*}
& a_{x}= \begin{cases}2 L x-\frac{3}{2} x^{2} \operatorname{sgn} x & |y|<|x|<L \\
2 L x-x y \operatorname{sgn} y-\frac{1}{2} x^{2} \operatorname{sgn} x & |x|<|y|<L\end{cases}  \tag{5.51}\\
& a_{y}=\left\{\begin{array}{ll}
2 L y-x y \operatorname{sgn} x-\frac{1}{2} y^{2} \operatorname{sgn} y & |y|<|x|<L \\
2 L y-\frac{3}{2} y^{2} \operatorname{sgn} y & |x|<|y|<L
\end{array} .\right. \tag{5.52}
\end{align*}
$$



Figure 5-9: A small area element of width $P_{s}$ will contain four photodiodes detecting two edges in the regions where edge crossings occur.

The equations derived so far are measures of the area in which edge crossings can occur. Next, one must estimate the amount of edge signal that will be obtained per unit area. Consider a small area of the sensor array one pitch spacing across as illustrated in Figure 5-9. Within this area will be four photodiodes and roughly two edge transitions in a region with edge crossings. The amount of current signal due to these two edges will be a complex function of the edge position as shown by Equations 5.20 and 5.25. Generally, there will be many such edges except in the case of a small displacement. Because the sensor and mark pitches differ slightly, the edges will occur at different positions relative to the photodiodes. Thus the function $I_{e}(\xi)$ in Figure 5-6 will be sampled at many points. For these reasons one can assign the average value $\overline{I_{e}}$ as the average signal expected from each edge. Thus, in an area $P_{s}^{2}$ one would expect a signal of about $2 \overline{I_{e}}$ on average. With this relationship established between area and the signal current it is possible to write down approximate equations for the coarse alignment error currents

$$
\begin{align*}
& e_{x}=2 \frac{\overline{I_{e}}}{P_{s}^{2}} a_{x}  \tag{5.53}\\
& e_{y}=2 \frac{\overline{I_{e}}}{P_{s}^{2}} a_{y} \tag{5.54}
\end{align*}
$$

with similar equations holding for $I_{N}, I_{S}, I_{E}$, and $I_{W}$.
Figure 5-10 shows the error signals expected from the sensor using this model and assuming the parameters were $I_{0}=65 \mathrm{pA}, \epsilon=0.173$, and $t=0.33$. Part (a) shows the $x$-direction error signal along the $x$-axis across the sensor field of view and part (b) shows the negative error vector field. As was the case for surveyor's mark sensor, the vector field is not radially directed into the origin. Thus, the trajectories will take slightly curving paths to the center during alignment.

This analysis has only addressed the case when the center of the target mark falls within the domain of the sensor $(|x|<L,|y|<L)$. However, error signals will still be generated as long as any portion of the target overlaps any portion of the sensor $(|x|<2 L,|y|<2 L)$. It is a conjecture that error signals over this area are still sufficient to guide an alignment system. This


Figure 5-10: Predicted coarse alignment (a) $x$-direction error signal currents along the $x$-axis and (b) negative error vectors in sensor coordinates.
has not been determined analytically. If it is true, then the capture region of this technique is effectively twice as large in each dimension as the sensor itself.

## Error Sources

Some possible error sources to consider are the effects of photodiode mismatch, illumination variations, and rotations of the target. Mismatch in the responsivity between the photodiodes will effect the shape of the absolute value input/output function. The result will be to asymmetrically shift the cutoff points and modify the slopes of the function shown in Figure 5-5. It is important to ensure that the cutoff threshold does not become too small. This is done by choosing the built-in gain error $\delta$ large enough to accommodate the expected variation in photodiode matching. In practice, the variation in the cutoff point due to photodiode mismatch is negligible compared to the effect of device mismatch in the absolute value circuit.

Variation in the level of illumination across the target will affect the coarse alignment signal because the edge detection signal is proportional to the sensor irradiance. If the irradiance is larger on the right side of the sensor than on the left, then the total edge detection signal will also be larger on the right. This will cause an asymmetry in the alignment signal. However, it will not cause an offset in the aligned position because there are no edges to be detected when the patterns are in alignment. Nonuniform illumination and the resulting asymmetry in the alignment signal will not cause a position offset in the null point of the signal.

Rotation of the alignment mark has an interesting effect on the error signal. It is useful to consider the extreme case of a 45 degree rotation. When the mark is aligned there will be edge crossings in all four quadrants of the sensor and the edges will cross the rows of photodiodes
at 45 degree angles. Contrast this with the case of no rotation where the edge crossings are perpendicular to the photodiode rows and there are no edge crossings to detect when the patterns are aligned. As the rotated mark is translated, the number of edge crossings in each quadrant will vary in such a way that a useful alignment signal is still generated. For example, a translation to the right will increase the number of edges in the east quadrant while reducing the number in the west. In fact, the sensor will generate a usable alignment signal for any rotation. The major disadvantage of a rotation is a reduction in the strength of the edge signals. It was noted earlier that in order to obtain maximum signal from an edge crossing, the edges in the grating pattern must have at least one fully illuminated or fully darkened photodiode between each partially illuminated photodiode. The mark pitch must satisfy the constraint

$$
\begin{equation*}
P_{m} \geq 4 P_{d} \tag{5.55}
\end{equation*}
$$

The implemented design uses $P_{m}=4 P_{d}\left(1+\epsilon_{p}\right)$ where $\epsilon_{p}$ is a small number to generate the moiré fringe. Thus, a very small rotation will cause adjacent photodiodes to be partially occluded by edges and reduce the differential signal between them. This will reduce the strength of the coarse alignment signal when the mark is rotated.

### 5.2.2 Fine Alignment

The fine alignment error signal is obtained by detecting the moiré pattern formed between the sensor grating and the image of the target grating. The moiré fringe is created by slightly mismatching the pitches these two gratings and its position, or spatial phase, is very sensitive to the alignment of the two patterns. The position is detected using the sensor array to implement a spatial phase detector. The alignment system can be viewed as a spatial phase-locked-loop that minimizes the phase error in order to bring the two grating patterns into alignment.

## Moiré Fringe Generation

Geometric moiré patterns are usually understood to occur when two gratings are overlaid. For example, take the case of two one-dimensional sinusoidal gratings with transmission functions

$$
\begin{align*}
r(x) & =\frac{1}{2}\left(1+\cos k_{s} x\right)  \tag{5.56}\\
m(x) & =\frac{1}{2}\left(1+\cos k_{m}(x-\xi)\right) \tag{5.57}
\end{align*}
$$

where $\xi$ denotes a shift, the misalignment, in the position of the $m(x)$ grating. The pitches of the gratings will be assumed to be very close with

$$
\begin{align*}
P_{s} & =\left(1+\epsilon_{p}\right) P_{m}  \tag{5.58}\\
k_{s} & =\frac{2 \pi}{P_{s}} \tag{5.59}
\end{align*}
$$

$$
\begin{equation*}
k_{m}=\frac{1}{1+\epsilon_{p}} \frac{2 \pi}{P_{s}} \tag{5.60}
\end{equation*}
$$

where $\epsilon_{p} \ll 1$ denotes the pitch mismatch. Multiplying these two functions yields the transmission of the overlaid gratings

$$
\begin{equation*}
t(x)=r(x) m(x) \tag{5.61}
\end{equation*}
$$

In the frequency domain this function has components at $k_{m}$ and $k_{s}$ as well as at the sum and difference frequencies

$$
\begin{align*}
& k_{\Sigma}=k_{s}+k_{m}=\frac{2+\epsilon_{p}}{1+\epsilon_{p}} \frac{2 \pi}{P_{s}}  \tag{5.62}\\
& k_{\Delta}=k_{s}-k_{m}=\frac{\epsilon_{p}}{1+\epsilon_{p}} \frac{2 \pi}{P_{s}} \tag{5.63}
\end{align*}
$$

The moiré fringe is the lowest frequency component. Mathematically it can be defined by either averaging $t(x)$ over one period $P_{s}$ or by ideal low pass filtering $t(x)$ with a cutoff frequency at $k_{s} / 2$. The low pass filtered version of $t(x)$ in this case is

$$
\begin{equation*}
t_{L}(x)=\frac{1}{4}+\frac{1}{8} \cos k_{\Delta}\left(x+\frac{\xi}{\epsilon_{p}}\right) . \tag{5.64}
\end{equation*}
$$

The spatially varying portion of $t_{L}(x)$ is the moiré fringe. There are several things to notice about it. First, it has a period

$$
\begin{equation*}
P_{\Delta}=\frac{1+\epsilon_{p}}{\epsilon_{p}} P_{s} \tag{5.65}
\end{equation*}
$$

which is much larger than the pitches of the two gratings which formed it. The fringe is the aliased low frequency (or beat frequency) component that appears when two signals with similar frequencies are multiplied. Also note that the position of the fringe is $-1 / \epsilon_{p}$ times the position of the grating. Thus, a small movement of the grating $m(x)$ yields a much larger movement, in the opposite direction, of the moiré fringe.

The generation of the moiré fringe in the alignment sensor will be modeled somewhat differently. Rather than being the result of a multiplication of two grating functions, the fringe arises from the aliasing which occurs when the imaged target grating is sampled by the rows of photodiodes in the sensor. Consider the one-dimensional case where the mark is modeled as a sinusoidal variation in irradiance

$$
\begin{equation*}
m(x)=E_{0} \frac{1}{2}\left(1+\cos k_{m}(x-\xi)\right) \tag{5.66}
\end{equation*}
$$

and the sensor is modeled by a square wave responsivity function $r(x)$ that represents a grating of photodiodes as shown in Figure 5-11.

The photodiodes in the sensor can viewed as transducing the irradiance function $m(x)$ into a sequence of photocurrents by integrating the light across each photodiode row

$$
\begin{equation*}
f[n]=\int_{(n-1 / 2) P_{s}}^{(n+1 / 2) P_{s}} r(x) m(x) d x \tag{5.67}
\end{equation*}
$$



Figure 5-11: One-dimensional sensor responsivity function modeling a grating of photodiodes with responsivity $R$.

The result of this integration yields a sequence of photocurrents that forms a moiré fringe. There is an interesting way to derive this sequence in the frequency domain. Note that the sequence can be expressed as samples of a box-car averaged function

$$
\begin{align*}
m_{a}(x) & =\int_{-\infty}^{\infty} m(u) b(x-u) d u  \tag{5.68}\\
f[n] & =m_{a}\left(n P_{s}\right) \tag{5.69}
\end{align*}
$$

where

$$
b(x)= \begin{cases}R & -\frac{P_{s}}{4}<x<\frac{P_{s}}{4}  \tag{5.70}\\ 0 & \text { otherwise }\end{cases}
$$

In the frequency domain the convolution becomes multiplication

$$
\begin{equation*}
M_{a}(k)=M(k) B(k) \tag{5.71}
\end{equation*}
$$

where

$$
\begin{align*}
B(k) & =\frac{R P_{s}}{2} \operatorname{sinc} \frac{k}{2 k_{s}}  \tag{5.72}\\
M(k) & =\pi E_{0}\left\{\frac{1}{2} e^{j k_{m} \xi} \delta\left(k+k_{m}\right)+\delta(0)+\frac{1}{2} e^{-j k_{m} \xi} \delta\left(k-k_{m}\right)\right\} \tag{5.73}
\end{align*}
$$

The spectrum of $M_{a}(k)$ is shown in Figure 5-12(a) where

$$
\begin{align*}
a_{1} & =\frac{\pi}{4} E_{0} R P_{s} e^{-j k_{m} \xi} \operatorname{sinc} \frac{k_{m}}{2 k_{s}}  \tag{5.74}\\
a_{0} & =\frac{\pi}{2} E_{0} R P_{s}  \tag{5.75}\\
a_{-1} & =\frac{\pi}{4} E_{0} R P_{s} e^{j k_{m} \xi} \operatorname{sinc} \frac{k_{m}}{2 k_{s}} \tag{5.76}
\end{align*}
$$

The sampling process is modeled by multiplying the averaged function by an ideal impulse train ([108] ch. 3)

$$
\begin{equation*}
f_{p}(x)=p(x) m_{a}(x) \tag{5.77}
\end{equation*}
$$



Figure 5-12: Fourier transforms of (a) $M_{a}(k)$ averaged function, (b) $F_{p}(k)$ after multiplication with the impulse train, and (c) $F(\Omega)$ after conversion to a discrete Fourier transform.
where

$$
\begin{equation*}
p(x)=\sum_{n=-\infty}^{\infty} \delta\left(x-n P_{s}\right) \tag{5.78}
\end{equation*}
$$

In the Fourier domain this multiplication becomes a convolution

$$
\begin{equation*}
F_{p}(k)=\frac{1}{2 \pi} M_{a}(k) * P(k) \tag{5.79}
\end{equation*}
$$

where $P(k)$ is also an impulse train with spacing $k_{s}$

$$
\begin{equation*}
P(k)=k_{s} \sum_{n=-\infty}^{\infty} \delta\left(k-n k_{s}\right) . \tag{5.80}
\end{equation*}
$$

The transform of the sampled function is a sum of shifted replicas of the original function $M_{a}(k)$ scaled by $1 / P_{s}$ as illustrated in Figure 5-12(b).

Finally, to convert the continuous Fourier transform function $F_{p}(k)$ to a discrete Fourier transform $F(\Omega)$ one must scale the frequency axis by $\Omega=P_{s} k$. This also scales the areas of the delta functions by the factor $P_{s}$. The resulting discrete time Fourier transform is depicted in Figure 5-12(c) where

$$
\begin{align*}
\Omega_{\Delta} & =2 \pi \frac{\epsilon_{p}}{1+\epsilon_{p}}  \tag{5.81}\\
\Omega_{m} & =2 \pi \frac{1}{1+\epsilon_{p}} \tag{5.82}
\end{align*}
$$

The inverse discrete Fourier transform yields the sequence

$$
\begin{equation*}
f[n]=\frac{E_{0} R P_{s}}{4}\left\{1+A \cos \Omega_{\Delta}\left(n+\frac{\xi}{\epsilon_{p} P_{s}}\right)\right\} \tag{5.83}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\operatorname{sinc} \frac{k_{m}}{2 k_{s}} \approx \frac{2}{\pi} \tag{5.84}
\end{equation*}
$$

This sequence contains the moiré fringe with discrete frequency $\Omega_{\Delta}$. The moiré fringe can perhaps be seen more clearly in the band limited reconstruction of a continuous function from this sequence ${ }^{1}$

$$
\begin{equation*}
f_{L}(x)=\frac{E_{0} R}{4}\left\{1+A \cos k_{\Delta}\left(x+\frac{\xi}{\epsilon_{p}}\right)\right\} . \tag{5.85}
\end{equation*}
$$

This moiré fringe function is similar to that of Equation 5.64 with the same period and phase shift. The above result could be obtained directly by integrating Equation 5.67. However, viewing this as a sampling problem in the frequency domain shows how the moiré fringe can be interpreted as an aliased signal that arises from undersampling by the sensor array.
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Figure 5-13: Signal flow diagram for a phase detector.

## Spatial Phase Detection

Referring to Figure 5-2 one can see that a displacement of the target image towards the right reduces the brightness in the east quadrant and increases it in the west quadrant. Thus, an error signal can be formed by subtracting the total signal in the west quadrant from that in the east. In this case the quadrant signal currents are simply the summed currents from all of the photodiodes in the respective quadrants. For example, the east quadrant current is now

$$
\begin{equation*}
I_{E}=\sum_{m=1}^{N_{s}} \sum_{n=1}^{N_{r}[m]} I_{E}[n, m] \tag{5.86}
\end{equation*}
$$

The fine alignment error signal is formed by subtracting these currents as

$$
\begin{align*}
& e_{x}=I_{W}-I_{E}  \tag{5.87}\\
& e_{y}=I_{S}-I_{N} \tag{5.88}
\end{align*}
$$

This description of the fine alignment error signal has an interesting interpretation as an implementation of a spatial phase detector. Phase detection of time varying waveforms is often modeled with the basic system shown in Figure 5-13. Here an input signal $m(t)$ is compared to a reference waveform $r(t)$ by multiplying the two signals together and low pass filtering the result to obtain the average value

$$
\begin{equation*}
e(\phi)=\frac{1}{T} \int_{T} r(t) m(t) d t \tag{5.89}
\end{equation*}
$$

For example, in the case where the signal and reference waveforms are functions of the form

$$
\begin{align*}
r(t) & =\sin (\omega t)  \tag{5.90}\\
m(t) & =\cos (\omega t+\phi) \tag{5.91}
\end{align*}
$$

the error signal is

$$
\begin{equation*}
e(\phi)=\frac{1}{2} \sin \phi \tag{5.92}
\end{equation*}
$$

which provides a measure of the phase shift between the signal and reference. When the phase error is zero, the two waveforms are orthogonal. Phase detectors of this type are used to generate the error signal for phase-locked-loops. These systems adjust the phase shift in order to maintain zero phase error and synchronize the signal with the reference. For the alignment


Figure 5-14: Simplified two-dimensional responsivity function for the portion of the square grating sensor used to generate the $x$-direction fine alignment error signal. Rectangles have responsivity $R$ and everywhere else has responsivity zero.
sensor the input waveform is the moiré fringe generated by the sensor array sampling the image of the mark and the reference waveform is the spatial response of the sensor itself.

Several approximations will be made in the following analysis in order to show the analogy between this sensor and a phase detector without becoming burdened by relatively unimportant mathematical details. The first approximation made is to model the responsivity of the sensor array with the two-dimensional function $r(x, y)$ shown in Figure 5-14. In this figure the rectangles represent regions where photodiodes of responsivity $R$ are located. All other regions have zero responsivity. There are three important features to note. First, the horizontal rows of photodiodes in the north and south quadrants are omitted because they do not concern the detection of the $x$-direction error signal. This discussion will consider the $x$-direction error signal with the understanding that the $y$-direction signal is detected with the same technique. Second, the center of this sensor has been widened by an amount $P_{s}$. Finally, the vertical extent of the photodiode arrays has been modified slightly. These changes, when compared to the actual layout in Figure 5-3, do not significantly affect the operation of the sensor but simplify the notation to be used in the analysis.

As done previously, the mark is modeled as a sinusoidal grating which varies only in the $x$-direction as defined by Equation 5.66. In reality, the mark function $m(x)$ should also be modeled as a square wave. This would result in a trapezoidal waveform for the moiré fringe as derived in [71] (section 1.1.3) and can be treated analytically be expanding $m(x)$ in a Fourier series to represent the square wave. Because of the complexity this adds to the analysis, the one term sinusoidal model for $m(x)$ will be used in this discussion. The quadrant error currents are then given by the area integrals

$$
\begin{equation*}
I_{E}=\iint_{x>0} r(x, y) m(x) d y d x \tag{5.93}
\end{equation*}
$$

$$
\begin{equation*}
I_{W}=\iint_{x<0} r(x, y) m(x) d y d x \tag{5.94}
\end{equation*}
$$

The error signal can be written as a summation

$$
\begin{equation*}
e_{x}=\sum_{-N_{s}}^{-1} s[n]-\sum_{0}^{N_{s}} s[n] \tag{5.95}
\end{equation*}
$$

where $s[n]$ is the sequence of photocurrents collected by each vertical photodiode

$$
\begin{equation*}
s[n]=\int_{(n-1 / 2) P_{s}}^{(n+1 / 2) P_{s}} \int_{-\infty}^{\infty} r(x, y) m(x) d y d x \tag{5.96}
\end{equation*}
$$

Since each stripe contains a photodiode row of width $P_{s} / 2$, height $2|n| P_{s}$, and constant responsivity $R$, the integral over $y$ can be carried out yielding

$$
\begin{equation*}
s[n]=2|n| P_{s} \int_{(n-1 / 2) P_{s}}^{(n+1 / 2) P_{s}} r(x) m(x) d y d x \tag{5.97}
\end{equation*}
$$

where $r(x)$ is the function shown in Figure 5-11. ${ }^{2}$ The remaining portion of this integral is the moiré fringe sequence $f[n]$ defined in Equation 5.67 and solved for in Equation 5.83. Thus, the sequence of photocurrents is given by

$$
\begin{equation*}
s[n]=2|n| P_{s} f[n] \tag{5.98}
\end{equation*}
$$

and the error signal can be written as the sum

$$
\begin{equation*}
e_{x}=\sum_{-N_{s}}^{N_{s}} d[n] f[n] \tag{5.99}
\end{equation*}
$$

where the new sequence $d[n]$ is defined as

$$
\begin{equation*}
d[n] \triangleq-2 n P_{s} \tag{5.100}
\end{equation*}
$$

This sequence is the the detector weighting of the moiré fringe sequence $f[n]$.
Summing the sequence to get the error current $e_{x}$ is difficult so an additional approximation is made by turning it into an integral. This is accomplished by defining

$$
\begin{align*}
x & \triangleq n P_{s}  \tag{5.101}\\
\Delta x & \triangleq P_{s}  \tag{5.102}\\
N & \triangleq \frac{L}{P_{s}} \tag{5.103}
\end{align*}
$$

and approximating

$$
\begin{equation*}
e_{x}=\sum_{-N_{s}}^{N_{s}} d\left[\frac{1}{P_{s}}\left(n P_{s}\right)\right] f\left[\frac{1}{P_{s}}\left(n P_{s}\right)\right] \frac{1}{P_{s}} P_{s} \tag{5.104}
\end{equation*}
$$

[^6]with
\[

$$
\begin{equation*}
e_{c x}=\int_{-L}^{L} d(x) f_{L}(x) d x \tag{5.105}
\end{equation*}
$$

\]

where

$$
\begin{align*}
d(x) & \triangleq d\left[\frac{x}{P_{s}}\right]=-2 x  \tag{5.106}\\
f_{L}(x) & \triangleq \frac{1}{P_{s}} f\left[\frac{x}{P_{s}}\right]=\frac{E_{0} R}{4}\left\{1+A \cos k_{\Delta}\left(x+\frac{\xi}{\epsilon_{p}}\right)\right\} \tag{5.107}
\end{align*}
$$

with $A$ as defined previously and $f_{L}(x)$ is identical to Equation 5.85. Equation 5.105 is in the same form as the phase error Equation 5.89. The input signal is the moiré fringe $f(x)$ and the reference is a ramp function $d(x)$ that models the spatial response of the sensor.

With the previous approximations it is a simple matter to solve the integral to find the error signal for this spatial phase detector

$$
\begin{equation*}
e_{c x}(\xi)=I_{\max } a\left(k_{\Delta}\right) \sin k_{\Delta} \frac{\xi}{\epsilon_{p}} \tag{5.108}
\end{equation*}
$$

where

$$
\begin{align*}
I_{\max } & \triangleq \frac{E_{0} R L^{2}}{2}  \tag{5.109}\\
a\left(k_{\Delta}\right) & \triangleq \frac{2 A}{k_{\Delta} L}\left(\frac{1}{k_{\Delta} L} \sin k_{\Delta} L-\cos k_{\Delta} L\right) \tag{5.110}
\end{align*}
$$

This can be written in terms of the mark position as

$$
\begin{equation*}
e_{c x}(\xi)=I_{\max } a\left(k_{\Delta}\right) \sin k_{m} \xi \tag{5.111}
\end{equation*}
$$

The resulting error signal is a sinusoidal function of the mark position with a period equal to the pitch of the mark grating. The term $I_{\max }$ in front represents the maximum possible current from one quadrant of the sensor. The second term $a\left(k_{\Delta}\right)$ determines the amplitude of the error signal and is a function of the moiré fringe spatial frequency.

It is important to look closely at the amplitude factor. It is really a function of the pitch mismatch $\epsilon_{p}$ since both $A$ and $k_{\Delta}$ depend upon this parameter. Figure 5-15 shows a plot of $a\left(k_{\Delta}\right)$ as $\epsilon_{p}$ is varied. There are several interesting things to note in this plot. First, for $\epsilon_{p}=0$ the amplitude factor is zero. This occurs because $k_{\Delta}$ is also zero and the moiré fringe has infinite extent when the grating pitches are matched. Zeros also occur at other special spatial frequencies. These are akin to the orthogonality that exists between two sinusoids when one has a frequency that is an integral multiple of the other. In this case rather than two sinusoids, the functions are a sinusoid $f_{L}(x)$ and the detector ramp function $d(x)$. The amplitude factor reaches its highest and lowest extrema for small $\epsilon_{p}$ on either side of the origin. This occurs when the period of the moire fringe is comparable to the length of the sensor. Larger pitch mismatch results in lower amplitude extrema because more periods of the moiré fringe fit in the sensor dimensions. This reduces the potential disparity in the quadrant signals.


Figure 5-15: Plot of the amplitude factor $a\left(k_{\Delta}\right)$ over a range of pitch mismatch $\epsilon_{p}$ near zero. The maximum signal is obtained for $\epsilon_{p}=0.023$ where the amplitude factor is 0.57 .

Note that for small $\epsilon_{p}$ one can treat the factor $A$ as a constant equal to approximately $2 / \pi$. In this case the amplitude factor is only a function of the spatial frequency of the moire fringe $k_{\Delta}$. The maximum of 0.57 occurs when $k_{\Delta}=2.082\left(\epsilon_{p}=0.023\right)$. This implies that the moiré fringe bears a fixed relationship to the sensor width which can be written as

$$
\begin{equation*}
\frac{P_{\Delta}}{L}=\frac{2 \pi}{2.082} \approx 3.0 . \tag{5.112}
\end{equation*}
$$

The moiré fringe must be about three times the quadrant length to obtain the strongest error signal. Another way to write this is that

$$
\begin{equation*}
\frac{P_{s}}{\epsilon_{p} L} \approx 3.0 \tag{5.113}
\end{equation*}
$$

The optimal pitch mismatch is determined by the sensor size and the grating pitch. If the pitch mismatch is made smaller than this, then the moiré fringe becomes too large and the amplitude factor becomes small. Even though a small pitch mismatch means the moiré fringe is more sensitive to grating displacements, it is of no use unless the sensor is large enough to encompass approximately one period of the fringe.

Another way to see the benefit and tradeoffs involved with this technique is to examine the slope of the error signal at the origin

$$
\begin{equation*}
\frac{d e_{c x}}{d \xi}=\frac{E_{0} R L^{2}}{2} \frac{a\left(k_{\Delta}\right)}{1+\epsilon_{p}} \frac{2 \pi}{P_{s}} \tag{5.114}
\end{equation*}
$$

Note that the signal is proportional to the sensor area $L^{2}$ and inversely proportional to the sensor pitch $P_{s}$. The benefit of using a grating for the alignment mark is obtained by making a fine pitch grating which covers a large area. Once these parameters have been fixed, the optimal
pitch mismatch between the mark and sensor gratings is determined such that approximately one moiré fringe covers the sensor. One must also keep in mind that the pitch spacing cannot be made arbitrarily small without endangering the overlap between the coarse alignment final position and the fine alignment capture region. The fine alignment capture region is given by the ratio $P_{s} / L$ and must be large enough to accommodate the precision of the coarse alignment.

## Error Sources

The spatial phase detection for fine alignment is reminiscent of the large area photodiodes used in the surveyor's mark sensor. Both gather light from across the entire image to generate the error signals. A similar sensitivity to illumination variation can be expected. To verify this a simple linear variation in the irradiance is assumed, as was done in Chapter 3, by multiplying the moire fringe function $f_{L}(x)$ by the factor $(1+b x)$. After recalculating the integral of Equation 5.105 one can solve for the approximate offset

$$
\begin{equation*}
\xi \approx \frac{b L\left(1+\epsilon_{p}\right) P_{s}}{2 \pi a\left(k_{\Delta}\right)}\left\{\frac{2}{3}+\frac{2 A}{k_{\Delta} L}\left[\left(1-\frac{2}{k_{\Delta}^{2} L^{2}}\right) \sin k_{\Delta} L+\frac{2}{k_{\Delta} L} \cos k_{\Delta} L\right]\right\} \tag{5.115}
\end{equation*}
$$

Plugging in the parameters for the implemented design results in

$$
\begin{equation*}
\xi \approx \frac{b L}{5.3} P_{s} \tag{5.116}
\end{equation*}
$$

Thus, for example, a nonuniformity of $b=0.05 /(3000 \mu \mathrm{~m})$ would result in an offset of about $0.01 P_{s}$, one percent of the sensor pitch and 333 ppm of the sensor size.

Rotation of the mark will reduce the amplitude of the detected signal by causing the moiré fringe to rotate away from vertical. This reduces the differential signal in the $x$-direction. Just as a small displacement of the grating results in a large displacement of the moire fringe, a small rotation of the grating results in a large rotation of the fringe pattern. It can be shown ${ }^{3}$ that the angle of the fringe pattern is related to the rotation angle of the grating by [71]

$$
\begin{equation*}
\theta_{f}=\arctan \left(\frac{\frac{1}{1+\epsilon_{p}}-\cos \theta}{\sin \theta}\right) \tag{5.117}
\end{equation*}
$$

With no rotation the fringe is vertical. For a small rotation and a small pitch mismatch the equation can be approximated by

$$
\begin{equation*}
\theta_{f} \approx \arctan \left(\frac{\epsilon_{p}}{\theta}\right) \tag{5.118}
\end{equation*}
$$

Thus, a 45 degree rotation of the fringes occurs when $\theta \approx \pm \epsilon_{p}$. For $\epsilon_{p}=0.023$ the corresponding grating rotation is $\pm 1.3$ degrees. The exact effect of the rotated fringe upon the spatial phase

[^7]detection was not studied. However, it is clear that a horizontal fringe cannot result in any $x$-direction differential signal. As the fringe rotates towards horizontal the phase detector signal must diminish. In order to retain a reasonable signal level for the spatial phase detector, a small pitch mismatch requires tight control on the rotation of the target.

Magnification is a serious concern for the fine alignment signal because it determines the pitch mismatch between the gratings. This in turn controls the amplitude of the alignment signal. Magnification is defined as the ratio of the image height to the object height. Suppose the magnification required to match the image and sensor pitches $\left(P_{s}=P_{m}\right)$ is defined as $M_{0}$. Then the required magnification for optimal pitch mismatch is $M_{0}\left(1+\epsilon_{p}\right)$ because $P_{m}$ is proportional to magnification. The sensitivity between pitch mismatch and magnification is

$$
\begin{equation*}
\frac{M}{\epsilon_{p}} \frac{\partial \epsilon_{p}}{\partial M}=\frac{1+\epsilon_{p}}{\epsilon_{p}} . \tag{5.119}
\end{equation*}
$$

Thus, a small pitch mismatch results in a large sensitivity to magnification error. This can be related to the optical distances using the Gaussian lens law for a single lens system [96]. Assuming that the distance between the lens and image is fixed, the magnification depends upon the focal length $f$ and the distance between the lens and the object $s_{o}$. From the lens law this relationship is

$$
\begin{equation*}
M=-\frac{f}{s_{o}-f} . \tag{5.120}
\end{equation*}
$$

The sensitivity of the magnification to object distance is

$$
\begin{equation*}
\frac{s_{o}}{M} \frac{\partial M}{\partial s_{o}}=-\frac{s_{o}}{s_{o}-f} \tag{5.121}
\end{equation*}
$$

which has a magnitude greater than one for $s_{o}>f$ and approaching one for $s_{o} \gg f$. For example, if $\epsilon_{p}=0.023$ one must control the object distance to significantly better than two percent. Small pitch mismatch requires tight control of both the magnification and the object distance.

### 5.3 Absolute Value Circuit

The absolute value circuits compute the modified absolute value of the difference between currents from adjacent photodiodes along a row. These circuits are located in the spaces between the rows of photodiodes. The circuitry next to one photodiode is shown in Figure 5-16. It is comprised of four current mirrors and a pair of transistors acting as switches. The current $I[n]$ from the adjacent photodiode first encounters a switch formed by devices MP and MN that is controlled by the signal $V_{s}$. In the fine alignment mode $V_{s}$ is low, thereby directing the current to the output of the cell and bypassing the current mirrors. All of the outputs from the circuits in one quadrant of the sensor are connected together in order to sum the signals. With $V_{s}$ high the photocurrent enters the current mirror formed by devices M1A through M1D. Device


Figure 5-16: The circuitry next to each photodiode in the sensor which computes the modified absolute value of the difference between adjacent photocurrents.

M1C provides a sink current $I_{o m}=I[n]$ to the next cell to the left. Similarly, device M1B with the mirror M2A and M2B provides a source current $I_{o p}=I[n]$. Source and sink copies of the photocurrent to the right $I[n+1]$ enter as $I_{i p}$ and $I_{i m}$. These currents are compared to copies of $I[n]$ from devices M1D and M2C to form the differences

$$
\begin{align*}
& I_{L}=I[n]-I[n+1]  \tag{5.122}\\
& I_{R}=I[n+1]-I[n] . \tag{5.123}
\end{align*}
$$

Note that these currents are equal and opposite. The current mirrors formed by devices M3A, M3B, M4A, and M4B rectify these currents so that only the positive portion appears as the output current

$$
\begin{equation*}
I_{o}=I_{L} u\left(I_{L}\right)+I_{R} u\left(I_{R}\right) \tag{5.124}
\end{equation*}
$$

where $u(I)$ is the unit step function. The resulting output is the absolute value of the difference of the two photocurrents

$$
\begin{equation*}
I_{o}=|I[n]-I[n+1]| \tag{5.125}
\end{equation*}
$$

assuming the current mirrors are perfect.
In order to generate the modified absolute value function of Equation 5.15, the transistors in the second current mirror are resized to add some gain. By making devices M2B and M2C slightly wider than device M2A, the current gain through this mirror can be changed from unity to $(1+\delta)$. This results in currents

$$
\begin{align*}
& I_{L}=I[n]-(1+\delta) I[n+1]  \tag{5.126}\\
& I_{R}=I[n+1]-(1+\delta) I[n] \tag{5.127}
\end{align*}
$$

and an input/output characteristic as given earlier by Equations 5.15 and 5.16.
In practice, the current mirrors will not provide the desired gains for two reasons. First, the drain-to-source voltages of the input and output devices in each current mirror differ significantly. The finite output resistance of the transistors results in a gain error which can be


Figure 5-17: Simulation of the absolute value output as the input currents are differentially varied about a common-mode level of 50 pA .
anticipated to some extent in the choice of the transistor size. Second, and more importantly, the mismatch between devices causes a substantial mismatch in the mirror currents. Because the photocurrents are quite small, on the order of 1 to 100 pA , the devices operate in subthreshold where the effect of mismatch is exacerbated. For example, current mismatch of $9 \%$ for NMOS devices and $40 \%$ for PMOS devices has been reported for $3 \mu \mathrm{~m} / 8 \mu \mathrm{~m}$ devices in the Orbit $2.0 \mu \mathrm{~m}$ p-well process [109]. These numbers vary between processes and depend on device size, but the important point is that the mismatch can be quite large at low currents. This causes asymmetric gain and offset errors in the input/output characteristic of the absolute value circuit.

In the fabricated chip the second current mirror was sized with M2A $8 \mu \mathrm{~m} / 9 \mu \mathrm{~m}$ and M2B and M2C $14 \mu \mathrm{~m} / 9 \mu \mathrm{~m}$. This results in an ideal $\delta$ of 0.75 . Simulations accounting for the variation between actual and drawn size as well as the effect of finite output resistance showed that the effective $\delta$ was about 1.0. The corresponding cutoff point for the modified absolute value function is 0.33 . Such a large cutoff threshold was an intentionally conservative choice to ensure zero output from the absolute value when the two photocurrents are within twenty percent of each other. This requires a minimum current gain of $(1+\delta)=1.2$. Assuming that output current can vary by up to forty percent due to device mismatch implies that $\delta=1.0$ to ensure that the current gain is always greater than 1.2. In addition to choosing the proper W/L ratio, the mirror devices were sized with as much area as could be squeezed into the allowed space in order to reduce the device mismatch [109]. All of the M1 devices were sized $8 \mu \mathrm{~m} / 7 \mu \mathrm{~m}$ and the M 3 and M4 devices were sized $8 \mu \mathrm{~m} / 10 \mu \mathrm{~m}$. Figure 5-17 shows the simulated input/output characteristic for the absolute value circuit when the two input currents were varied differentially about a fixed common-mode level of 50 pA .

A special situation arises at the ends of the rows of photodiodes which form the corners of the square pattern. These photodiodes were split into two smaller photodiodes (see Figure 5-3) so that the inner one could be shared between rows in two different quadrants of the sensor. An extra current mirror was used to duplicate these photocurrents for use in the absolute value circuits of each adjoining row. This is important when the target image displacement is less than $P_{s}$ because only these photodiodes will detect an edge that can contribute to the coarse alignment error signal.

### 5.3.1 Absolute Value Circuit Dynamics

One might not expect the absolute value circuit to operate very quickly because it is comprised of current mirrors operating in subthreshold. The small size of the the photodiode pixel will result in a very small photocurrent. For example, a focal plane irradiance on the order of $10 \mu \mathrm{~W} / \mathrm{cm}^{2}$ with a photodiode size of $100 \times 46 \mu \mathrm{~m}^{2}$ will collect only 60 pA of photocurrent. Simulations reveal that the time response of this circuit is dominated by the input capacitance from the photodiode. HSPICE calculates the photodiode depletion capacitance to be 580 fF with a total gate and drain-to-substrate capacitance at this node of 160 fF . Thus the first current mirror is loaded with about 740 fF of input capacitance, far more than the subsequent mirrors.

For small signals the resulting bandwidth is determined by this capacitance reacting with the impedance presented by the diode connected device M1A yielding

$$
\begin{equation*}
f_{h}=\frac{I_{p}}{2 \pi n \frac{k T}{q} C_{i}} \tag{5.128}
\end{equation*}
$$

Note that this is essentially the same formula as seen previously in Equation 3.61. Here the subthreshold slope is given by $n=1.7$ with $C_{i}=740 \mathrm{fF}$ and $I_{p}$ being the photocurrent. Setting aside the device capacitance, the bandwidth is again determined largely by the irradiance divided by the capacitance per unit area of the photodiode. Thus, small-signal bandwidths comparable to the surveyor's mark sensor (without the active cascode) are achievable. Figure 5-18(a) shows the transfer function for the circuit for several different photocurrents (with $I_{i m}$ and $I_{i p}$ set to zero). The above equation accurately predicts these bandwidths which range from 5 Hz to 5 kHz . For $I_{p}=60 \mathrm{pA}$ the equation predicts a bandwidth of 290 Hz which compares well with the surveyor's mark sensor under similar illumination.

In actual operation this circuit will undergo large scale transients as the grating image moves across the sensor. A large signal transient simulation is shown in Figure 5-18(b). In this case one photocurrent was stepped from 10 pA to 100 pA at $t=0$ and then back to 10 pA at $t=6 \mathrm{~ms}$. This models a darkened pixel (contrast $\epsilon=0.1$ ) that becomes fully illuminated and is then returned to darkness. The other photocurrent was set to zero. Note the relatively rapid rise time compared to the slower fall time. This occurs because the the photocurrent charging up the input capacitance is a faster process than the discharge through device M1A.


Figure 5-18: Dynamics of the absolute value circuit (a) small-signal frequency response with various photocurrents and (b) large-signal transient response for a 10 pA to 100 pA step input.

As before, it will be assumed that the dynamics are dominated by the first current mirror. A differential equation relating the photocurrent to the current $I_{m}$ flowing through device M1A can be written as

$$
\begin{equation*}
I_{p}(t)=n \frac{k T}{q} C_{i} \frac{1}{I_{m}(t)} \frac{d I_{m}(t)}{d t}+I_{m}(t) \tag{5.129}
\end{equation*}
$$

where the subthreshold current is modeled as

$$
\begin{equation*}
I_{m}(t)=I_{s} \exp \left(\frac{V_{g s}}{n \frac{k T}{q}}\right) \tag{5.130}
\end{equation*}
$$

with $I_{s}=2 \mathrm{fA}$. This differential equation can be solved for the time required for $I_{m}$ to reach a fraction $k I_{p}(k<1)$ of the peak value

$$
\begin{equation*}
t_{r}=\frac{n \frac{k T}{q} C_{i}}{I_{p}} \ln \frac{\frac{1}{\epsilon}-1}{\frac{1}{k}-1} \tag{5.131}
\end{equation*}
$$

where $I_{p}$ is the peak input current ( 100 pA in this case) and $\epsilon=0.1$ denotes the starting current of $\epsilon I_{p}=10 \mathrm{pA}$. From this the $10 \%$ to $90 \%$ rise time can be computed by noting that it is the time required for $I_{m}$ to go from $0.19 I_{p}$ to $0.91 I_{p}$

$$
\begin{equation*}
T_{10-90}=\frac{n \frac{k T}{q} C_{i}}{I_{p}}(3.76) \tag{5.132}
\end{equation*}
$$

The equation predicts a rise time of 1.23 ms which compares well with the 1.05 ms obtained in the simulation. A similar equation can be found for the fall time from $I_{p}$ to $k I_{p}$

$$
\begin{equation*}
t_{f}=\frac{n \frac{k T}{q} C_{i}}{\epsilon I_{p}} \ln \frac{1-\epsilon}{1-\frac{\epsilon}{k}} \tag{5.133}
\end{equation*}
$$



Figure 5-19: Large signal transients of the absolute value circuit with one input stepped from 10 pA to 100 pA and back with (a) the other input held at 10 pA and (b) held at 100 pA .

The corresponding $90 \%$ to $10 \%$ fall time is

$$
\begin{equation*}
T_{90-10}=\frac{n \frac{k T}{q} C_{i}}{I_{p}}(6.31) \tag{5.134}
\end{equation*}
$$

This equation predicts a fall time of 2.06 ms compared to a simulated value of 2.18 ms .
A more realistic pair of transient simulations is shown in Figure 5-19. In this case the photocurrent $I[n]$ was stepped from 10 pA to 100 pA as before, but the photocurrent $I[n+1]$ from the next pixel to the right was held at a constant value. Part (a) of the figure shows the result for $I[n+1]=10 \mathrm{pA}$. In this case the transient simulation models both pixels as covered by a dark region with contrast $\epsilon=0.1$. At $t=0$ the left pixel becomes fully illuminated ( $I_{p}=100 \mathrm{pA}$ ) while the right pixel remains darkened. At $t=6 \mathrm{~ms}$ both pixels return to the darkened state. The important feature of this simulation is the large delay in the output between the onset of the photocurrent step and when the output starts to rise. This occurs because both photocurrents are initially equal. Thus, the absolute value circuit output is zero and the gates of the current mirrors M 3 and M 4 are close to $V_{d d}$. When the photocurrent steps to 100 pA , the gates of mirror M3 must drop down by about 0.5 V to turn on the devices. While this node is charging the output remains close to zero with a slight negative excursion due to the gate/drain overlap capacitance of device M3B. Once this mirror turns on there is a quick rise in the output followed by settling that is largely determined by the input capacitance. The length of the delay is determined by the current through M1D discharging the approximately 100 fF capacitance on the gates of mirror M3. Solving for this time explicitly would require integrating the solution to Equation 5.129. The total delay to reach $90 \%$ of the final value can be estimated from Equation 5.131 assuming the input capacitance dominates the final settling
as $I_{m}$ rises from $0.1 I_{p}$ to $0.91 I_{p}$

$$
\begin{equation*}
T_{0-90}=\frac{n \frac{k T}{q} C}{I_{p}}(4.51) \tag{5.135}
\end{equation*}
$$

This predicts a total rise time, including the delay, of 1.48 ms compared to a simulated value of 1.76 ms . The fall time can be calculated again from Equation 5.133 keeping in mind that the output is zero when $I_{m}=0.2 I_{p}$. The the $90 \%$ to $10 \%$ fall time at the output is given approximately by the $92 \%$ to $28 \%$ fall time for $I_{m}$

$$
\begin{equation*}
T_{90-10}=\frac{n \frac{k T}{q} C}{I_{p}}(3.27) . \tag{5.136}
\end{equation*}
$$

which yields a fall time of 1.07 ms compared to the simulated value of 1.4 ms .
Part (b) of Figure 5-19 shows the same transient in $I[n]$ as part (a) except that now $I[n+1]$ is held at 100 pA to model a fully illuminated neighboring pixel. The output transient shows an initial fall to zero as the two photocurrents become equal followed by a return to the full output as $I[n]$ drops back down to 10 pA . There is a substantial delay from $t=6 \mathrm{~ms}$ until the waveform begins rising which is caused by the time taken to turn on the gates of mirror M4. The indentation at the base of the falling waveform is caused by the gate/drain overlap capacitance of transistor M4A as it turns off. This device also causes the slight negative ramp at the base of the rising waveform as it turns on again. The $90 \%$ to $10 \%$ fall time corresponds to the rise time of $I_{m}$ from $0.14 I_{p}$ to $0.46 I_{p}$ given by Equation 5.131

$$
\begin{equation*}
T_{90-10}=\frac{n \frac{k T}{q} C}{I_{p}}(1.65) \tag{5.137}
\end{equation*}
$$

which yields a fall time of $540 \mu \mathrm{~s}$ compared to the simulated value of $590 \mu \mathrm{~s}$. The rise time, including delay, to $90 \%$ of the final value is also accurately modeled by the fall time $I_{m}$ back to $0.14 I_{p}$

$$
\begin{equation*}
T_{0-90}=\frac{n \frac{k T}{q} C}{I_{p}}(11.5) \tag{5.138}
\end{equation*}
$$

This predicts a rise time of 3.8 ms which equals the simulated value.
All of these transient situations yield rise and fall times of the form

$$
\begin{equation*}
T=\frac{n \frac{k T}{q} C}{I_{p}} K \tag{5.139}
\end{equation*}
$$

where $K$ is a factor roughly between 1 and 12 . The agreement between these equations and the simulations holds up for a wide range of input currents as long as the devices are operating in subthreshold. The speed of the absolute value circuit can be approximated by taking the largest value of $K$ as the maximum settling time. For the typical case of $I_{p}=60 \mathrm{pA}$ the resulting value is 6.5 ms . If one considers these settling times as approximately due to the response of a first order system, then a corresponding bandwidth can be obtained using the model ([110] Sec. 3.5)

$$
\begin{equation*}
f_{h}=\frac{2.2}{2 \pi T} . \tag{5.140}
\end{equation*}
$$

Obviously these large scale signal transients are not due to a first order system response, but this allows one to compute a "bandwidth" for comparison purposes. The settling time of 6.5 ms corresponds to a bandwidth of 54 Hz . Thus, these large signal transients will limit the speed of the coarse alignment to something on the order of video rate. The speed can be improved to an extent by increasing the illumination. However, the circuit is really limited by the slow process of turning on and off the current mirrors. To substantially increase the speed without inordinate amounts of illumination would require substantially redesigning or replacing this circuit.

### 5.4 Current Amplifiers

Both the coarse and fine alignment error signals consist of four currents, one from each quadrant of the sensor. These currents form two differential pairs related to the $x$ and $y$ misalignment. As was the case for the surveyor's mark sensor, these currents are also proportional to the overall illumination level. Differential current amplifiers are used to normalize and amplify them. The amplifiers are identical to that shown in Figure 3-8 except that the active cascode devices M7 through M12 were not included. Adding the active cascode would have required a refabrication of the sensor. This was deemed not necessary since the benefit of this circuit had already been verified in the surveyor's mark sensor. Only two amplifiers are used on this sensor, one each for the $x$ and $y$ error signals. The same amplifiers, and summing wires, are used for both the coarse and fine alignment error signals. A detailed discussion of these amplifiers was presented earlier in Section 3.3. Essentially all of the power dissipated in this sensor is consumed by the two current amplifiers. The output currents alone total $200 \mu \mathrm{~A}$ and use 1.0 mW with a 5 V supply. The remaining amplifier stages, bias currents, and photocurrents use an additional 0.22 mW .

### 5.5 Summary

This chapter has presented a sensor design which uses a square grating array of photodiodes in order to detect a square grating alignment target. A coarse alignment signal is generated by detecting and comparing the number of edge crossings in the four quadrants of the sensor. Absolute value circuits integrated alongside the photodiodes detect the edges. The fine alignment signal is obtained by using the sensor as a spatial phase detector to locate a geometric moiré fringe. This fringe is formed when the target grating is imaged upon the sensor grating and is a sensitive indicator of their relative positions. The resulting error currents for both coarse and fine alignment are normalized and amplified using circuits similar to those used in the surveyor's mark sensor. The coarse alignment signal is expected to be tolerant of nonuniform illumination, rotations of the target, and magnification error. On the other hand, the fine alignment signal is very sensitive to all three of these error sources.

# Test Results: Square Grating Mark Alignment Sensor 

### 6.1 Introduction

Testing of the square grating sensor was very similar to that done for the surveyor's mark sensor. Two versions of the chip were fabricated in the Orbit $2 \mu \mathrm{~m} n$-well BiCMOS process provided by MOSIS [107]. Both had imaging areas $6 \times 6 \mathrm{~mm}^{2}$ in size. The first sensor used an absolute value circuit without any cutoff threshold and exhibited a periodic artifact in the coarse alignment signal. The second version added a cutoff point to the absolute value circuit to eliminate this problem.

The test results from the photodiodes and the current amplifiers were essentially the same as those already presented in Chapter 4 and will not be repeated here. This chapter focuses on those aspects of the square grating sensor that differ from the surveyor's mark sensor. The absolute value circuit is discussed first with measurements showing the built-in cutoff threshold. This is followed by various measurements characterizing the alignment error signals. Alignment trajectories are shown along with discussions of the repeatability and the effect of a rotated target. The chapter concludes with measurements of the sensor bandwidth, transient response, and noise.

### 6.2 Absolute Value Circuit

The modified absolute value circuit was discussed earlier in Section 5.3 and shown in Figure 5-16. It was tested by fixing the common mode of the input current pair and then varying the currents differentially. The resulting input/output plots are shown in Figure 6-1. Part (a) of the figure shows the characteristic with $I_{i c m}=500 \mathrm{pA}$. There is significant asymmetry which arises from the mismatch in the current mirrors. Because the devices are operating at sub-


Figure 6-1: Input/output characteristic from (a) a typical absolute circuit and (b) a superposition of characteristics from twenty-four different circuits showing the effects of device mismatch. The cutoff threshold is generally between 0.2 and 0.4 of $2 I_{i c m}$.
threshold current levels, this mismatch is large and causes asymmetry in both the gain as well as the cutoff threshold in the plot. Part (b) of this figure shows a superposition of the characteristics from 24 different circuits on six different chips. The cutoff point, designed to be about 0.33 , ranges anywhere from 0.2 to 0.4 . Even greater variation was anticipated which led to the choice of such a large cutoff threshold. The data indicates that a lower cutoff point, about 0.15 to 0.2 , would still maintain zero output for zero input in the face of device mismatch. Using a smaller cutoff point has two benefits. First, it would increase the average current signal $\overline{I_{e}}$ of a detected edge which would raise the overall signal level. For example, lowering the cutoff threshold from $1 / 3$ to $1 / 6$ would increase the average edge current by about fifty percent. Second, it would also reduce the amplitude of the ripple on this signal. Because the choice of the cutoff point is determined by device mismatch, it will depend on process variations. Thus, it should be kept in mind that the data shown here are for a single run of a particular process.

### 6.3 Alignment Error Signals

Characterization of the alignment error signal was done using the same mock alignment system discussed in Section 4.4.1. The only difference was the alignment target used. In this case the mark was a square grating, as illustrated in Figure $5-1$ (a), that was 10 cm across consisting of fifteen nested squares with a period of 3.33 mm . This pattern was laser-printed onto white bond paper with a 600 dpi printer and then placed on the movable table for the experiments.


Figure 6-2: Coarse alignment quadrant currents as the target is moved along the $x$-axis. (a) The east and west quadrant currents and (b) the ripples in the north quadrant current as the edges move along the rows of photodiodes. Dotted lines show the theoretical results from the approximate model.

### 6.3.1 Coarse Alignment Signal

Moving the target along the $x$-axis resulted in the coarse alignment signal currents shown in Figure 6-2(a). These are quadrant currents measured directly from the sensor. Reasonable agreement is seen between the data and the model expressed in Equation 5.53. In this case the value of $I_{0}$ was obtained by measuring the total photocurrent in a quadrant with a white sheet as the target and then dividing by the number of photodiodes. The resulting value was 64 pA , corresponding to a sensor irradiance of about $10 \mu \mathrm{~W} / \mathrm{cm}^{2}$. The model used a cutoff point $t=0.33$ and assumed a contrast parameter $\epsilon=0.173$, the same value measured from the surveyor's mark target. The agreement is good considering the uncertainty in these parameters and the approximations made in deriving the model. The error currents $I_{E}$ and $I_{W}$ also show a small ripple with period $P_{s} / 2$ that arises from the cutoff in the absolute value circuit. Ripples due to this effect are more evident in the currents $I_{N}$ and $I_{S}$ as shown in part (b) of the figure. In the north and south quadrants the mark edges are moving along the array of photodiodes as shown in Figure 5-4. The resulting ripples are large in amplitude and have a period of $P_{d}=P_{s} / 4$ due to the variation in the edge current signal shown in Figure 5-6.

Note that the current $I_{W}$ is zero for displacements to the left of the origin and $I_{E}$ is zero for displacements to the right. This shows that essentially no "distortion" currents are being summed in the quadrants without any edge crossings (see Equation 5.12). The modified absolute value circuit successfully eliminates these currents. Unfortunately this also points out a flaw in this implementation. Because both error currents go to zero for small displacements, the


Figure 6-3: Error signal voltage for the $x$-direction as the target is moved along the $x$-axis (a) over the full field of view and (b) near the origin. Multiple curves show the effect of adding bias currents of various values to the signal current.
current amplifier becomes starved for current. This leads to very slow settling behavior for target positions near the origin.

The fact that one of the quadrant currents is always zero also leads to a saturated output error signal after the normalization performed by the current amplifier. This is seen in the top curve of Figure 6-3. The signal is saturated at $\pm 3.3 \mathrm{~V}$ over most of the range of motion with a steep transition region as the mark crosses the origin. This is not a good error signal for a control system. A signal that was linear over the whole range of motion would be preferable. The signal can be improved by adding a DC bias current, from off-chip, to each quadrant current as shown by the remaining curves in the figure. As the bias current is increased, the curves become lower and begin to resemble the shape of the unamplified current signal of Figure 6-2(a). The bias currents prevent the amplifier from being starved for current near the aligned position, decrease the signal settling time, and broaden the high gain transition. The price paid is a reduction in the signal amplitude and the addition of circuitry that would be needed to provide the currents. The size of the bias currents is an important choice. In the figure, currents of 6 nA result in a reasonable error signal with a slope through the origin that is $200 \mu \mathrm{~V} /$ step, comparable to that from the surveyor's mark sensor. This bias current level is nearly equal to the 6.5 nA peak current signal seen in Figure 6-2(a). Thus, it appears that making the bias currents equal to this peak current level would be a good choice. The peak signal is proportional to the illumination level. Therefore, the bias currents would also need to be proportional to the illumination level in order to obtain a normalized error signal that is independent of illumination changes. Such a current could be generated, for example, by summing all of the photocurrents from the sensor


Figure 6-4: Negative error vector field obtained from the unamplified quadrant currents (a) over the full field of view and (b) showing the dead zone near the origin.
and dividing them by an appropriate constant.
Part (b) of the figure shows a close-up view of the origin revealing a small dead zone in the signal. This arises from the cutoff threshold in the modified absolute value circuit. For small displacements around the origin, only a fraction of an edge will be detected at the corners of the square photodiode arrays. If this signal does not exceed the cutoff point, then the output of the corresponding circuit will be zero. For a small region about the origin the outputs of all of the absolute value circuits are zero which causes the dead zone.

A plot of the negative error vectors made from the unamplified error currents is shown in Figure 6-4. These error vectors compare well with the expected result plotted in Figure 5-10(a). Part (b) of this figure shows the dead zone near the origin.

The effect of rotations of the mark was investigated experimentally. Figure 6-5(a) shows the unamplified error currents at a few different rotations. The curve with no rotation compares well in shape to the theoretical result shown in Figure 5-10(a). As the target is rotated, edges appear in all the quadrants, although the detected edge signals weaken as they are rotated away from perpendicular to the photodiode arrays. A 45 degree rotation causes all four quadrants to detect edges oriented 45 degrees to the photodiode arrays. At this point the individual edge signals are very weak, however this is compensated to an extent by their large number. As the mark is translated, the number of these edges in each quadrant varies and still provides a usable alignment signal. A strong ripple appears on the signal in this case as well as a substantial offset. The source of this offset is not known for sure, although it is likely due to nonuniformity in the illumination. A smaller cutoff threshold in the modified absolute value should increase the signal when the edges are rotated although no investigation of this was done. Part (b) of


Figure 6-5: The effect of rotations of the target. (a) Rotations attenuate the unamplified error signal currents. (b) Output error vectors for a 15 degree rotation result in a coarse alignment trajectory that spirals into the origin.
the figure shows the output error vector map for a 15 degree rotation. An alignment trajectory is also shown spiraling into the origin as it follows the error signal.

### 6.3.2 Fine Alignment Signal

Measurements of the fine alignment signal clearly showed the spatially phase detected signal from the moiré fringe. The $x$-direction error signal for displacements along the $x$-axis is plotted in Figure 6-6(a). The signal appears approximately sinusoidal in shape with a capture region of $\pm 660$ steps. The capture region is $3.3 \%$ of the sensor field of view and corresponds to one period of the mark grating (ideally 1333 steps). The peak signal is $\pm 1.7 \mathrm{~V}$. The unamplified differential current signal had an amplitude of 30.8 nA which was $55 \%$ of the maximum possible signal ( $I_{\text {max }}=55.6 \mathrm{nA}$ was measured with a white sheet as the target). This corresponds surprisingly well with the maximum amplitude factor of 0.57 obtained using the simple sinusoid model of the image grating (see Figure 5-15 and Equation 5.108). This analysis did not model the square wave nature of the target grating, which would tend to increase the amplitude factor, nor the imperfect image contrast, which would tend to decrease it. For example, the fundamental component of a unit height square wave has an amplitude of $4 / \pi=1.27$ whereas the attenuation due to the contrast is $1-0.173=0.827$. Multiplying these two factors together yields a factor of 1.05 , demonstrating the coincidental cancelling of the effects of these omissions in the model. The signal slope through the origin is $6.5 \mathrm{mV} /$ step which easily allows a voltmeter with 1 mV resolution to detect a single step displacement of the table. Part (b) of the figure shows the measured fine alignment error vectors for displacements within the capture region.


Figure 6-6: Fine alignment error signals: (a) $x$-direction error signal along the $x$-axis at various rotations and (b) an error vector plot over the capture region (no rotation).

The effect of rotations is also illustrated in Figure 6-6(a). As the target is rotated relative to the sensor, the error signal amplitude is reduced as expected. Equation 5.118 predicted the signal would degrade for rotations of about 1.3 degrees and beyond. This corresponds well with the significant attenuation in the signal seen between rotations of 1 and 2 degrees.

### 6.3.3 Alignment Trajectories

Alignment trajectories were obtained using the mock alignment system as described previously (Section 4.4.4). The coarse alignment trajectories from several different initial positions are shown in Figure 6-7(a) along with the measured error vector field. The iteration gain was set to a low value of 200 steps/V in order to prevent overshoot oscillations at the high slope transition in the error signal near the origin. Coarse alignment was terminated when the error signal dropped to within $\pm 1 \mathrm{~V}$ which assured a position within the capture region of the fine alignment signal. A large threshold was required to detect the sharp transition at the origin. The trajectories for this sensor take more direct paths to the origin than was the case for the surveyor's mark (see Figure 4-11). All of the coarse alignment trajectories shown took 25 iterations to complete.

Trajectories for the fine alignment are shown in Figure 6-7(b). These trajectories also used a relatively low gain of 30 steps/V in order to show a detailed path. They took between 17 and 20 iterations to complete. Alignment was terminated when the error voltage dropped below $\pm 35 \mathrm{mV}$.

A series of alignments was also done with the 6 nA bias currents added to the coarse alignment signal. This allowed a higher coarse alignment gain of 600 steps/ V to be used and


Figure 6-7: Trajectories and error vector fields for (a) the coarse alignment and (b) the fine alignment.


Figure 6-8: Trajectories and error vector fields for (a) the coarse alignment with added bias currents and (b) the fine alignment.


Figure 6-9: Histograms of the final alignment (a) $x$ position ( $3 \sigma=0.85$ ) and (b) $y$ position ( $3 \sigma=0.74$ ) for a sequence of 100 alignments.
to see the effect of this modification to the sensor. Because of the reduced signal slope at the origin, the threshold was reduced to $\pm 70 \mathrm{mV}$ for termination of the coarse alignment. The fine alignment operation was unaltered for these experiments. The resulting trajectories are shown in Figure 6-8. The paths are very similar to those seen without the bias currents, even though the convergence properties and error signals are changed. The coarse alignments took 35 iterations to complete with this modified error signal and gain setting. Using a high gain of 5000 steps/V allowed the alignments to complete in three or four iterations. The fine alignment trajectories took between 22 and 31 iterations to complete using the low gain. This gain could be set as high as 150 steps/V without overshooting the aligned position. In this case the fine alignment was completed in two to five iterations.

### 6.3.4 Alignment Repeatability

Alignment repeatability in the mock alignment system was investigated as described earlier in Section 6-9. A series of 100 fine alignments were done from different starting points in the capture region. An iteration gain of 145 steps/V was used and the alignment was stopped when the error signal was within $\pm 4 \mathrm{mV}$. Histograms of the final positions in motor steps are shown in Figure 6-9. The repeatability for both axes had $3 \sigma$ values of better than one step which corresponds to 25 ppm of the sensor field of view. Note that the statistics become somewhat misleading when the $3 \sigma$ point becomes comparable to the bin size of the histogram. The repeatability in this case was clearly limited by the positioning system. A repeatability of 25 ppm of the sensor field of view corresponds to $0.15 \mu \mathrm{~m}$ at the image plane and to 2.5 nm for a target $200 \mu \mathrm{~m}$ across. In practice the repeatability with such a small target would likely
be limited by factors other than the sensor. The repeatability demonstrated here was achieved using the sensor with very low bandwidth measurements ( 16 ms integration time). This removes most of the sensor noise that becomes an issue at higher speeds. It is interesting to recall that the repeatability with the surveyor's mark was 53 ppm . The additional uncertainty in that case was likely due to the 1 mV quantization limit of the HP4145 voltmeter. One millivolt of error signal corresponds to one step ( 25 ppm ) in position for the surveyor's mark sensor, whereas for the square grating sensor it corresponds to only 0.15 step ( 4 ppm ).

### 6.4 Bandwidth

### 6.4.1 Fine Alignment

Bandwidth measurements for the fine alignment portion of the sensor were made in a similar fashion to those for the surveyor's mark sensor. A pair of LED's were placed in the target plane with one each in the east and west quadrants. Their positions were adjusted until the differential output was zero. A small-signal sinusoidal variation was then added to one of the LED's and its frequency was adjusted to measure the bandwidth. Then the DC quadrant photocurrents were measured with 2.75 V of reverse bias on the photodiodes. The equivalent irradiance of the sensor could not be measured directly with the Newport power meter because the grating pattern only collects a portion of the incident light. An equivalent uniform irradiance can be calculated by assuming that the grating collects half of the light incident upon it. Thus,

$$
\begin{equation*}
E_{0}=\frac{2 I_{i c m}}{A_{q} R} \tag{6.1}
\end{equation*}
$$

where $A_{q}=0.09 \mathrm{~cm}^{2}$ is the quadrant area and $R=0.13 \mathrm{~A} / \mathrm{W}$ is the responsivity.
Measurements were made at different illumination levels by placing neutral density filters in front of the lens. Figure 6-10 shows the resulting bandwidths plotted versus the equivalent irradiance calculated from the measured photocurrents. As was the case for the surveyor's mark sensor, the bandwidth is determined by the pole formed from the input capacitance and the amplifier input impedance

$$
\begin{equation*}
f_{h}=\frac{A_{q} R E_{0}}{4 \pi n \frac{k T}{q} C_{d}} . \tag{6.2}
\end{equation*}
$$

Here $C_{d}=700 \mathrm{pF}$ was measured from the photodiode array and includes both the photodiode and wiring capacitance. This equation is plotted as the solid line in the figure and agrees well with the measured data. The plot is very similar to that shown for the surveyor's mark sensor in Figure 4-13. This occurs because the bandwidth limit in both cases is determined by the irradiance divided by the photodiode depletion capacitance per unit area. Adding an active cascode to this sensor would improve the bandwidth substantially as was shown for the surveyor's mark sensor.


Figure 6-10: Bandwidth of the fine alignment portion of the sensor plotted versus equivalent irradiance. The solid line shows the limit imposed by the input capacitance.

### 6.4.2 Coarse Alignment

The bandwidth of the coarse alignment portion of the sensor is difficult to characterize adequately using the LED's as optical inputs. The LED's are about 3 mm wide and thus generate bright spots at the image plane about $180 \mu \mathrm{~m}$ in diameter. This spot size then illuminates a small number of photodiodes, perhaps between four and eight. The resulting signal current, that can be measured, is the summed absolute value of differences from all of the illuminated photodiodes in a quadrant. It is thus impossible to determine the individual diode photocurrents with this experimental set-up. This in turn prevents quantitatively verifying by experiment the bandwidth and time response equations developed in Section 5.3.1. To truly verify the time response would require the ability to target several spots of light on individual photodiode pixels and then vary the brightness of some them dynamically. Alternately, one could actually image the target grating onto the sensor and then move the image swiftly by either moving the target or using a scanning mirror to move the image. Unfortunately the mock alignment system was not capable of performing these more sophisticated tests. Instead, the flashing LED's were used to qualitatively verify the expected performance.

In this case the LED's were placed such that two each were in the east and west quadrants and one apiece were in the north and south quadrants. This ensured that both of the amplifiers were operating without being starved for current. All of the LED's were held at DC except for one in the west quadrant. This particular LED was flashed with both small and large signals to examine the sensor time response. These experiments were repeated for different light levels by placing ND filters in front of the lens. The total DC currents from the quadrants were also measured to get an idea of the signal level.

The sensor bandwidth was measured for a small amplitude signal and is plotted in Fig-


Figure 6-11: Small-signal bandwidth of the coarse alignment portion of the sensor plotted versus the amplifier common-mode input current. The solid line shows the current amplifier dominant pole. The bandwidth is limited by the amplifier rather than the absolute value circuit in this experiment.
ure 6-11 versus the common-mode input current to the amplifier. It is important to realize this is not the actual photocurrent in the absolute value circuits, however it is proportional to it. The solid line in this plot shows the bandwidth limit imposed by the amplifier

$$
\begin{equation*}
f_{h}=\frac{I_{i c m}}{2 \pi(1+n) \frac{k T}{q} C_{w}} \tag{6.3}
\end{equation*}
$$

where $C_{w}=65 \mathrm{pF}$ is the capacitance of the summing wire which loads the input to the amplifier and forms the dominant pole. Since the measurements are accurately predicted by this equation, one can conclude that bandwidth was limited by the current amplifier rather than the absolute value circuit in this experiment. This is not surprising due to the large currents flowing in the few absolute value circuits that are illuminated by the two light spots. For example, assume that the total current $I_{i c m}$ arises from ten absolute value circuits. Then the photodiode currents are about one tenth of $I_{i c m}$. The input impedance of both the current amplifier and the absolute value circuit is approximately set by the $1 / g_{m}$ of the input devices. Thus, the impedance is inversely proportional to the current. Since the photodiode currents are about one tenth of $I_{i c m}$, the impedance seen by the photodiode capacitance is about ten times that seen by the wiring capacitance. However, since the photodiode capacitance is almost 100 times smaller than the wiring capacitance, the photodiode capacitance pole is roughly ten times higher than the pole from the wiring capacitance in this experiment.

Another experiment was done in order to observe the large signal time response of the absolute value circuit. In this case the flashing LED was turned completely off and on in order to induce large signal transients in the illuminated photodiodes and associated absolute value


Figure 6-12: Transient delay time $T_{d}$, rise time $T_{r}$, and fall time $T_{f}$ plotted versus the amplifier common-mode input current.
circuits. Although these transients were large for the absolute value circuits, they were kept small as a fraction of the total quadrant current. This prevented the current amplifier from also undergoing large signal transients.

The resulting waveform observed on an oscilloscope showed the same basic features seen in the Figure 5 -19(a) simulation. After the onset of illumination there was a distinct delay time followed by the rise. The subsequent fall was about twice as long as the rise time. The delay, rise, and fall times were measured at various illumination levels and are plotted in Figure 6-12 versus the total measured common-mode input current to the amplifier. The solid line in the plot shows the settling time limit imposed by the current amplifier dominant pole. This is the rise/fall time calculated from Equation 6.3 assuming a single pole model

$$
\begin{equation*}
T=\frac{(2.2)(1+n) \frac{k T}{q} C_{w}}{I_{i c m}}=\frac{8.18 \times 10^{-12}[\mathrm{~A} \mathrm{~s}]}{I_{i c m}} \tag{6.4}
\end{equation*}
$$

Absolute value transients faster than this will be limited by the current amplifier transient response.

In order to apply the equations of Section 5.3.1 the pixel photodiode current is needed. This can be crudely estimated from the total signal current as follows. First, the amount of current due to the flashing photodiode can be obtained from the amplitude of the resulting output waveform and the measurement of $I_{i c m}$

$$
\begin{equation*}
\Delta I=I_{i c m} \frac{\Delta V}{V_{o c m}} \tag{6.5}
\end{equation*}
$$

where $\Delta V \approx 200 \mathrm{mV}$ was the typical peak-to-peak amplitude of the waveform and

$$
\begin{equation*}
V_{o c m}=(0.82)(39.1 \mathrm{k} \Omega)(50 \mu \mathrm{~A})=1.6 \mathrm{~V} \tag{6.6}
\end{equation*}
$$

is the corresponding common-mode level of the output voltage. Thus one has $\Delta I \approx I_{i c m} / 8$. Because the flashing LED creates a spot about $180 \mu \mathrm{~m}$ across, it should illuminate between four and eight photodiodes. Of these about two to four should have enough edge signal present to generate an output. One can then estimate the pixel photocurrent in terms of the total quadrant signal as $I_{p} \approx \Delta I / 3 \approx I_{i c m} / 24$.

The delay time can now be estimated as the time it takes the photocurrent to charge up the input capacitance and turn on device M1A

$$
\begin{equation*}
T_{d}=\frac{V_{o n} C_{i}}{I_{p}}=\frac{8.88 \times 10^{-12}[\mathrm{~A} \mathrm{~s}]}{I_{i c m}} \tag{6.7}
\end{equation*}
$$

where $C_{i}=740 \mathrm{fF}$ and $V_{\text {on }} \approx 0.5 \mathrm{~V}$. The data shows a trend lying closer to $4 \times 10^{-12}[\mathrm{~A} \mathrm{~s}] / I_{i c m}$ which is in reasonable agreement considering the numerous approximations involved. Rise time ( $10 \%$ to $90 \%$ ) can be estimated from Equation 5.131 yielding

$$
\begin{equation*}
T_{r}=\frac{n \frac{k T}{q} C_{i}}{I_{p}}(4.39)=\frac{3.45 \times 10^{-12}[\mathrm{~A} \mathrm{~s}]}{I_{i c m}} \tag{6.8}
\end{equation*}
$$

This is about two times faster than the limit imposed by the current amplifier. Thus, it is not surprising that the rise time data is found to lie along the limit in the figure. Similarly, the fall time ( $90 \%$ to $10 \%$ ) can be obtained from Equation 5.133 resulting in

$$
\begin{equation*}
T_{f}=\frac{n \frac{k T}{q} C_{i}}{I_{p}}(8.89)=\frac{6.98 \times 10^{-12}[\mathrm{~A} \mathrm{~s}]}{I_{i c m}} \tag{6.9}
\end{equation*}
$$

This is slightly below the limit imposed by the current amplifier whereas the data appears slightly above it. Note that this analysis has underestimated the fall time and overestimated the delay time. This might be explained by the fact that with several circuits being illuminated the observed delay time will be the shortest of the group and the fall time will be that of the slowest of the group. Considerable variation in the speed of the individual circuits would be expected given that they will receive different amounts of illumination from the spot. These measurements are consistent, given the experimental limitations, with the models and simulations discussed in Section 5.3.1 and illustrate the speed limitations of the coarse alignment operation of the sensor.

The shortest fall time measured was $60 \mu \mathrm{~s}$ which corresponds roughly to a bandwidth of 5.8 kHz . This is quite high because the current signal is roughly $I_{i c m}=170 \mathrm{nA}$. The estimated photodiode currents are about 7.1 nA which implies an equivalent irradiance of around $1.2 \mathrm{~mW} / \mathrm{cm}^{2}$. This is very large compared to the maximum irradiance level achieved for the fine alignment measurements and the surveyor measurements. This occurs because a similar amount of light power is concentrated into a much smaller photodiode in this situation. An irradiance level of $100 \mu \mathrm{~W} / \mathrm{cm}^{2}$ is more comparable with the earlier measurements which is twelve times less than the estimated maximum illumination level obtained in these experiments. At this irradiance the resulting bandwidth would be about twelve times less or 480 Hz . One


Figure 6-13: Output noise spectrum from the fine alignment portion of the sensor. From top to bottom the common-mode input currents were $11.5,45.5,120$, and 703 nA corresponding to irradiances of $2.0,7.8,21$, and $120 \mu \mathrm{~W} / \mathrm{cm}^{2}$, respectively. The dashed lines show values obtained using HSPICE simulation.
can also estimate a bandwidth from Equation 5.140. Using a conservative value $K=12$ for the fall time results in a bandwidth estimate of about 540 Hz . This is in good agreement with the value extrapolated from the measurements.

### 6.5 Noise

The noise from the fine alignment portion of the square grating sensor is essentially the same as that from the surveyor's mark sensor. In this case there was no active cascode circuit and thus the noise is primarily due to the shot noise from the photodiodes and the bipolar devices at the input of the current amplifier (see Section 3.3.8). Noise measurements were made as described in Section 4.6 using photodiodes to illuminate each quadrant of the sensor.

Measurements of the noise spectral density are shown in Figure 6-13 at four different light levels. The data is very similar to Figure 4-14 from the surveyor's mark sensor. As seen there, the noise spectrum divides into two regions. The shot noise from the photodiodes and amplifier input devices dominates at low frequencies. At mid-frequencies the noise from the amplifier replaces the input shot noise resulting in a plateau around $15 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$. This agrees well with the expected value of $14 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$ from Equation 3.70. The agreement between the simulations and the data at low frequency is not particularly good and the reason for the discrepancy is not known.

The RMS noise at the output ranged from 1.9 to 2.4 mV as the light level was varied. Since the sensor yields a maximum signal of 1.7 V , the signal-to-noise ratio is 57 dB . A $3 \sigma$ noise level
of 7.2 mV implies an alignment repeatability of 1.1 steps. This corresponds to a repeatability of 30 ppm of the sensor field of view.

### 6.6 Summary

The test results from the square grating sensor are similar to those from the surveyor's mark sensor. The absolute value circuit was found to be affected by substantial mismatch in the devices, although this effect was not as large as had been anticipated. The coarse alignment signal saturated with a sharp transition at the aligned position due to the single-sided nature of the error signal currents. By adding appropriate bias currents a more reasonable signal could be obtained with a slope of about $200 \mu \mathrm{~V} /$ step near the aligned position. The fine alignment signal was successfully sensed with the spatial phase detector and had a slope of $6.5 \mathrm{mV} /$ step. Alignment repeatability was limited by the $x-y$ table to about one positioning step which corresponds to 25 ppm of the sensor field of view. Bandwidth was found to be proportional to sensor irradiance and the fine alignment signal demonstrated a bandwidth of 3 kHz . However, the real limitation on sensor speed is determined by the settling time of the absolute value circuits used for the coarse alignment. For bright levels of illumination this bandwidth was estimated at about 480 Hz . The worst case measured noise corresponded to a position uncertainty of 30 ppm of the sensor field of view. Because the square grating sensor did not incorporate active cascodes, it had both lower bandwidth and lower noise than the surveyor's mark sensor.

## Comparison

### 7.1 Introduction

The two sensor designs presented in this thesis embody different philosophies in the alignment algorithm. In this chapter a brief discussion will be presented emphasizing the similarities and differences between the sensors. The most obvious difference is in the alignment marks they are designed to detect. These two marks reflect a division that can be made made between the various alignment techniques that were summarized in the second chapter. The major similarities between the two sensors lie in the details of the implementation.

### 7.2 Alignment Methods

A review of the numerous papers published on alignment systems reveals a wide variety of alignment techniques. The choice of target marks and detection schemes differs greatly between manufacturers and even between systems from the same manufacturer. There seems to be little agreement on an optimal alignment mark, detector, or algorithm. In the second chapter the various alignment methods were divided into categories such as correlation, edge detection, moments, and so forth. In this spectrum of alignment techniques one can make a rough classification that serves to separate the methods into two groups. The distinction concerns the number of features, or amount of information in the alignment mark.

One group of methods depends upon a single feature, or small number of features, detected in an alignment mark. For example, edge detection techniques are concerned only with the position of edges. Similarly, correlation systems search for a single image feature or shape that matches the template pattern. Centroid methods might also be considered in this class since the centroid of a target is the single important feature. The strength of these single feature techniques lies in their insensitivity to defects in the target across most of the sensor field of view. For example, a correlation system will not usually lock onto extraneous features or defects
in the image unless they correspond almost exactly to the template. However, in this strength also lies a weakness. Any defect in the specific feature these systems search for can cause them to fail. For example, in a correlation system a defect in the target mark can cause it to no longer adequately match the template.

In contrast to single feature methods are techniques that make use of a large number of features, or a pattern, in the alignment mark. The chief examples of these techniques are geometric moiré and diffraction methods. These systems use the information present in a large pattern to generate a position signal and are, in a sense, the opposite of the single feature methods. Pattern methods are generally insensitive to local defects in the pattern. However, broad distortions in the pattern can cause large errors. Nonuniform illumination, asymmetrically blazed diffraction gratings, and magnification error are examples of this type of distortion.

The two alignment sensors presented in this work can also be distinguished along these lines. This is most clear in how they perform the fine alignment. The surveyor's mark sensor generates the fine alignment error signal by detecting the four edges in the mark. It can be considered as a single feature method. The error signal is relatively insensitive to nonuniform illumination, a broad distortion, but is sensitive to defects that occur at the edges such as photodiode mismatch and errors in the target itself. In contrast, the spatial phase detection used by the square grating sensor is clearly a pattern method. The moiré fringe results from the superposition of the two grating patterns. This sensor is less sensitive to local defects in the gratings, but it is very sensitive to nonuniformity in the illumination and to magnification error.

The coarse alignment methods used by the two sensors do not divide as clearly between single feature and pattern methods. The surveyor's mark coarse alignment can be viewed as an edge detection method or as a system which detects total irradiance in the quadrants as the features. However, since the photodiodes encompass the entire sensor field of view, broad effects like nonuniformity in illumination can cause significant errors in alignment. Similarly, it is difficult to classify along these lines the coarse alignment algorithm performed by the square grating sensor. This sensor detects edges as features and sums them to obtain the error signal. At large displacements it resembles a pattern method due to the large number of edges. It is sensitive to nonuniform illumination and is insensitive to any defect that might cause a spurious edge to be detected. However, near the aligned position the number of detected edges becomes small. In this case nonuniform illumination is less of a problem, whereas any incorrectly detected edges will cause significant alignment error.

### 7.3 Errors

The sensors differ in their vulnerability to several error sources. Magnification error is one example. For the surveyor's mark sensor it was assumed that the image of the mark was twice
the size of the sensor. In fact, the mark can be considerably larger or smaller than this and the alignment sensor will still function. There will be a loss of signal strength for marks smaller than the ideal but no penalty occurs for marks that are too large. This sensor has considerable insensitivity to magnification errors.

This is not the case for the square grating sensor. Although the coarse alignment signal is also insensitive to magnification errors, the fine alignment signal is very dependent upon the proper magnification. The moire fringe is created by the slight mismatch in the pitches of the sensor and mark gratings which is determined by the magnification. A small error in magnification will cause a distortion of the grating that can easily destroy the fringe. The amplitude factor dependence on pitch mismatch, plotted in Figure 5-15, shows this sensitivity. The square grating sensor has an optimal pitch mismatch of $\epsilon_{p}=0.023$ which means a magnification error of $2.3 \%$ is enough to erase the moire fringe. If the number of grating lines is increased, then not only is the displacement sensitivity increased, but so is the sensitivity to magnification error. Unlike the surveyor's mark sensor, the square grating sensor requires tight control of the magnification.

Another source of error arises from rotations of the mark relative to the sensor. Both designs show a similar intolerance for rotations which corrupt the fine alignment error signal. The surveyor's mark sensor can tolerate rotations up to approximately (from Equation 3.27)

$$
\begin{equation*}
\theta_{c} \approx \frac{2 W_{e}}{L_{q}} \tag{7.1}
\end{equation*}
$$

whereas the square grating sensor can tolerate (from Equations 5.113 and 5.118)

$$
\begin{equation*}
\theta_{c} \approx \frac{P_{s}}{3 L} . \tag{7.2}
\end{equation*}
$$

These equations are both of the form

$$
\begin{equation*}
\theta_{c} \approx k \frac{W_{c}}{L_{s}} \tag{7.3}
\end{equation*}
$$

where $W_{c}$ is the width of the fine alignment capture region, $L_{s}$ is the sensor length, and the factor $k$ is a number on the order of unity. The surveyor's mark sensor can tolerate rotations up to 5.2 degrees whereas the square grating sensor can only tolerate rotations of about 1.2 degrees. This difference is not due to any inherent advantage of the surveyor's mark, but rather to the fact that the surveyor's mark sensor was designed with a larger capture region relative to the sensor length.

The coarse alignment error signal from both sensors shows more tolerance to rotation error than the fine alignment error signal. However, in this case the square grating sensor is definitely superior. The surveyor's mark sensor can only tolerate rotations up to 45 degrees, whereas the square grating sensor is able to provide alignment signals at any rotation. For rotations near 45 degrees this signal becomes weak and has an offset beyond the capture region of the fine alignment. No effort was spent attempting to improve the rotation tolerance of this sensor.

It seems likely that better performance is possible if one redesigned the photodiode layout to more easily detect rotated edges.

Another source of error that considerably affects the alignment is nonuniform illumination. It is assumed that this is a slowly varying function across the target in which case it was shown that the edge detection method employed by the surveyor's mark fine alignment was much less sensitive to this error than the coarse alignment. This occurs because the fine alignment signal is derived from only a thin slice of the image over which the illumination varies little. The reverse is true for the square grating sensor. The fine alignment signal is obtained by integrating light over the entire image and thus it is very sensitive to illumination nonuniformity.

### 7.4 Capture Regions

A significant difference between the sensors is the size of the coarse alignment capture regions relative to the target mark size. For the square grating sensor there is a good signal over the entire field of view and it is conjectured that this is the case as long as any portion of the square grating is within the sensor field of view. Thus a mark of length $2 L$ can be captured over distances up to $2 L$ from the aligned position ( $L_{\infty}$ norm). This is much better than the surveyor's mark sensor which requires a mark of size $4 L$ that can only be captured over distances up to $L$ away from the aligned position.

The two sensors also have different fine alignment capture regions, although this difference is not as dramatic as for coarse alignment and is the result of different design choices. The capture region for the surveyor's mark sensor was sized to be ten percent of the field of view due to concerns about the effect of nonuniformity of illumination. Because this is less of a concern for the square grating sensor, it was designed with a capture region of only $3.3 \%$. Even with the moderate illumination uniformity in the mock alignment system, both of these capture regions could have been reduced further without causing difficulties.

### 7.5 Implementation

Although the alignment sensors differ greatly in their alignment methods, they have many similarities in their implementation. Both use the same photodiode structure to perform the light sensing. They also use similar circuits to amplify the detected photocurrents. The same differential normalizing amplifier is used for the fine alignment signal of the surveyor's mark sensor and for both the coarse and fine alignment signals in the square grating sensor. The coarse alignment signal of the surveyor's mark sensor requires an additional four input normalizing amplifier that doubles the amplification circuitry on this chip. These amplifiers are located at the edge of the imaging area on both sensors.

One implementation difference is that the square grating sensor has circuits throughout
the imaging area whereas the surveyor's mark sensor has none. These circuits are necessary to locally compute the absolute value function. They reduce the fill factor of the sensor, and hence the signal strength, by a factor of two. The complexity of the absolute value circuit is also restricted by the need to make it compact enough to fit inside the pixel area. This is a definite disadvantage of the square grating sensor because there is little room to add features such as a buffering amplifier like the active cascode that would increase the sensor bandwidth.

### 7.6 Performance

### 7.6.1 Alignment Signals

The alignment error signals from both sensors are fairly similar overall, although there are some minor differences. For coarse alignment the normalized signals were comparable (depending upon the bias current used for the square grating sensor), although the error vectors from the square grating sensor yielded more direct paths to the origin. The fine alignment signal from the surveyor's mark sensor was a triangle wave compared to a sinusoid from the square grating sensor. The error vector fields and the resulting fine alignment trajectories from both sensors looked very similar.

The square grating sensor had a significantly higher signal slope at the aligned position than did the surveyor's mark sensor. This was primarily due to its smaller capture region. This led to a somewhat higher repeatability due to the quantization error from the analog-to-digital conversion. In practice the repeatability for both sensors was limited by the resolution of the positioning system and the analog-to-digital conversion.

It is also interesting to compare the magnitude of the detected photocurrents for the two sensors. This magnitude sets the upper limit on the signal-to-noise ratio determined by shot noise. The fine alignment signal of the surveyor's mark sensor has relatively small photocurrents due to the small size of the photodiodes that detect the edges of the mark. In contrast, the error signal currents are much larger from the square grating sensor because the photocurrents are summed over the entire sensor area. This situation is reversed when one examines the coarse alignment signals. In this case the surveyor's mark sensor has large signal currents due to the large size of the four quadrant photodiodes. On the other hand, the square grating sensor has relatively smaller currents because signal is only gathered from pixels where there is an edge and then only if the contrast exceeds the cutoff threshold built into the absolute value circuit.

### 7.6.2 Bandwidth

The difference in signal strength has an effect on the potential circuit speed. The bandwidth of the current amplifier is proportional to the magnitude of the input signal currents. All other things being equal, the small fine alignment signal of the surveyor's mark sensor will be slower than the larger signal from the square grating sensor. The reverse will hold for the coarse
alignment signal. This is true only if the current amplifier is limiting the sensor dynamics. In the chip designs presented in this thesis this was not the case. The dominant pole was always due to the photodiodes, although that need not be the case if the active cascode is designed more aggressively.

The measured sensor bandwidth was clearly superior for the surveyor's mark sensor. However, this was due to the active cascode circuit which was omitted from the square grating sensor design. Both sensors have essentially the same bandwidth limitations imposed by the photodiode depletion capacitance and the amplifier input impedance. The exception is the absolute value circuit used for coarse alignment in the square grating sensor which is not as amenable to simple modifications that could improve its speed.

### 7.6.3 Noise

The difference in signal strengths also affects the ideal noise performance. The fundamental noise limit of these sensors comes from the shot noise of the photocurrents. Because shot noise is proportional to the square root of the current, the larger the total photocurrent, the larger the signal-to-noise ratio. The noise in the fine alignment signal ultimately determines the repeatability of the alignment signal. Because the square grating sensor collects a much larger photocurrent for this signal, it should have a superior repeatability. For coarse alignment, the surveyor's mark sensor has the largest signal. Setting other limitations aside, this implies that a smaller capture region could be used which would tend to counteract the relatively lower signal-to-noise ratio of the fine alignment signal. In practice, however, the capture region will likely be determined by other factors such as diode mismatch and illumination uniformity that will exceed the noise limit.

The noise limits set by the shot noise were not reached in the implemented designs. Noise from the current amplifier was generally larger than the photodiode noise and mostly determined the RMS noise of the signal. Both sensors had essentially identical noise spectra because they used identical current amplifiers (ignoring the active cascode) and photodiodes. If lower noise amplifiers were designed so that the photodiode noise became dominant, then the square grating sensor would offer superior performance.

### 7.6.4 Power

Almost all of the power dissipated by the sensors is consumed by the current amplifiers and thus the sensor power requirements are similar. The surveyor's mark sensor dissipates more power because it requires the additional coarse alignment amplifier and also has the active cascode circuits for improving the sensor speed.

|  | Surveyor |  | Square Grating |  |
| :--- | :---: | :---: | :---: | :---: |
| Characteristic | Coarse | Fine | Coarse | Fine |
| Method | Brightness | Edge detection | Edge detection | Moiré pattern |
| comparison |  |  |  |  |
| Signal | $\pm 2.7 \mathrm{~V}$ | $\pm 1.1 \mathrm{~V}$ | $\pm 1.1 \mathrm{~V}$ | $\pm 1.7 \mathrm{~V}$ |
| Slope | $140 \mu \mathrm{~V} / \mathrm{step}$ | $1.1 \mathrm{mV} / \mathrm{step}$ | $200 \mu \mathrm{~V} /$ step | $6.5 \mathrm{mV} / \mathrm{step}$ |
| Capture region | 0.5 | 0.05 | 2 | 0.033 |
| Rotation limit | 45 deg. | 5.2 deg. | none | 1.3 deg. |
| Bandwidth | 7.5 kHz | 55 kHz | 480 Hz | 2.5 kHz |
| RMS noise $(\sigma)$ | - | 1.2 mV | - | 2.4 mV |
| Repeatability | - | 80 ppm | - | 30 ppm |
| Power dissipation |  | 4.0 mW |  | 1.2 mW |

Table 7-1: Summary of measured performance. Bandwidths for the square grating sensor are lower because it did not contain the active cascode circuit.

### 7.7 Summary

Table 7-1 summarizes various aspects of the two sensor designs. The signal strength values state the maximum range of the measured alignment signals. The signal slopes are for the $x$-direction error signal at the aligned position. The maximum signal and signal slope for the coarse alignment of the square grating sensor are stated with the 6 nA bias current added to the error signal. The capture region number is a dimensionless figure expressing the ratio of the size of the capture region to the size of the target mark's image. The bandwidths are for an irradiance of $100 \mu \mathrm{~W} / \mathrm{cm}^{2}$, approximately the brightest level achievable in the test setup. The bandwidths reported for the surveyor's mark sensor use the active cascode circuit. The bandwidth reported for the coarse alignment of the square grating sensor is the estimate from the transient fall time measurements. The rotation limits express the maximum rotation that can be tolerated. Practical rotation limits will be less than these. The RMS noise is the lowest noise level observed on the fine alignment signal with full illumination. This limits the possible alignment accuracy at high bandwidth and is reported as the repeatability expressed as a fraction of the sensor size.

The contrasting strengths and weaknesses between the two sensors prompts the question: Could both sensors be used together in such a way that the combination would be superior to using either sensor alone? The answer to this question is probably no. The two alignment sensors embody the fundamental differences between the single and multiple feature alignment techniques. They have complementary strengths that are not easily blended. For example, consider a situation in which the image suffered from both nonuniformity in the illumination
and small, evenly distributed spot defects. If both sensors were used they would each yield alignment information with offsets due to the image defects. A single feature method would see errors due to the spot defects and a multiple feature method would have difficulty with the nonuniform illumination. Without knowing which image noise source is dominant, one cannot decide which of the sensor signals is more accurate. The choice of which sensor technique to use depends upon knowledge of the expected image noise.

## Potential Improvements

### 8.1 Introduction

Although the sensor designs in this thesis work well, testing them and further reflection upon their operation revealed a variety of ways in which they could be improved. This chapter will present several ideas covering the alignment algorithm down to the circuits which should yield superior performance in a revised sensor design. Some of the proposed changes are simple to implement whereas others would require additional design effort. Some tasks that were left incomplete or could have been done better in this work will also be pointed out.

### 8.2 Photodiodes

The photodiodes used in these sensors have plenty of room for improvement. The original design did not consider what would be the best reverse bias to place across them. Experiments revealed that increasing the reverse bias improved the quantum efficiency somewhat, presumably by enlarging the depletion region. This has the added benefit of reducing the depletion capacitance. Both effects would serve to improve the sensor bandwidth. On the other hand, an enlarged depletion region leads to more dark current which might be a concern.

A better way to improve the photodiodes might be to choose a different $p n$ junction in the process. Both sensor designs used $p$-type source/drain diffusions in $n$-wells to create photodiodes that have a quantum efficiency of $27 \%$. This junction was chosen because it was expected to collect more light due to its relatively shallow depth. Furthermore, the wells provide isolation from the substrate. However, other people have achieved much better performance by using the junction between the well and substrate for the photodiodes. Aswell et al. [111] used an $n$-well to $p$-substrate junction to form photodiodes with a quantum efficiency of $85 \%$ for 660 nm illumination. Similarly, Aubert et al. [112, 113] characterized a number of junctions in a $p$-well CMOS process and found that the best was the $p$-well to $n$-substrate junction. This
yielded a quantum efficiency of about $90 \%$ for 620 nm illumination. The worst junction was the $n^{+}$-diffusion in the $p$-well which had a quantum efficiency of only $27 \%$ and is analogous to the junction used in the alignment sensors. In general they found that the deeper and more graded junctions were better at collecting the photo-generated carriers than were the shallower abrupt junctions. They further improved the quantum efficiency by using special processing to remove the protective nitride and to thin the oxide above the photodiodes in order to reduce interference effects. Another advantage of the well-to-substrate junction is its substantially lower capacitance. In Aubert's process this was lower by about a factor of six.

It would be a simple change to use the well junction rather than the source/drain junction to form the photodiodes in the Orbit process. If an improvement is seen similar to that reported in these papers, then one could potentially raise the quantum efficiency by about a factor of three while lowering the capacitance by a factor of six. Thus, at a given light level the photodiode pole would be pushed out by a factor of eighteen compared to the present implementation. Furthermore, the additional photocurrent would increase the signal relative to the shot noise. These benefits could be realized without any special processing, but they do come at a small price. The deeper and more lightly doped well diffusion also needs greater lateral spacing to isolate it. Thus, the gaps between photodiodes would become larger. The Orbit process design rules would require that the gaps be increased from $3 \mu \mathrm{~m}$ to $9 \mu \mathrm{~m}$. Another potential problem is that these junctions are no longer isolated from wandering minority carriers in the substrate. This might increase the dark current and allow minority carriers generated under one photodiode to be more easily collected by an adjacent photodiode.

### 8.3 Current Amplifier

The surveyor's mark sensor incorporated an active cascode circuit to buffer the photodiode depletion capacitance from the amplifier input impedance. This moved the dominant pole out to higher frequency and significantly improved the sensor bandwidth. It also added some new noise sources to the signal. A variety of possible improvements could be made to this circuit to improve its bandwidth and lower its noise. The primary source of noise appears to be flicker noise arising from the NMOS transistor active load (M8 and M12 in Figure 3-8). This device could be replaced with an NPN bipolar transistor which would eliminate the flicker and thermal noise and replace it with a much lower shot noise source. Furthermore, the area saved could be used to make the PMOS gain transistor even wider to further reduce its noise. These changes should lead to a significant reduction in the noise from the active cascode.

Another step up in complexity would be to use a high gain voltage amplifier, such as an operational amplifier, in place of the inverter in the active cascode. This was also done by Aswell et al. in their design. By increasing the gain of this stage the photodiode pole can be pushed so far out as to be irrelevant. The stability of such an amplifier would have to be


Figure 8-1: Adding gain around the bipolar transistors is a way to improve the circuit bandwidth for the (a) inverting multiplier (after Aubert [113]) and (b) one stage of a multiple input normalizing current amplifier. The high gain amplifiers fix the diode reverse voltage and, for circuit (a), the collector-base voltage.
carefully considered as well as the noise generated by it.
Another possibility is to replace the active cascode with a high gain amplifier around the bipolar transistors. For example, Aubert et al. constructed a differential normalizing amplifier out of the inverting multiplier as shown in Figure 8-1(a). Here the gain of the amplifier is placed between the collector and emitter of the bipolar devices. This serves to hold both the reverse voltage across the diode and the collector-base voltage constant. Thus, the photodiode pole is eliminated as well as the nonlinearity caused by the base width modulation in the input bipolar transistor. Aubert et al. used inverters for this amplification, but one could use higher gain amplifiers as well. They reported rise times of better than $1 \mu$ s for current steps of 0 to 3 nA from this circuit.

The inverting multiplier could be used in the alignment sensors for the two input normalization. However, the four input normalization used by the coarse alignment error signal in the surveyor's mark sensor requires a different multiplier topology. This normalization was accomplished using the circuit shown in Figure 3-15 and it could be improved by replacing the active cascode with an amplifier as shown in Figure 8-1(b). The amplifier again serves to hold the voltage across the photodiode constant. In this case the collector-base voltage will still vary. Placing high gain around bipolar transistors in this way raises stability issues that would need to be addressed before proceeding with such a design.

One could also replace the active cascode with a circuit to bootstrap a constant voltage around the photodiode. Figure 8-2 shows how this could be done using a source follower. As long as the photocurrent is small compared to the source follower bias current, the photodiode voltage will be held constant at the $V_{g s}$ of the follower device. This requires a reverse biased floating diode which necessitates the use of the junction between the source/drain diffusion and the well. Unfortunately, this is the junction that appears to have the lowest quantum efficiency. Furthermore, the wells for individual photodiodes would have to be isolated which


Figure 8-2: A source follower can be used to bootstrap the voltage around the photodiode. By holding this voltage fixed the bandwidth can be improved.
would enlarge the photodiode gaps. Finally, in order to substantially improve the bandwidth, the gain of the source follower would need to be made very close to unity which is a difficult task. Despite these disadvantages, this circuit might have compensating benefits in terms of noise that should be investigated.

Assuming the above techniques are successful in removing the photodiode limit on the bandwidth, then one would have to focus on improving the bandwidth of the current amplifier itself. One possibility would be to run the initial normalizing gain stage at a higher current level. The original design used both normalizing and inverting current gain stages to lower the gain per stage. This was done in order to minimize the diffusion component of the base capacitance by running the input stage at low current. However, the current levels could be raised considerably before the diffusion capacitance would become comparable to the already present base-emitter depletion capacitance. By doing so one could improve the speed of the normalizing multiplier and eliminate the second gain stage. This was already done for the four input current amplifier of Figure 3-15.

The current amplifier speed could also be improved by altering its layout. All of the bipolar transistors in this circuit were placed in a common centroid layout that used four parallel devices to realize each circuit device. This reduces offset problems related to device mismatch. However, the extra devices and interconnect increase the parasitic capacitances. Reducing the symmetry of the layout could lower these capacitances by a factor of four or more. The penalty would be an uncertain degradation in the device matching which would affect the amplifier offset.

### 8.4 Square Grating Sensor

### 8.4.1 Analysis

The fine alignment portion of the square grating sensor was modeled as a spatial phase detection of the position of a moiré fringe. Several approximations were made in the mathematical analysis that should be reviewed. Some of these were made to reduce the detail which
threatened to cloud the meaning behind the equations. Others were made in order to obtain equations that could be solved. The end result was an interpretation of the sensor as a spatial phase detector which revealed the underlying compromises between the sensor size, grating pitch, pitch mismatch, and sensitivity. However, the equation for the error signal was not a quantitative model that could be directly compared to the measured data.

The first, and most important, approximation was to model the mark as a sinusoidal function in Equation 5.66. In fact, the mark is better modeled by a square wave in irradiance that alternates between full illumination $E_{0}$ and darkness $\epsilon E_{0}$ with $\epsilon$ being the image contrast parameter. The omission of this parameter, which is not insignificant, is a major deficiency in the quantitative accuracy of the model. A more appropriate representation of the mark would be a Fourier series expansion of the square wave function

$$
\begin{equation*}
m(x)=b_{0}+\sum_{q=1}^{\infty} b_{q} \cos q k_{m}(x-\xi) \tag{8.1}
\end{equation*}
$$

The sampling process of detection by the photodiode grating would then result in a more complex equation for the sequence of photocurrents than Equation 5.83. This would also have a series form

$$
\begin{equation*}
f[n]=c_{0}+\sum_{q=1}^{\infty} c_{q} \cos q \Omega_{\Delta}\left(n+\frac{\xi}{\epsilon_{p} P_{s}}\right) \tag{8.2}
\end{equation*}
$$

This new sequence can probably be modeled as samples of a continuous function $f_{L}(x)$ that represents the moiré fringe formed by two square gratings. This fringe function has been shown to be a trapezoidal waveform [71]. The analysis completed in Chapter 5 essentially only treated the fundamental component of this series for simplicity and clarity.

The analysis of the spatial phase detection made some additional approximations. First, the model assumed a spatial layout of the photodiodes that was slightly altered from reality in order to simplify the mathematical notation in the model. Adhering more closely to the actual layout could be done, but it is probably not worth the effort. A great deal of notational complexity would be added that should not materially affect the accuracy of the result. This approximation resulted in a simple discrete model of the spatial phase detector described by Equation 5.99. It is probably possible, although difficult, to sum this sequence with either the original approximate fringe sequence $f[n]$ or with the more accurate version from above. Approximating this sum with an integral would again simplify the analysis greatly without compromising the accuracy of the model to a great extent. Modeling the moire fringe function with a Fourier series

$$
\begin{equation*}
f_{L}(x)=d_{0}+\sum_{q=1}^{\infty} d_{q} \cos q k_{\Delta}\left(x+\frac{\xi}{\epsilon_{p}}\right) \tag{8.3}
\end{equation*}
$$

and integrating according to Equation 5.105 will result in an error signal of the form

$$
\begin{equation*}
e_{c x}(\xi)=\sum_{q=1}^{\infty} g_{q} \cos q k_{\Delta}\left(x+\frac{\xi}{\epsilon_{p}}\right) \tag{8.4}
\end{equation*}
$$

The error signal is no longer a simple sinusoid with a single amplitude factor. Instead, it is a Fourier series that describes a more complex waveform. Furthermore, the series coefficients depend upon the pitch mismatch $\epsilon_{p}$ and corresponding spatial frequency $k_{\Delta}$. This implies that the shape of the error signal will vary slightly with the pitch mismatch. Thus, the relationship between the error signal amplitude and pitch mismatch will be more complex than the earlier model which contained only a single amplitude factor for the fundamental component. However, this equation should also yield a more quantitative prediction of the measured data because the coefficients $g_{q}$ will incorporate the effect of the imperfect image contrast $\epsilon$ on the error signal.

### 8.4.2 Implementation

A number of changes could be made to the square grating sensor in order to improve its performance. The most important of these is to repair the coarse alignment signal which saturates for even small displacements from the aligned position. This arises from the algorithm and not in any implementation flaw. A displacement of the square grating image along the positive $x$-axis results in edge crossings in the east, north, and south quadrants and no crossings in the west quadrant. This results in a zero error current from the west quadrant and nonzero currents from the others. The normalizing amplifier output for the $x$-direction error signal will be saturated as long one input is zero and other input is nonzero, regardless of its value. This flaw causes two major problems. First, the saturating characteristic is awkward to use as an error signal for alignment. The high gain transition in the signal at the aligned position requires a low gain control loop to avoid chatter about this position. Another problem is that all of the quadrant signal currents become small near the aligned position which causes the current amplifier to become very slow.

It was shown in Chapter 6 that these flaws could be eliminated by adding a constant bias current to all of the quadrant error currents. The value of this bias current should be comparable in magnitude to the maximum possible quadrant current. Furthermore, it should be proportional to the sensor irradiance, as are the error currents. Such a bias current could be generated in several ways. One could sum a copy of all of the pixel photodiode currents across the imager and then copy the sum to create the bias currents. This would require additional wiring and circuitry to be added to the pixels in the sensor array. A less complex solution would be to designate a small portion of the sensor area to measure the light level. A photodiode the same size as the pitch spacing located in the middle of each quadrant would be adequate. The photocurrent from these diodes could be scaled using a fixed, or perhaps controllable, gain and then copied to generate the bias currents. The copies would need to be accurate in order to avoid creating an offset in the error signal currents.

Another small improvement could be made by exploring more deeply the best cutoff threshold to build into the absolute value circuit. It could be seen in Figure 6-1 that the cutoff point used in the design was too conservative. Lowering this cutoff threshold would increase
the average edge detection signal. This would in general increase the bandwidth and lower the signal-to-noise ratio for a given illumination level. The choice of the cutoff point depends greatly upon the matching characteristics of the transistors in the process. A study of these matching properties would have to be done to determine the best choice for the cutoff point.

The square grating sensor generally had lower bandwidth than the surveyor's mark sensor because it did not contain any extra circuitry to buffer the photodiode capacitance. At a minimum the active cascodes used in the surveyor's mark sensor should be added to improve the bandwidth. In addition, the techniques discussed above to improve the speed of the current amplifier could be incorporated. The fine alignment portion of this sensor consists of a large number of photodiodes wired together into quadrants that connect to the current amplifier inputs. This is similar to the coarse alignment of the surveyor's mark sensor which has large photodiodes connected to the amplifier. Thus, the fine alignment signal of the square grating sensor should be capable of achieving similar bandwidths.

Increasing the bandwidth of the coarse alignment signal is more difficult. Active cascodes or similar remedies can be used to buffer the current amplifier inputs from the significant capacitance of the summing wire. However, the chief limitation on the bandwidth in this case is not the current amplifier. Instead, the absolute value circuits that perform the local current subtractions are the bottleneck. Because of the small size of these currents ( 1 to 100 pA ), this circuit is quite slow. There are several ways one can attempt to surmount this difficulty. One possible solution is to incorporate the active cascode into the absolute value circuit. Only a very simple version of the active cascode could be squeezed into the small area available in the pixel. An inverter might be acceptable but a high gain operational amplifier is likely to be too large. Furthermore, such a circuit would only address the photodiode capacitance pole and not the current mirror poles. Another possible solution is to place some current gain in front of the absolute value circuit by using parasitic phototransistors in place of the photodiodes [114]. This would increase the current signal by the gain of the transistor and correspondingly speed up the absolute value circuit. Finally, one could try to avoid computing the absolute value with the very small photocurrents. Instead, the photocurrents could be converted to a voltage signal and a folding amplifier or similar circuit running at higher currents could be used to compute the absolute value.

### 8.5 Rotation Alignment

The square grating sensor was designed to detect translational misalignment of the target mark. When considering the effects of rotation it was realized that the mark could possibly still align a rotated target. Figure 8-3(a) shows the situation when the mark is rotated 45 degrees relative to the sensor at the aligned position. In this case the edge crossings occur in equal number in all four quadrants. When the mark is translated to the right, as shown in part (b)


Figure 8-3: The pattern formed by (a) rotating one of the square gratings at the aligned position and (b) then translating it to the right. The number of edge crossings in each quadrant can still be used as an alignment signal.
of the figure, the number of edge crossings is reduced in the west quadrant and increased in the east quadrant. Thus, it appears that the sensor can be used to align a target which is rotated. Furthermore, at the aligned position all of the quadrant signal currents are nonzero and equal. Thus, there is no need for bias currents. On the other hand, nonuniform illumination will cause an offset in this case. The alignment signal and its capture region as a function of rotation could be studied more deeply.

Some experiments were done measuring the alignment signal at a few rotations. It was observed that the strength of the edge detected signal weakened as the rotation angle increased. This is explained by the fact that between every photodiode that is partially occluded by an edge there must be at least one fully illuminated, or fully darkened, photodiode in order to obtain the maximum difference signal across the edges. This condition was used to determine the maximum photodiode spacing in terms of the grating pitch

$$
\begin{equation*}
P_{d} \leq \frac{1}{4} P_{s} \tag{8.5}
\end{equation*}
$$

and is illustrated in Figure 8-4(a). When the edges are rotated, as shown in part (b) of the figure, partially occluded photodiodes are adjacent to one another and the difference signal between them is reduced. In order to strengthen the detected signals one needs to reduce the photodiode pitch $P_{d}$. To ensure that an unoccluded photodiode lays between each edge for a 45 degree rotation would require a photodiode pitch of

$$
\begin{equation*}
P_{d} \leq \frac{1}{4}(\sqrt{2}-1) P_{s} \tag{8.6}
\end{equation*}
$$



Figure 8-4: (a) The unrotated image edges need to be spaced at least $2 P_{d}$ apart to obtain the maximum signal difference between adjacent photodiodes. (b) When the edges are rotated by 45 degrees, adjacent photodiodes are occluded and the difference signal between them is reduced. This effect can be minimized by decreasing the photodiode pitch relative to the grating pitch.

This is about a $60 \%$ reduction of the pitch implemented in the current design. With this spacing edges rotated by up to 45 degrees would still be detected at full strength.

It is also interesting to note that the sensor could be used to remove rotational alignment errors in addition to translational errors. This could be done as follows. A rotated target would first be translated to the aligned position by minimizing the differences between the quadrant error currents. At the aligned position all four currents would be equal. If they are not also zero, then the target is rotated in the direction to reduce them to zero. If the sensor was divided into octants, by splitting the quadrants in half, one could even detect the necessary direction of rotation. Further work needs to be done studying this possibility, but it appears that the sensor could be used to align a target with both rotational and translational errors.

Similar changes could be made to the surveyor's mark sensor to detect rotations. Again the strength of the error signals for both the coarse and fine alignment depends upon rotation. For example, a large rotation of the surveyor's mark about the aligned position (see Figure 3-1) would reduce the irradiance in quadrants 1 and 3 . Thus, one could rotate the target about the aligned position to maximize these photocurrents. Small rotations could be discerned with the edge detection photodiodes. For example, a small rotation about the aligned position would cause a difference in the irradiance between photodiodes B and E . Minimizing this difference would remove the rotation error. The sensor could be modified to detect this rotation error by rewiring the photodiodes to one of the differential current amplifiers. Photodiodes A, B, C, G, H , and I could be connected to one input and the remaining edge detecting photodiodes to the other. This would form a simple detector for small rotations of the target about the aligned position.

### 8.6 Focus

Both alignment sensors can also be used for adjustment of focus, or equivalently $z$ height to the target. In fact, the alignment sensor signals were used to adjust the focus in the mock alignment system. For example, to focus the image on the surveyor's mark sensor the target was aligned using an initial guess at the correct focus. The target was then translated to the point where the fine alignment edge detection signal was at a maximum. This occurs when the imaged edge falls between the outer edge detection photodiodes and the center ones. The height of this signal maximum depends upon the sharpness of the image. The focus is adjusted to maximize the fine alignment signal at this position and thereby bring the image into focus.

The square grating sensor can be focussed in a similar way. In this case the coarse alignment signal is based upon edge detection. The target is initially misaligned such that there are a significant number of edge crossings in a quadrant. The focus is then adjusted to maximize this error current. The fine alignment signal from the square grating sensor can also be used as a sensitive indicator of height. It was shown in Section 7.3 that the magnitude of this signal, determined by the amplitude factor, is very sensitive to the optical magnification. This, in turn, depends on the distances between the object, lens, and imager. One can position the target in $z$ by translating the target to a maximum in the fine alignment signal and then adjusting the height to maximize this signal.

### 8.7 Summary

In this chapter a variety of ways were presented that could improve the sensor designs and the understanding of their operation. Several modifications to the circuitry in the sensors were suggested. The photodiodes could be improved in a number of ways to increase their responsivity and reduce their capacitance. Alterations to the current amplifiers were also presented that would increase their speed and reduce their nonlinearity. Similarly, potential changes to the absolute value circuitry in the square grating sensor were covered in the hopes of increasing its speed as well. The shortcomings in the analysis of the spatial phase detection used by the square grating sensor were discussed. A more thorough analysis was outlined and its expected results were presented. Some methods were examined to extend the operation of the sensors to detect rotation and focusing (or height) errors in the position of the target. The modifications suggested in this chapter could dramatically increase the sensors' bandwidth, lower their noise, and extend their functionality.

## Conclusion

### 9.1 Summary

Image processing at high speeds is a difficult task for machine vision systems. However, for certain problems that do not require substantial amounts of computation one can implement the processing in the imager itself. Imagers which use signal processing in the focal plane can be substantially faster and consume less power than systems which separate the imager from the signal processor. This thesis investigated the design and implementation of focal plane processors for the particular machine vision problem of automatic alignment.

Automatic alignment of parts or products is an important task in many manufacturing processes. The sensors presented in this work were designed to detect the translational position error of a target constrained to move in a plane. They are for use in mark-to-sensor alignment systems where the target is aligned directly to the sensor. This type of alignment has applications in photolithography, die bonding, and color printing. Much of the published literature concentrates on the photolithography alignment problem in the manufacture of semiconductors. A review of this work reveals a wide variety of alignment techniques including methods based on image moments, edge detection, correlation, diffraction gratings, and moiré fringe patterns. The signal processing for alignment often takes on the order of 10 to 1000 ms to complete and can be an important factor limiting the throughput in these applications.

Two different sensors were designed to explore the potential of focal plane processing for automatic alignment. The first detects the position of a target in the shape of a surveyor's mark. A coarse alignment signal is obtained using quadrant photodiodes. Additional photodiodes perform edge detection to provide a more sensitive fine alignment signal. Alignment is accomplished by using the coarse signal for initial positioning with a large capture region and the fine signal to complete the alignment.

The second sensor design uses a photodiode array arranged to form a square grating in order to detect a square grating alignment target. Alignment is again accomplished by a
combination of coarse initial positioning followed by sensitive final alignment. In this case the coarse alignment signal is generated using absolute value circuits to perform local edge detection. The fine alignment signal is obtained by operating the sensor as a spatial phase detector to locate a geometric moiré fringe. This fringe is formed when the target grating is imaged upon the sensor grating and is a sensitive indicator of their relative positions.

The error signals from both sensors are generated by appropriately summing the currents from the photodiodes. The resulting signal currents are quite small, on the order of nanoamperes, and depend on both the position of the target mark and on the brightness of its illumination. In order to amplify this signal and remove the illumination dependence, normalizing differential current amplifiers were used to boost the signal currents up to a level suitable for off-chip use. These BiCMOS amplifiers contain translinear multipliers for normalization and an active cascode to improve the bandwidth. Test results from the current amplifiers showed that they could amplify differential input currents with gains ranging between 8.2 and 820,000 in order to provide an output common-mode signal of $50 \mu \mathrm{~A}$. This was accomplished with offsets and nonlinearity of $0.2 \%$ and $0.3 \%$ of the full scale output signal, respectively.

The two alignment sensors were tested in a mock alignment system. They were placed inside a video camera body which was mounted above a computer controlled $x-y$ table. The table had a four inch travel with a resolution of 10,000 steps/inch. Using this system measurements of the alignment error signal could be made for various positions of the target. Furthermore, closed loop alignments could be accomplished with a simple proportional control algorithm implemented in software.

Tests with the surveyor's mark sensor yielded a coarse alignment signal of $140 \mu \mathrm{~V} /$ step and a fine alignment signal of $1.1 \mathrm{mV} /$ step. Alignment repeatability, at low speeds, was 2.1 steps ( $3 \sigma$ ) and was limited by the resolution of the positioning system and the analog-to-digital conversion. This precision is 53 ppm of the total sensor field of view which corresponds to a displacement of $5.3 \mu \mathrm{~m}$ relative to the 10 cm target and a displacement of $0.31 \mu \mathrm{~m}$ across the 6 mm imager. The dominant pole determining the sensor bandwidth was due to the photodiode depletion capacitance reacting with the amplifier input impedance. Because this impedance is inversely proportional to the total photocurrent, the ratio of the sensor irradiance to the depletion capacitance, per unit area, formed the constraint on the bandwidth. The use of an active cascode moved this pole to higher frequency and increased the bandwidth to 7.5 kHz . The higher bandwidth limit comes from some pass transistors included for testing purposes and simulations indicate that removal of these devices would allow bandwidths of 100 kHz to be achieved. Measurements of the sensor noise indicate that it would limit repeatability to between 80 and 1100 ppm , depending upon illumination level, when using the full bandwidth of the sensor.

Test results from the square grating alignment sensor were similar to those from the surveyor's mark sensor. The coarse alignment signal was found to saturate with a sharp transition
at the aligned position due to the single-sided nature of the error signal currents. By adding appropriate bias currents a more reasonable signal could be obtained with a slope of about $200 \mu \mathrm{~V} /$ step near the aligned position. The fine alignment signal from the spatial phase detector had a slope of $6.5 \mathrm{mV} /$ step. Alignment repeatability was limited by the positioning system to about one positioning step which corresponds to 25 ppm of the sensor field of view. Bandwidth was again found to be proportional to sensor irradiance as discussed above. The fine alignment signal demonstrated a bandwidth of 3 kHz . However, the limitation on sensor speed is determined by the settling time of the absolute value circuits used for the coarse alignment. The coarse alignment bandwidth was estimated to be about 480 Hz for reasonable illumination levels. The measured noise under bright illumination corresponded to a position uncertainty of 30 ppm of the sensor field of view. Because the square grating sensor did not incorporate active cascodes, it had both lower bandwidth and lower noise than the surveyor's mark sensor.

A comparison was made between the two sensors drawing a distinction between single feature and pattern alignment techniques. The contrast was most clearly seen in their fine alignment methods. The edge detection of the surveyor's mark sensor is a single feature method. As such it is sensitive to local defects affecting the edge and is insensitive to broader defects such as nonuniform illumination and magnification error. Its signal strength is relatively weak which implies a fundamentally lower signal-to-noise ratio and bandwidth. However, these limits were not achieved in the actual design. The spatial phase detection used by the square grating sensor is a pattern method. It is insensitive to local pattern defects but it is very sensitive to the broader problems of nonuniform illumination and magnification error. The signal currents are much larger for this sensor design which means that, all else being equal, it would have a higher signal-to-noise ratio and bandwidth. The fine alignment signals from the two sensors were similar in their error vector fields, sensitivity to rotation, and capture regions.

The coarse alignment signals also have some interesting differences. The square grating sensor was found to be able to operate at any rotation, although it works best with no rotation. It also has a capture region that, it is conjectured, is twice the size of the mark. It was only tested over a capture region equal to the mark's size. The surveyor's mark sensor can only tolerate rotations up to 45 degrees and has a capture region that is only half the size of the mark.

### 9.2 Future Work

There are a number of ways the sensor designs presented in this thesis could be improved. For example, better photodiodes could make a significant difference in performance. The photodiodes used in these sensors had a quantum efficiency of only $27 \%$. By using a well-to-substrate photodiode this could be raised by a factor of three which would correspondingly increase the sensor bandwidth and signal-to-noise ratio at a fixed illumination level. This diode would also
lower the junction depletion capacitance which would improve the speed further.
The surveyor's mark sensor used an active cascode to reduce the effect of the photodiode capacitance and increase the bandwidth. This circuit was also found to add a substantial amount of additional noise. More effort could be spent here to design a higher gain amplifier with lower noise than the simple inverter used currently. Another possibility is to replace the active cascode circuit with a source follower to bootstrap the voltage across the photodiode. This might have advantages over the active cascode although it was not investigated very deeply.

The exact nature of the noise arising from the active cascode is a side issue that raises some questions. Simulations of the noise from this sensor indicated that flicker noise from the inverter would be a prominent component. Measurements of the noise spectrum qualitatively agreed with the simulations but showed significant discrepancies with the flicker noise model used in the simulations. Since this is the dominant noise source it is important to understand the exact nature of the noise in order to minimize it.

More sophisticated designs of the active cascode or its replacement should remove the bandwidth limit associated with the photodiode capacitance. In this case the other poles arising from the current amplifier will become dominant. These also could be pushed out to higher frequency with some design modifications. One simple change would be to modify the layout. The devices in the current amplifier were placed in a common centroid geometry that used four parallel devices to realize each actual circuit device. This reduces the problems associated with device mismatch, but it increases parasitic capacitance due to the extra devices and interconnect. Reducing the symmetry of the layout could reduce the parasitic capacitances by a factor of four or more. The price paid would be an uncertain degradation in the device matching.

Some other implementation improvements are required in the square grating sensor. A major problem was found in the coarse alignment error signal. The nature of the algorithm results in error currents which cause the current amplifier to have a saturated output over most of the range of target motion. Furthermore, near the aligned position the unamplified error currents are quite small which results in very slow circuit behavior. These problems can be easily fixed by adding bias currents to the signal currents. A way to provide these bias currents and to scale them with the overall image illumination level needs to be implemented.

The active cascode circuit was not used on the square grating sensor and should be added in order to realize the bandwidth improvements demonstrated in the surveyor's mark sensor. This will improve the speed of the fine alignment signal by regulating the voltage across the photodiodes. However, improving the speed of the coarse alignment signal is more difficult. In this case the modifications have to be made in the pixel where the absolute value of difference circuit is located. Possibilities include adding a simple inverter cascode to this circuitry or using a folding amplifier to add both gain and a current-to-voltage conversion in the pixel. In any case, the circuit used to implement the edge detection for the coarse alignment signal should be examined carefully for ways to improve its speed. As the design now stands the absolute
value circuit will limit the sensor speed to only a few times better than video rate.
Some additional features could be added to the sensors that might make them easier to use. For example, the chip output might be made voltage rather than current. Presently, the error currents are converted to voltages using off-chip circuitry. If voltage is the preferred output, then this conversion could be integrated onto the sensor. Similarly, one might also prefer a digital output for the position. One could integrate an analog-to-digital converter with this sensor if desired. Finally, for truly high speed applications it might be useful to incorporate circuitry onto the sensor that could drive positioners directly. This would restrict the use of the sensor to a particular positioning mechanism, but it might be worthwhile for some applications.

### 9.3 Contribution

This thesis has shown how focal plane processing could be used to build better sensors for automatic alignment. Certain kinds of computations lend themselves to implementation in the focal plane. The computation done in these sensors occurs partly in the physical layout of the photodiodes and how it interacts with the pattern of the alignment mark. The addition of signals from various regions of the image plane is then easily accomplished by summing photocurrents. The remaining computation is the normalization and amplification of the error signal by the current amplifiers on the periphery of the imager.

This work has also tried to contrast the various alignment techniques by implementing two sensors with different alignment philosophies. A rough division was made between alignment schemes that concentrate on a few features in a target mark and those that make use of a large number of features. Some of the trade-offs between these approaches are illustrated by the two sensor designs and their sensitivity to nonuniform illumination and defects in the alignment marks.

The two sensors that were designed and tested both operate effectively in the mock alignment system. They have demonstrated the capability to guide accurate alignments and can provide error signals at speeds substantially above video rate. They also consume relatively little power and are compact compared to solutions that separate the imager from the signal processing. Their only major drawbacks are the lack of flexibility in the alignment mark and algorithm as well as the time and expense required to design such special purpose sensors.

Focal plane processing is an appealing idea for realizing high performance machine vision systems. However, its successful application is limited to problems that satisfy some restrictive conditions. First, the required signal processing must be simple enough to be realized with compact circuits that can be integrated with the imager. Second, the desired image information must be required at high speed and low latency and/or with very little power consumption. These are the chief advantages of a focal plane processing system. A related constraint often required for high speed operation is that the signal processing on the imager reduce the amount
of information present in the image that must be transmitted off-chip. The problem of automatic alignment meets all of these conditions. It requires elementary signal processing at high speed and reduces the acquired image to a pair of position error signals. The sensor designs presented in this thesis demonstrate how focal plane processing can be applied to this problem in order to provide a better tool for industrial applications.
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[^0]:    ${ }^{1}$ The derivation in [69] is incorrect by a factor of two.

[^1]:    ${ }^{1}$ The type A amplifier has previously been referred to as a "type B" or "normal" configuration [97, 98, 99].
    ${ }^{2}$ The type B amplifier has previously been referred to as a "type A" or "inverted" configuration [97, 98, 99].

[^2]:    ${ }^{1}$ HP HLMP-D101.

[^3]:    ${ }^{2}$ These measurements were done only on the first test chip.

[^4]:    ${ }^{3}$ See Section 4.2 for model number.

[^5]:    ${ }^{1}$ Reconstruction obtained with a unity gain low pass filter with cutoff at $k_{s} / 2$.

[^6]:    ${ }^{2}$ To treat the actual sensor layout would require integrating over stripes from $(n-1) P_{s}$ to $n P_{s}$ with photodiode heights of $(|2 n+1|-1 / 2) P_{s}$.

[^7]:    ${ }^{3}$ I have corrected for Patorski's unconventional choice of clockwise $\theta$.

