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ABSTRACT

As the coldest form of matter known to exist, atomic Bose-Einstein condensates are unique
forms of matter where the constituent atoms lose their individual identities, becoming ab-
sorbed into the cloud as a whole. Effectively, these gases become a single macroscopic object
that inherits its properties directly from the quantum world. In this work, I describe the
quantum properties of a zero temperature condensate where the atoms have a propensity
to pair, thereby leading to a molecular character that coexists with the atoms. Remarkably,
the addition of this molecular component is found to induce a quantum instability that
manifests itself as a collective decay of the assembly as a whole. As a signature of this phe-
nomenon, there arises a complex chemical potential in which the imaginary part quantifies
a coherent decay into collective phonon excitations of a collapsing ground state. The unique
decay rate dependencies on both the scattering length and the density can be experimentally
tested by tuning near a Feshbach resonance. Being a purely quantum mechanical effect,
there exists no mechanical picture corresponding to this coherent many-body process. The
results presented can serve as a model for other systems with similar underlying physics.

Thesis Supervisor: Arthur K. Kerman
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Chapter 1

Introduction

1.1 What is Bose-Einstein Condensation?

The phenomenon of Bose-Einstein condensation (BEC) is perhaps best understood through
the analogy with coherent light, as found inside a laser cavity. The qualifier “coherent” im-
mediately implies the description of light as a single electromagnetic field, where knowledge
of the field at one point in space completely determines it at all other points as well. Hence,
coherence describes a kind of connection between all photons of the field.

As learned from de Broglie, material particles, such as atoms, also have a wave-like
character to them. When the temperature is lowered, such wave-like behavior begins to
emerge as the de Broglie wavelength becomes larger. Given a collection of bosons, it can
be the case that the temperature of the system is brought so low that the matter waves of
the atoms coincide, essentially coalescing the assembly into a single macroscopic quantum
object. Just like the photonic analog, all particles are connected in the resultant coherent
state since the constituents can now be viewed as a singular matter field. Like laser light,
the matter field can be split then recombined, thus displaying an interference fringe pattern
(Fig. 1.1).

However, there are interesting differences between photons and bosonic atoms. Most
notably, Maxwell’s equations are linear in the electromagnetic field, thus prohibiting any
interactions between photons. Indeed, any nonlinearities are introduced by some interven-
ing material. In contrast, the material atomic condensate has nonlinearity built into the
system through the interparticle interactions. However, these interactions also render the
gas metastable due to recombination events. In dilute atomic vapors, the natural tendency
is for the atoms to pair until the lowest energy state is achieved. In alkali metals, this lowest
state corresponds to the solid bulk crystalline lattice. The first step from an atomic gas
to a solid is a three-body recombinant process, in which two atoms form a deeply bound
molecule, which liberates its binding energy through the interaction with the third atom.
Based on classical collision arguments, the description of recombinant processes is inconsis-
tent with the defining characteristic of coherence. Once BEC is achieved, all atoms become
absorbed into a collective, thus presenting an inconsistency in treating constituent atoms
in an independent, kinematic fashion.

The purpose of this thesis is to propose a framework whereby instabilities are understood
as a fundamental property intertwined with the coherence of the condensate. To provide a
context for these ideas, it is helpful to review the historical development, starting from the
original ideas of Bose and Einstein, up through the current efforts in BEC of the alkalis.
Followed by this is the modern translation of the ideas originally formulated by Einstein.

19



20 Chapter 1. Introduction

Finally, an overview is given of the contribution contained in the present work.

50oum

(a) (b)

Figure 1.1: A matter-wave interference experiment performed with 8"Rb. (a) A BEC is
split into two portions, with a variable separation between the two. Hence, each cloud orig-
inates from a single condensate thereby establishing a correlation between the two clouds.
When released from the substrate based magnetic trap, the expanding clouds impinge on
each other, where their coherence displays as the dramatic interference fringes seen in (b).
Reprinted by permission from Macmillan Publishers Ltd: Nature Physics, T. Schumm, et
al. Matter-wave interferometry in a double well on an atom chip, 1:57 (© 2005.

1.2 Historical Perspective

In 1924, Satyendra Nath Bose obtained the Planck radiation law by treating photons as
individual particles.! In this original work, it was found that the number of photons in a
particular state depended upon the energy, € of that state according to

N. = (e -1)7", (1.1)

where § = 1/(kT) as usual. Intrigued by this result, Einstein extended the idea of Bose,
treating the case of massive particles with integral spin. Even before the development of
quantum mechanics, Einstein proposed using de Broglie’s hypothesis to treat particles as
waves, just like the case of the photons. Unlike the photonic case, however, the atomic
distribution has the form

N = (e70E=m — )7 (1.2)

where the chemical potential, ;4 must be introduced because of particle number conserva-
tion. Using this distribution, Einstein suggested that massive particles could coalesce into a
common ground state. However, this idea was initially met with skepticism from the physics

!For a more detailed history from a condensed matter perspective see A. Griffin, “A brief history of our
understanding of BEC: From Bose to Beliaev,” in M. Inguscio, S. Stringari and C. E. Wieman, eds., Pro-
ceedings of the International School of Physics: Bose-Einstein Condensation in Atomic Gases, (Amsterdam:
IOS Press, 1999), 1-13.



1.3. Bosonic vs. Fermionic Composites 21

community as it was thought to be an artifact arising in the ideal gas, where interparticle
interactions are ignored. In his second paper on the subject, Einstien himself admitted
that the differences between distinguishable and indistinguishable state counting “express
indirectly a certain hypothesis on a mutual influence of the molecules which for the time
being is of a quite mysterious nature”!.

The idea of BEC remained dormant for more than a decade until, in 1938, Pyotr L.
Kapitza, John F. Allen and Don Misener published some experiments concerning the su-
perfluid nature of *He, emerging below the transition temperature of 2.17 K. In the period
1935-37, Fritz London introduced the idea of a macroscopic wave function, pertaining to a
quantum state on a macroscopically large scale. Consequently, when he heard of the He ex-
periments, London postulated that some sort of condensate was responsible for the observed
superfluid transition. Interacting with London, Lazlo Tiza came up with the “two-fluid”
concept, describing the condensate as a new degree of freedom which could move coherently
without friction, thereby giving rise to the superfluid behavior.

On the theoretical side, the 1940’s and 50’s saw much work on interacting Bose systems.
However, most of these results were perturbative and thus restricted to weak interactions.
Working independently, Eugene P. Gross and Lev P. Pitaevskii put forth a macroscopic
energy functional approach to treat interacting Bose gases. This resulted in the famed
Gross-Pitaevsii equation?, describing the time evolution of the condensate field. Forty
years later, this equation remains one of the preferred approaches for dealing with interact-
ing Bose systems. In another long lasting development, Elliott H. Lieb and Werner Liniger
found and exact solution for the one dimensional case of bosons with a contact interaction?.
Even today, this is the only interaction model where an exact solution has been found.

Up to this point, superfluid *He was one of the few systems that could be used to verify
the theories underpinning BEC. Not long after its development, laser light was proposed as
a mechanism to slow and cool atoms. In the early 80’s, many experiments were being per-
formed using lasers in deflecting and slowing atomic beams. These efforts culminated in the
invention of optical molasses, a technique capable of producing microkelvin temperatures
in the alkalis. Soon thereafter, the technique of evaporative cooling was developed, allow-
ing the first direct observation of atomic BEC in 23Na, 8’Rb and "Li*. This development
prompted a host of new studies into BEC, both experimental and theoretical.

1.3 Bosonic vs. Fermionic Composites

In nature, all particles can be classified as either integral spin bosons or half integral spin
fermions. Unlike bosons, fermions must obey the Pauli Exclusion Principle which states
that no two of them may simultaneously occupy the same quantum state. This fact is
reflected in their distribution function, the Fermi-Dirac distribution:

N.= (e +1)7", (1.3)

! Albert Einstein, as quoted in E. A. Cornell (1999), p. 16.

2For more details on the Gross-Pitaevsii equation, see one of the original works E. P. Gross (1963). An
overview is also given in Section 4.4

3E. H. Lieb (1963).

“The 2001 Nobel Prize was awarded for the works of K. B. Davis (1995) and M. H. Anderson (1995).
At the same time, Randy Hulet’s group at Rice provided evidence for atomic condensation of the attractive
isotope "Li: C. C. Bradley (1995).
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which differs from the Bose-Einstein distribution by the sign in the denominator.

Atoms are comprised of a nucleus of protons and neutrons surrounded by an electron
cloud. All three particles, protons, neutrons and electrons, are fermionic in nature. However,
the composite atoms have a character dependent upon the overall spin of the isotope as
a whole. For electrically neutral atoms, the proton number equals the electron number,
indicating that an even or odd neutron number determines whether an isotope is bosonic
or fermionic, respectively. In addition, two fermionic atoms may pair to form a bosonic
molecule, which would then be amenable to molecular condensation.

1.4 Spatially Uniform, Ideal Bose Gas

In ordinary room temperature gases, the atoms move at speeds of about 300m/s. As such,
they display behavior consistent with the classical picture of a collection of billiard balls
bouncing into each other. However, as the gas is cooled, quantum effects begin to dominate.
The emergence of this otherwise hidden nature can be quantified by a ratio of the mean
thermal wavelength, Ay, = h/vV2mmkT, to the interparticle spacing. In fact, the degeneracy
parameter,

ph

3 _

crops up in the various expressions for the physical properties of the system. In the limit
pA3 — 0, such properties will be classical in nature, whereas the opposite extreme, pA3 ~
1, indicates quantum mechanical behavior. In the latter regime, we show the emergence
of a Bose-Einstein condensate for a non-interacting (ideal) collection of Bose particles,
distributed according to the function in (1.2). Using Einstein’s distribution, the grand
partition function is!

2=TJ0-z")"", (1.5)

where the product is over all the energy eigenvalues, €, and as usual, the fugacity is defined
as z = et/kT'. By the relationship PV/(kT) = In 2, the system’s thermodynamics follows
from the grand partition function. Using (1.5) we have

% =— Zln(l - ze*ﬁs) . (1.6)

Also, the total number of particles is given by

N =) :ZWi_l. (1.7)

For large volumes, the spectrum of the single particle states is nearly continuous, thereby
permitting a replacement of the sums with integrals, weighted by the density of states in
the vicinity of energy e:

'"Further details are available in most texts on statistical mechanics. See, for example, R. K. Pathria
(1996), p. 158.
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2V
n(e) = e (2m)3/2e1/2 . (1.8)
Substitution of the density of states into the continuum versions of (1.6) and (1.7) results
in

P [ )

R (2m) e?In(1 — ze %) de v In(1— z) (1.9a)
0

\% - h3 (2777,) 2716'85 1 + V1-z . (19b)

Because the density of states is proportional to e/2, a zero weight is assigned to the
ground state. Equation (1.9b) accounts for this since the zero energy contribution is sepa-
rated out by the term z/(1 — z). However, (1.9a), is only a valid description of the excited
states, for which € # 0. Both of these results may be expressed in terms of the Bose-Einstein
functions, g, (2)!

P 1
T F95/2(Z) (1.10a)

N — N, 1
v o _ ﬁg?,/Q(z), (1.10b)

where Ny is the population of the ground state. Recognizing the emergence of a Bose-
Einstein condensate comes from an analysis of the particle number expression (1.10Db).
Since the fugacity, z, can only range between zero and one, the maximum value of g3/5(2) is
g3/2(1) = ¢(3/2) ~ 2.612, where ( is the famed Riemann Zeta function. Thus, the number
of excited state particles is

2emkT)3/? (3

If the actual number of particles is larger than N, then the excited states will receive

up to N, of them while the remainder, Ny = N — N,, will be pushed into the ground state.
The fugacity is found from the ground state contribution of (1.9b),

z NO
Ny = =z = .
LR R No+ 1
which gives z =~ 1 for large Ng. This accumulation of particles into the state ¢ = 0 is
what is known as Bose-Einstein condensation. From this analysis, the atomic condensation
transition can be expressed by an inequality in the total particle number,

(1.12)

N > VT3/2h13(27rmk)3/2§(3> : (1.13)

1See Pathria, p. 159.
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This expression may be rearranged to give the critical temperature, 7., at which atomic
condensation occurs,

B B2 p 2/3
T<T, = 27rmh[§(3/2)] . (1.14)

For T' < T,, the system can be regarded as a mixture of an uncondensed phase, composed
of the N, particles distributed over the excited states, plus a condensed phase consisting of
Ny particles in the ground state. Shown in Fig. (1.2) is the temperature dependence of the
particle fraction in each of these phases.

It is interesting to note that a uniform one or two dimensional Bose gas will not undergo
BEC at any nonzero temperature. This is evident in the corresponding density of states,
which for two dimensions has the form p(g) = 2rmA/h?, where A is the area. In this case,
the number of particles is

z 2mmkT
11—z W2
Since both terms diverge as z — 1, there is no macroscopic occupancy of the ground state
for any T' > 0. A similar result can be obtained in the one-dimensional case. However,
the above results only apply to uniform systems, since in the presence of boundaries or
confining fields, atomic condensation is possible in one, two or three dimensions in general.!

N = In(l1—=2). (1.15)
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Figure 1.2: This figure is a plot of the condensate (b) and noncondensate (a) fractions as
a function of the normalized temperature, T'/T.. At zero temperature, the normal fraction
vanishes leaving a pure BEC.

1.5 Overview

This thesis puts forth a new description of atomic condensate losses as a coherent phe-
nomenon intrinsic to the macroscopic wave function. However, almost any new idea or
development cannot exist inside a vacuum, for no contact with familiar results would ren-
der it inapproachable. Moreover, it is always good practice to explain results starting from
well-established fundamentals, as it is often the case that what is already known can be
recast in a form that accentuates the introduction of the new hypothesis. Therefore, this

1See J. Oitmaa, p.48.
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exposition is a combination of new results inside a scaffolding of preexisting knowledge,
much of which I learned along the way. While this approach is of course dominated by
my own experiences and way of thinking, I hope to have been successful in keeping the
presentation general enough to be useful to others in similar fields.

Because non-ideal many-body systems are essentially built up from the pairwise in-
teractions among the particles, a logical place to begin is from a description of two-body
scattering, the subject of Chapter 2. Additionally, the two-body problem can be regarded
as the zero density limit of the multiple particle assembly. Therefore, through this mapping,
it can be expected that a known two-body result has a correspondence with a many-body
equation of state. Lastly, simplified interaction potentials are evaluated in terms of their
consistency with the low-energy scattering physics. From this comparison, it is seen that a
separable potential has advantage over the conventional zero-range delta function model.

After the two-body results, the language and general many-body formalisms are re-
viewed in Chapter 3. Ending with a description of the coherent states provides a natural
transition into the variational Gaussian formalism discussed in Chapter 4. In this chapter,
the many-body trial wave functional is presented where the variational parameters are the
Gaussian width and mean fields. This formalism is used in all subsequent calculations of
the work. Explicitly specifying a form of the wave functional provides a straightforward
way of calculating the uniform excitation spectrum as a small oscillation expansion about
the stationary uniform state.

Chapter 5 uses the previous machinery in the analysis of a zero-range model of the
85Rb system, which is inherently unstable due to its innately negative scattering length.
By tuning a Feshbach resonance, as described in Chapter 2, the scattering length can be
made effectively positive, resulting in what is believed to be a stable condensate. In spite of
the positive scattering length, it is found that the lowest energy solution still tends toward
collapse. However, the usual low-density result can be obtained by allowing the chemical
potential to range into the complex plane. Physically, this result is interpreted as a coher-
ent decay, with the imaginary part quantifying the decay rate, or decoherence rate, into
collective phonon excitations of the collapsing ground state.

Considering a non-zero range potential, Chapter 6 discusses the applicability of this
theory to observed condensate losses in general. Chapter 7 then details the collective phe-
nomenon of macroscopic quantum tunneling, known to occur in condensate species hav-
ing negative scattering lengths. Subsequently, these results are applied to the collapsing
molecular condensate found in the ®°Rb system. Finally, Chapter 8 concludes with the
Bose-Hubbard model as well as fermionic superfluids. This final chapter puts forth some
calculations that were thought about during the process of refining the current work. As
such, they are not intended as direct applications of this thesis topic, but should be consid-
ered as spin off directions, potentially supporting distinct but related efforts. At the end,
appendices are included which contain the details behind several expansions employed in
this work.






Chapter 2

Two-Body Scattering

Microscopic models of many-atom assemblies are first conceived through the two-body anal-
yses of the interparticle interactions. Through this connection, a many-body Hamiltonian
may be postulated where subsequent analysis determines the properties of the collection.
Finally, the model is validated through a careful comparison between prediction and exper-
iments, so far as can be done with preexisting empirical knowledge. However, the first step
in this process begins with the development of model potentials that adequately describe
the scattering physics.

To accomplish this description, Section 2.1 provides a concise review of single particle
quantum mechanics, which is used as a basis for both the two and many-body cases. Next,
Section 2.2 serves to connect all the elements of scattering theory! required to understand
the relationship between the scattering length and the associated interaction potential.
Following this is a discussion of the low-energy scattering which provides geometric inter-
pretations for the s-wave scattering length and effective range. Using these identifications,
it then becomes possible to formulate simplified models of the two-body interaction, which
can be used in simplifying the many-body model. In Section 2.5, bound states and res-
onances are identified as poles of the 7-matrix, where the distinction between the two is
provided by their location on the complex plane.

Up to this point, all that has been considered pertains to the case of a single channel
outcome in which two particles enter in a particular state or channel, scatter, then reemerge
in the same channel. However, in any scattering reaction, there may be a number of differ-
ent channels or outcomes which characterize the event. Hence, an analysis is undertaken in
which the energetically favored channel of the scattering state is coupled to the energetically
unfavorable state of a bound molecule. This coupled channels analysis forms the basis for
the description of the Feshbach resonance, from which can arise coupled many-body super-
fluids having a mixed atom-molecule character. Lastly, numerical examples are presented,
providing the parameters of some of the relevant isotopes used in current experiments.

ntroductory treatments of quantum scattering may be found in J. J. Sakurai (1994), Chap. 7, and
Cohen-Tannoudji (1977), Chap. VIII. The former presents the Lippmann-Schwinger operator approach,
whereas the latter leans heavily toward the partial wave expansions.

27
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2.1 Quantum Mechanics of Single Particles

To begin, it is helpful to review some single-particle quantum mechanics, as the fundamen-
tal concepts of this theory will be relied upon in subsequent many-particle generalizations.
In quantum mechanics, the state of a particle, or any other object for that matter, is rep-
resented by an abstract state vector belonging to a linear vector space known as a Hilbert
space, 2. One common feature to all quantum systems lies in the fact that the set of all
single particle state vectors forms a Hilbert space.

To solidify the notion of the Hilbert space, it is necessary to state its defining character-
istics. One important property of J# is that it can be spanned by a countable orthonormal
basis, {|n) : n an integer}. Mathematically, this means

(n|n'y = 8,y  orthonormality , (2.1a)

D fn)(n|=1  closure. (2.1b)

In the second equation, 1 refers to the identity operator acting on 7. As a consequence of
the closure property, every vector, |1)) € 5, can be expanded in terms of the basis {|n)}:

) = taln) . (2.2)

Known as the coordinates of |¢) in the {|n)} representation, the expansion coefficients 1,
are given by the inner product v, = (n|ty), which are in general complex.

Connecting quantum theory to the physical world requires the association of observables
or measurable quantities with Hermitian operators, O, that act on . If the system is in
some state |1b), then a measurement of O obtains the inner product value @ = (1|O|y))
on average. In other words, O is the operator associated with the observable O, quanti-
fied by the expectation value (1)|O]). Some observables have eigenvectors that form an
orthonormal basis spanning .77, although most do not have this property. For instance,
the position and momentum of a particle are physically measurable quantities with corre-
sponding operator representations, denoted as X and R, respectively!. These operators have
no normalizable or “proper” eigenvectors at all. Fortunately, through the work of Dirac,
it is possible to work with the “improper” vectors, or vectors of infinite length, in forming
a basis of J#. We introduce the improper eigenvectors of x as |x), which are defined to
satisfy the normalization and completeness conditions

(x[x') = d(x —x'), (2.3a)

[ =1. (2.3b)

in analogy with (2.1). Hence, the coordinate space expansion of a proper Schrédinger vector
is given by

'We will call the vector k the momentum although the actual momentum is p = nk.
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) = [ w0, (2.4)

X

where we use the notation [ = [ d®z. The coefficient, ¥ (x,t) = (x|¢,t) is the spatial wave

X
function, or the probability amplitude, where [1)(x,t)|2d®z is the probability of finding the
particle within the volume d3x at the location x and at the time ¢. Given this identification,
normalization demands that we require [ d3z|y(x,t)|? = 1.
In a similar fashion it is possible to introduce momentum eigenvectors |k) which are
normalized as (k|k’) = §(k — k’). This normalization combined with the completeness of
the {|x)} basis gives

[ ) ey = 801~ x)

_ /e—ix~(k—k’) .

X

(2.5)

The last line is just the Fourier integral representation’ of the Dirac delta function, from
which we identify

(x|k) = etk*. (2.6)

In the coordinate basis, the action of the momentum operator is determined by operating
k on some arbitrary ket [¢), then projecting the result onto (x|:

el = [ i i

k
) (2.7)
= / e Xk (k) .
k
Recognizing the Fourier transform? of 1(x) in (2.7), this can be written as
(xlkl)) = ~iVxth(x) (238)
Thus, in the coordinate basis we have?
X — X (2.9a)
k — —iVy. (2.9b)

'Throughout, we use the Fourier transform normalization convention such that §(k — k') = [ exp{—ix-
(k — k')}, where the (27r)~® factor is accounted for in the inverse, d(x — x') = (27)~® [ exp{ik - (x — x)}.
k

2A primed integration sign is used to denote the (27) 2 factor.
3These identifications will be useful in the functional Schrodinger picture. Compare with Eqgs. (4.7).
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Determining the time evolution of a quantum system requires the solution of an oper-
ator equation on the state |1, t). In nonrelativistic quantum mechanics, particles obey the
Schrédinger equation

o

where H is the Hamiltonian, given by the sum of the kinetic energy operator 7' = (h2/2m) k2
and the external potential energy V:

H=T+V
R . X (2.11)
=——k'+V
2m
For conservative systems, where the Hamiltonian is independent of time, the Schrodinger

equation (2.10) admits the general solution

(2.12)

The operator e~ #1t/h = 7 (t) is identified as the time evolution operator, whereas |¢) is
just the state of the system at ¢ = 0. Since H is self-adjoint (HT = ﬁ) it follows that the
evolution operator is unitary, or norm preserving. If |4, t) is stationary with respect to the
energy (i.e. if (1, t|H|i,t) is a constant), then it follows that |1,t) is an eigenstate of H.
Denoting the energy eigenvalue by F permits a recasting of (2.12) as

=3 5 (<) )

n=0

= ¢y (2.13)

which, when substituted into (2.10) gives the time-independent Schrédinger equation

H|y) = Ely). (2.14)

Using Egs. (2.9) and (2.11), the coordinate space representation of this eigenvalue equation
is given as a second order differential equation for the wave function ¥ (x):

h2
LEEW+v&)w@:Ew@. (2.15)
Knowing the potential, V(x), plus the boundary conditions allows a complete solution
to be determined. However, in many cases it turns out that V is quite complicated or not

completely known in advance. Faced with this dilemma, it may seem that the Schrodinger
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equation is impossible to solve, especially in situations involving multiple particles that
mutually interact. Fortunately, it is possible to introduce simplified interparticle pseu-
dopotentials that permit an extraction of the salient physics without resorting to a full
calculation that would be complicated by details of the potential. Furthermore, schemes
have been developed to find the relevant physical information without actually solving the
Schrodinger equation. One of these methods relies on the well-known theorem that states
that taking the expectation value of the Hamiltonian with some arbitrary state, |1), results
in a value that is greater than or equal to the ground state energy, Ey > (¢|H|¢). By
making a good guess at a wave function that “closely” approximates the ground state, it is
possible to obtain a close estimate of the true ground state energy. Typically, the trial wave
function is chosen to have a convenient form dependent upon some initially undetermined
parameters. Stationarizing (I:I ) with respect to these parameters reveals the optimal values
for these unknowns. In Chapter 4, we use a generalization of this approach to deal with
many-particle assemblies.

2.2 General Scattering Formalisms

2.2.1 Relative and Center of Mass Motion

Having reviewed some single particle preliminaries, we now consider the two-body system
of masses m; and ma, interacting through a mutual potential V' (x3 —x2). The Hamiltonian
for this system is given by the sum two single particle Hamiltonians [compare with (2.15)]
as
H=—-——-V{—-—V5+V(x1 —x2). 2.16
o V1T 2y V2 (x1 —x2) (2.16)

Clearly, the corresponding two-particle wave function is an element of the Hilbert space
%, which is formed by the tensor product of the single particle spaces:

Sy = H QI . (2.17)

Because the potential is dependent upon the relative coordinate, r = x3 — x2, the wave
function cannot be represented as a product of the single particle amplitudes, 1(x1,x2) #
¢(x1)p(x2). Alternatively, the Hamiltonian in (2.16) may be expressed in terms of the
relative coordinate, r, and the center of mass coordinate, R = m1x3 + moX2, thus giving
h2
H=-——V%— ﬂvi +V(r). (2.18)

By this change of coordinate, the system has been decoupled, thus allowing the total
wave function to be expressed as separable product of a relative amplitude and a center of
mass amplitude, corresponding to a free particle of mass M and a relative particle of mass
1, where

M =m1+ mao, (2.19&)

p=—mme (2.19b)

mi1 + mo
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This rearrangement suggests an alternative decomposition of the two-body Hilbert space as

M = Hom @ Hiel (2.20)

where 7., is a Hilbert space of plane wave states and JZ.. is the space spanned by
the eigenfunctions of the Hamiltonian with potential V(r). Since the free particle is just
the plane wave associated with the movement of the center of mass, it is not physically
interesting and will therefore be ignored in subsequent discussions. Instead we confine
our attention to the center of mass where the relative motion is equivalent to an effective
one-body problem of a mass p scattering off of a central potential, V(r), located at the
origin.

2.2.2 Asymptotic Scattering States

As we will be concerned with systems composed of identical particles, it is at first desirable
to understand the scattering of two masses interacting through a potential V. As shown in
the previous section, this is equivalent to being in the center of mass where the scattering is
simply that of a mass m/2 scattering off a fixed force center. To understand the quantum
description of this process, it is helpful to use the classical analog as a guide.

Assume that particles scatter from some target at time ¢ = 0. At times long before
or long after the event, the target has no influence, rendering the motion essentially free.
As depicted in Fig. (2.1), the rectilinear motions long before, t — —oo, or long after the
interaction, t — —+o00, are referred to as the in or out asymptotes, respectively.

Xin(t) V(X) Xout(t)

x(t)

Figure 2.1: The in x;,,(t) and the out x,,:(t) asymptotes associated with the trajectory x(t).
At times long before or after the interaction, the classical orbit approaches the respective
in or out linear trajectories.

In atomic systems, the actual “orbit” is physically uninteresting due to the small length
(~107% m) and time (~ 10710 s) scales over which the potential has an appreciable influ-
ence. Therefore, it would be more useful to characterize a scattering event by its asymptotes
rather than try to solve for the complete trajectory. To this end, a mapping is sought re-
lating every in or out asymptote with an actual orbit. However, this mapping will not be
onto because the inverse does not always exist, as is readily seen from the fact that bound
orbits do not have asymptotes.

This description carries over into the quantum case with the orbit replaced by an ampli-
tude. Denoting the full and free Hamiltonians as H = Hy + V and Hy = (h%/2m)k2,
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the respective time evolution operators [Eq. (2.12)] are given by U(t) = e~tHt/h and
ﬁo(t) = ¢~ tot/h_from which the in and out asymptotes are seen to be

U(O)$) ——— Uo(t) ) (2.21a)
F(O) —— To(t) o) .211)

By the above equations, it follows that the actual orbit, U(¢)|e)) (with |¢) the ¢ = 0
state), has the time dependent in and out asymptotes, Uy (t)|tin) and Up(t)|tout), respec-
tively. By using (2.21) it is possible to define the required mapping of the asymptotes onto
the actual state at ¢t = 0:

[¥) = lim_ U Uo(t)tin) = Qe [thin) (2.22a)
[w) = Jim U() Uo()|out) = Q- |out) (2.22D)

where we have dropped the hats on U and Uy. Known as the Mgller operators, 24 =
limy 500 U(t)TUp(t), map any vector in the Hilbert space, /., = J#, to the actual t = 0
state that would evolve from or to that vector.

Some comments are in order regarding the Hilbert space on which the Mgller operators
act. As noted above, the set of states with asymptotes, called the scattering states, together
with the bound states span 57, the set of all states. To provide a distinction between these
various spaces, we denote the subspace of bound states as 4, the subspace of states with in
asymptotes as %, and the subspace of states with out asymptotes as Z_. Not surprisingly,
the vectors in Z4 |JZ_ are orthogonal to those in %, or in set notation

R, LB, R LB (2.23)

In all that follows, the scattering theory will be assumed to be asymptotically complete, a
condition in which Z, = #_ = Z%. Hence, for each |¢);y,) or |tout) in H, there corresponds a
unique scattering state, |¢)). Conversely, for each [¢)) € Z, there are in and out asymptotes,
[¢in) and |1out). Note that even bound states, {|n)} in J# can represent an asymptote after
an application of the Mgller operator: [y, /ous) = Qx[n).

2.2.3 The Scattering Operator

The t = 0 amplitude can be expressed by either of its two asymptotes through the action of
the appropriate Mgller operator. Naturally, this leads to the construction of the scattering
operator which relates the in asymptote to the out one. Because the Mgller operators
are unitary, Eqs. (2.22) give [toue) = QF [1)) = QT Q4 |¢hin) = S|tbin), thus defining the
scattering operator as

S=0 0, (2.24)

which can be shown to be unitary directly from the properties of 2. To understand the
physical interpretation of S, consider the in and out asymptotes given by |¢) and |x),
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respectively. As such, the corresponding actual scattering states are Q4|¢) and Q_|x).
Hence, the probability amplitude for the process |¢p) — |x) is given by the overlap between
the actual scattering states:

P(¢ — x) = (x| ]6)
= (x|S]¢),

(2.25)

which is simply the S matrix element.
Furthermore, the action of the & operator conserves the energy in the system, as can be
demonstrated by using the relation

HQy = Q4 Hy. (2.26)

Known as the intertwining relation, this result can be proven in the following steps

HY' JHE [ Ht _;Hot
eln Qp =e'h [hm e'’n et

t—F oo
. CH(t'+t) . Hgt
= lim [ez e 'h }

. iH(t/+t) _iHO(t’+t) iHOt’
= lim & & e e’ Th

- Ht! Ht! CHt -Hot}

(2.27)

Taking derivatives with respect to ¢’ establishes the desired result (2.26). If the in and out
asymptotes are |1);,) and |¥hoy), then the mean out energy is (Vout| Ho|Vout) = (Vin|STHoS [1hin ).
Using the relation (2.26), we have SHy = QI Q, Hy = Q' HQ, = H,Q! Q, = HyS. Since
STS = 1 it follows that (vout| Holtout) = (Win|Ho|tin), which verifies that the mean in
energy is equal to the mean out energy for states mapped by the action of S. Having estab-
lished these properties of the S operator, it is appropriate to analyze the form of its matrix
element (k|S|k’). To explore this representation, it is most convenient to use the Green’s
operator, G, and the 7 operator, which are reviewed in the next few sections. In doing so,
various relationships arise between the commonly used scattering quantities.

2.2.4 Green’s Operator

Associated with the free Hamiltonian, Hy = p?/(2m), and the full Hamiltonian, H =
p2/(2m) + V, are the respective Green’s operators:

Go(€) = (€ — Ho) ™", (2.28a)
GE&)=(-H)", (2.28b)

defined for all & where the inverses exist. Since the Hamiltonian is always a Hermitian
operator, these definitions are valid for any Im{{} # 0. Multiplication of (2.28b) by £ — H
gives (£ — H)G(&) = 1, which has a coordinate space representation as
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Vi = V() + €[ (x|GE)Ix) = 5(x — ) (2.29)

thus showing that the coordinate representation of the Green’s operator is just the Green’s
function of the corresponding differential operator.

If (¢|G(&)|x) is an analytic function of £ for all states (¢| and |x), then it is said that
G(&) is an analytic operator. By its construction, the Green’s operator is therefore ana-
lytic everywhere except for the eigenvalue spectrum of its associated Hamiltonian. Hence,
knowledge of G is equivalent to solving the eigenvalue problem. To understand how these
eigenvalues manifest in the Green’s operator, consider an explicit representation of G(§) in
the angular momentum eigenbasis {|E, ¢, m)}:

G =(E-H)!
/dEzﬂEémEﬂm\ (2.30)

As seen from this form, the corresponding Green’s function will have a branch cut along
the positive real axis (Re{{} > 0), representing the continuum of H. Bound states occur
for some discrete set of values E, < 0, which indicate the Green’s function poles [Fig.
2.2)]. In fact, the poles of G(&) will be used to calculate the binding energy of the coupled
atom-molecule problem of Sec. 2.6.2.

E-plane

Bound states

LN

\~4

~
Continuum

Figure 2.2: The complex & plane. In general, the Green’s operator G(§) of Eq. (2.28b)
is analytic except at points along the real £ axis that correspond to bound state poles for
¢ <0, and a continuum branch cut for £ > 0.

Because knowledge of G(&) solves the eigenvalue problem, it would be most useful to
relate G(§) from known operators. To accomplish this, first observe that the free Green’s
operator is explicitly known, as it is diagonal in momentum space,

Go(§)k) = (€ — Ho)™'[k) (2.31)

1
=g (2.32)
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Since G™' = ¢ - H = Gal — V, it becomes a simple matter to express G in terms of Gy
and V. Multiplying this identity on the left by G and on the right by G obtains

G =Go+ GyVGE. (2.33&)
Similarly, multiplying on the left by G and on the right by Gy leads to

G =Go+GVGy. (2.33b)

Both (2.33a) and (2.33b) are referred to as the Lippmann-Schwinger equation for G. It
must be remembered, however, that solving either for G is as difficult as obtaining an
answer directly from the original eigenvalue problem.

2.2.5 Solutions from the Green’s Operator

The full Hamiltonian has a solution that may be expressed in terms of the Green’s operator.
From the in asymptote, |¢), the actual t = 0 state is

6=) = Q_|9)
— lim U Un(1)]9)
o+ L [y vus)e) . (2:34)
i o

This last equality is obtained by integrating the time derivative of 2_, since

Ou{limy—oe U() Uo(t)} = limy—oe U (iH/h — iHo/R)Uo(t) = (i/h)limi—oe U(£)TVUp(1).
For some sufficiently small number, €, the scattering state will be unchanged by the re-
placement of V by Ve ¢t/ permitting a recasting of (2.34) as!

6-) =1¢) +  lim / / a (== MU (1 VU ()] 1K) (). (2.35)

510

Because |k) is an (improper) eigenstate of the free Hamiltonian, Hy, the operator in square

braces can be written as e “Ex—ie=H)¥'/hY/ thys allowing the time integral to be performed
explicitly

/dt’e WBk—ie= /My — _ip(By, —ie — H)™'V
0

= —ihG(E), —ie)V, (2.36)

where use has been made of the Green’s function (2.28b). Substitution of (2.36) into (2.35)
yields the Green’s operator expression for the scattering state in terms of its in asymptote,

|¢):

!The downward arrow indicates that e tends to zero along the positive real axis.
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6-) = 0-16) = o) +lim [ G(BL ) VIIOKl9). (2.37)
k

Alternatively, it would have been possible to start with |¢) as the out asymptote, in which
case the scattering state is given as

[9p+) = Q+[¢) = [§) +1€1g)1/ G(Ey, + ie) VIk) (k|p) . (2.37b)
k

Equations (2.37) naturally suggest the definition of another useful object called the 7°
operator.

2.2.6 The 7 Operator

Introduction of the 7 operator facilitates a compact expression for the S matrix elements.
Moreover, the 7 matrix is itself a very convenient device which will be used in discussing
the scattering length, pseudopotentials and bound states later on. With a plane wave state
as the in asymptote, the action of 7 is defined as that of the potential operator on the full
scattering state, [1):

Tk) =VI]y). (2.38)

To illustrate the utility in this definition, note that in matrix form, (2.37) can be written
as ) = |k) + G(§)V]k). Multiplying both sides by V, then using (2.38) along with the
fact that |k) is arbitrary, obtains 7 in terms of G and V:

TE)=V+VGEEV. (2.39)

From this result it is clear that 7 shares the same analytic behavior as G(&), since it too
is analytic for all £ not in the spectrum of H. This property will be used when calculating
the binding energy from the poles of 7.

Some important identities are obtained from (2.39). Multiplication on the left by the
free Green’s operator gives

GoT =(Gop+ Gy VG)V
=GV. (2.40a)

Similarly, multiplication on the right side by Gy gives

TGy =V (Go+ GV Gy)
=VG. (2.40b)

where the last equalities in (2.40a) and (2.40b) follow from (2.33a) and (2.33b), respectively.
Substitution of (2.40a) into (2.39) leads to the Lippmann-Schwinger equation for 7:

T=V+VGT. (2.41)



38 Chapter 2. Two-Body Scattering

If the potential is sufficiently weak, a solution may be obtained by iteration, where
the first step is the Born approximation, 7 ~ V. Inserting this back into the Lippmann-
Schwinger equation gives the second iteration, 7 ~ V 4+ VGoV. Continuing this process,
known as Picard’s method, results in the Born series

T=V+VG)WV+VG VGV +.... (2.42)

Finally, there is sufficient background in place to discuss the S matrix element.

2.2.7 The S Matrix

The G and T operators are convenient constructions allowing for efficient calculation of the
S matrix element in momentum space. By definition,

(k|SK) = (k|07 Q4 ]K)

t'——o0
Ordering in the limits is immaterial, so it is permissible to set ¢ = —¢ then let ¢t — oo:
<k‘8’k/> — thm <k‘e’iHOt/he*Qth/he*’iHOt/h|k/> (244)
— 0

As was done in Eq. (2.35), the operator is expressed as the integral of its derivative, where

the derivative is
By eitlot/h g=2iHt/h ciHot/h _ _(,L'/h)(eiHot/h V e—2iHt/h giHot/h oiHot/h o—2iHt/h eiHot/h)‘ Also,

V gets replaced by Ve ¢/ thus giving
(KIS|K) = 5(k — k') — ;lim/dte€t<k|(. %
el0
0
—_ 6(k _ k/) _ ;ihm/dt<k|veZ<Ek/+Ek+Z€_2H)t/h 4 ei(Ek/-i-Ek-i-’iS—QH)t/ﬁ V|kl>
€10
0

E,. + Ej
2

E + Ej

1
_ R AN
=d(k k)+2lglm0<k]V(¥< 5

+ ie) +a( +ie) VIK).  (245)
Using the relations (2.40) along with the identity lim. o{(Ex — Ex +ie) "' + (Ex — Ep +
ie)~'} = —2mid(E — E}), obtains the matrix element as

(IS[I) = b(k — ) — 2mid By — Ep) lim (k[T (E + i) K (2.46)

The first term in S(k, k') is a delta function, or the amplitude for the particle to pass
through without scattering, whereas the second term is proportional to the scattering am-
plitude. As expected, the two delta functions assure energy conservation. More precisely,
the second term is associated with the on-shell 7 matrix, defined only for those momenta
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on the energy shell |k|?> = |[k’|>. One may wonder why it is necessary to bother with the
full 7 matrix, as only the on-shell components seem to contribute to the scattering. The
answer is twofold. First, although S does describe the scattering process, the delta functions
make it a highly singular equation, whereas the Lippmann-Schwinger equation for the full
7 matrix (2.41) is not. Therefore, it is convenient to generalize 7 in obtaining nonsingular
expressions. Second, the off-shell components of 7 are relevant in more complicated multi-
channel scattering processes. Thus far, we have only been concerned with single channel
scattering in which two particles go in then come out. However, there do exist situations
where reactions occur involving the emergence of new particles in the out asymptote.

2.2.8 Stationary Scattering States and the Scattering Amplitude

We denote |k+) = Q4 k) as the scattering state associated with the in or out asymptote, de-
pending on whether the respective + or - sign is taken. Operating with the full Hamiltonian
gives

H|k+) = HQ4 k)
= Q4 Holk) (2.47)

= Eilkt),
where the second line follows from the intertwining relation (2.26). This shows that |k+)
are indeed eigenvectors of H, with the same eigenvalues as the free Hamiltonian. By the
results (2.37), these stationary states are expressed in terms of Green’s operators as |k+) =

k) + G(E), £+ i) V|k). Since it is also true that G(Ey +ic) V]k) = Go(Ey +ie) T k) =
Go(Ey £ 1ie) V]kz), the stationary state is

k+) = k) + Go(Ey + ic) V|k=L) | (2.48)

with the corresponding wave function

Yr(x) = (xk*) = (x|k) + /<X|G0(Ek + i) [x YV (x')(x'|k+) . (2.49)

xl

To proceed further requires the matrix element of the free particle Green’s operator in
coordinate space:

(x|Go(& /X|G0 )|k) (k|x")

! otk (x—x')

. (2.50)

k

Taking k - (x — x’) = k|x — x| cos 0, then integrating over the full solid angle yields
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; 7 ik|x—x/|
no_ 1 e
IGOO) = s | e
| eivEhx|
- T (2.51)

where the last line was accomplished by complex contour integration'. With & = k? + ie,
this is inserted back into (2.49):

; /
/ e:l:zk\x—x |

ixllet) = (i)~ - [

x/

V(x) (X [k) . (2.52)

[x — x|

The asymptotic behavior for large |x|, is obtained from the usual expansion

x - x'

22

x — x| = (x2—2x-x’+x’2)1/2:x[1— +.. (2.53)

Substituting this into (2.52), then keeping the leading term in the denominator while re-
taining the first two terms of the exponent, gives

1 etikz o
(xllet) bl = - [TV )
T—00 T X
R S 1 o (2.54)
- 4 x ’

Since, for the case of |k+), V|k+) = 7 (Ej + ic)|k), (2.54) becomes

) 1 eikl‘
tkx _ © /135 .
(x|k=+) —e 471_</7<::»<|T(E;,C +ie)|k) .
L eik:p
="+ f(0,¢) = (2.55)
where the scattering amplitude is defined by
. .
£(0,¢) = - (KIT (B + i)k (2:50)

As the polar angles (0, ) are those between %X and k, the scattering amplitude quantifies
the angular dependence of the scattered wave. This quantity is intimately related to the
cross section, the only measurable quantity in a scattering experiment.

!Either the upper or the lower semi-circular contour can be chosen at this point, as we have not yet
specified on which side of the real axis & lies on.
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2.2.9 Cross Section and the Scattering Amplitude

In any scattering experiment, all that is known is that particles with some reasonably well-
defined momentum impinge upon a target from which it is possible to measure the resultant
flux of the scattered particles. Put another way, all that can be measured is the probability
that particles in some incoming state 1, (x) are deflected into some element of solid angle,
d§2, about the scattering center. Due to the fact that there is no precise knowledge of the
incoming state, an average is taken over all reasonable incoming states, thus leading to the
notion of the differential cross section.

Assuming the incoming asymptote is a plane wave along the z—axis, the asymptotic
functions can be written

hin(x) = 't (2.57a)

Yout (%) = Yin(x) + hse(x)
| ik (2.57b)

=™ 4 £(0,)
x
The situation can be visualized in Figure (2.3).
dQ
—
z
VYin Wout

Figure 2.3: The in and out asymptotes of the stationary scattering states. The in asymptote
is a plane wave, whereas the scattering asymptote is a sum of an outward traveling spherical
wave and an attenuated in asymptote. From the spherical component, a particle flux equal
to |£(0, p)|?dSY is scattered into the solid angle dS2 at (6, ©).

Using the forms of v;, and s, it is possible to calculate the particle flux associated with
the incoming and scattering states
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. thy o -
Jin = _E [%nv’tﬂm (Vi/fmwm]

- (2.584)
=
m
, [, 9 o .
joodS === [wscaxzusc ~ (5ov%) wsc} 222
(2.58D)

—— lnllf (0, 9)|d2.

By definition, the differential cross section, o (6, ¢), is the fraction of the incident flux
scattered into the solid angle d§2 at (6, ). From (2.58b) it is seen that (6, ¢) is simply the
absolute square of the scattering amplitude

(0, ¢) = |f(0,9)]%, (2.592)

with the total cross section given by an integral over the solid angle

or = [ 116, 0)Pa0. (2.59D)

Thus, solving the scattering problem is equivalent to finding the scattering amplitude f (6, ¢)
for a given potential, V(x). If V(x) can be replaced by a simple enough form, then find-
ing the amplitude can be effectively accomplished directly from the Lippmann-Schwinger
equation (2.41). Such simplified pseudopotentials will be discussed in Sec. 2.4.

2.2.10 The Partial Wave Series

Another important representation of scattering theory involves the expression of the incom-
ing and outgoing states as a sum over spherical waves. The effect of the potential is then
naturally incorporated through the phase shifts of the outgoing waves relative to the incom-
ing waves. To connect this approach to the 7 and S operators, first consider a spherical
wave basis is generated by the orthonormal eigenvectors {|E, ¢, m)} of the complete set of
commuting observables Hy, L? and L., where the respective eigenvalues are given by E,
0(£ + 1) and m. Because the scattering operator S commutes with Hy and L, it must be
diagonal in the spherical wave basis:

<Ev€7m‘S|E/7£/vml> = 6(E - E/)(Sﬁf’(smm’ SZ(E) ) (260)

where the unitarity of S allows the eigenvalue to be written in terms of the partial wave
shift, d¢(F), of the ¢th partial wave:

s¢(E) = 20e(E) (2.61)

Projecting the free particle Schrodinger equation onto spherical coordinates obtains the
normalized spatial wave functions as
kN1/2 1

(x|E, 6,m) = z’f(;) — Jelka) V" (%), (2.62)
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where i¢ is conventional and jy(kx) = kajy(kz) is the Riccati-Bessel function with jy(kz) the

spherical Bessel function. Also, ¥;" (%) is the spherical harmonic with the argument denoting
the polar angles (0, ¢) of the unit vector X. From the normalization, (E, ¢, m|E’ ¢',m') =
S(E — E")64p Sy, it is possible to derive the momentum space representation

(K|, ,m) = (27)2 (’;)_1/ “S(Ey — B)Y (), (2.63)

where the factor of (27)%/? is in keeping with the Fourier transform convention of (2.5).
According to Egs. (2.46) and (2.55), the amplitude, f(6,¢), is expressible as

(k|(8 — 1K) = ~2mid(Ex — By) im{k|T (B + i) k) (2.64)

= 812i0(E) — Ep) f(8, ). (2.65)
On the other hand, & — 1 can be expressed using (2.60) and (2.63):

k|S — 1K) = /dEZ k|(S — 1)|E, £, m)(E, {,m|k')

— [ 4B S l(su(B) ~ DIE L m) (. £mlK)

£m

- 16%5(& — Ey) %Wm(ﬁ’) [s0(By) — 1]Y{" (k)"
4%5(@ — Ew) Y (20+1)[se(Br) — 1] Py(cos?). (2.66)
=0

In writing the final line of (2.66), use has been made of the addition theorem for spherical
harmonics?. Equating (2.64) with (2.66) gives the partial wave expansion of the scattering
amplitude

£0,0) = (20 +1) fo(Ex) Pu(cos b) (2.67)
£=0
from which a partial wave amplitude can be identified as

SZ(E) -1

2ik
_ e 1 (2.68)
2ik

fo(E) =

= le“s‘f(E) sindy(E) .
k
'Using the orthonormality relations [dQY;"(0,¢)* Y/ (0,¢) = 1 and [z’dzje(kz)je(k'z) =
(n/2k*)6(k — k') = (n/k)S(E — E'), this can be explicitly verified from (2.62).
2VVlth Pe(COS 0) the Legendre polynomial and 6 the angle between k and k', the addition theorem is
3 Y (R)Y (k)" = 2P (k- K).
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The expansion (2.67) can be regarded as a statement that the full amplitude is a sum of the
contributions, fy(F), from each partial wave, where knowledge of the corresponding phase
shifts, d¢(E), determines the full amplitude. From this perspective, all scattering quantities
have a dependence on the phase shifts.

Finally, the differential cross section can be related to the phase shifts by

a(0,¢) =1f(0, )

oo 2 (2.69)
Z 20 +1)e"¢ B sin §,( E) Py(cos )
=

Evaluation of the total cross section is straightforward,

or = [ a9,

. (2.70)

——ZZ 20 +1)sin? §,(E)..
/=0

Physically, the phase shifts’ meaning emerges when the partial wave expansion of the free
radial wave function is compared with the analogous expansion of the asymptotic scattered
wave function.

2.2.11 Free Radial Wave Function

Although the normalized solution to the free [V (x) = 0] case has been written down in
(2.62), it is nonetheless instructive to examine the general solutions of the free radial equa-
tion. For spherically symmetric potentials, the wave function (x|F, ¢, m) can be written as
a product of a spherical harmonic and a radial function:

_ “g,k(x) m (s
(x|E, ,m) = . Y/ (%), (2.71)

which, when substituted into the time independent Schrodinger equation reduces to the
radial equation

N ) S I B

Due to the 1/x form of the wave function, we must impose the boundary condition
ul (0)=0. (2.73)
The solution that solves (2.72) and (2.73) is given by the Riccati-Bessel function,

j’g(kx) = kx jo(kx)

et <[ (2.74)
@) Zn' 2e+2n+1)n’
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which is seen to vanish as 2‘*! at the origin. The other solution behaves like z ¢ as z — 0,
and is given by the Riccati-Neumann function:

ny(kx) = kxng(kx)

© 1 (k)2 2.75
:(k‘:v)_EZ%[ (Z ) | @—2n -1y (275)
n=0

At large distances from the scattering center (x — 00), we expect the radial solution to
approach plane waves, a limiting behavior that is captured by the Riccati-Hankel functions:

hE = i(kx) + ije(kx)

. 2.76
6:I:z(kmfZTr/Q) ) ( )
As suggested by (2.76), the asymptotic forms of fig(kz) and jy(kz) are given by
ng(kx) —— cos(kx — m/2) (2.77a)
Jo(ka) —— sin(ka — 4m/2) . (2.77D)

Having outlined some general solutions of (2.72), we now proceed to expand the plane
waves, |k) in terms of spherical partial waves:

k) = /dEZ|E,€,m>(E,€,m|k)

Im

1 .
— 47T3/2ﬁ Z | By, £,m) Y (k)" (2.78)

Im

which follows from (2.63). Projection onto the coordinate space gives the partial wave
expansion of the plane wave function,

(xll) = 47122 S (L m) Yy ()
Lm

R M3\ M (1) *
:47r215gjg(kx)¥'€ (%)Y (k)

lm

- % 2(25 +1)i%Jo(kx) Py(% - k), (2.79)
V4

where use has been made of (2.62) as well as the addition theorem for spherical harmonics.
Next, we outline the partial wave scattering states, thus illustrating the phase shift when
compared with the free form.
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2.2.12 Partial Wave Scattering States

Just as |E, £, m) are the eigenstates of angular momentum (L?, L.) and the free Hamiltonian,
Hy, we use the Mgller operator to define

‘Evea m+> = Q-‘F‘Evea m> (280)

as the eigenvectors of L?, L, and the full Hamiltonian H. In analogy with the free case
(2.62), the normalized scattering wave function is written as a separable product

kN2 1 o
<x[E,€,m+):zé(;> g (k) Y (%), (2.81)

with the full radial function wug (k) that satisfies

dx? T

[ MY gy B ugaz) =0, (2.82)

where ugj(z) — ugk(:v) as V(x) — 0. Just as in Eq. (2.79), the corresponding full wave
function is

1 A

(x[k+) = -~ > 20+ Difugp(ka) Po(% - k), (2.83a)
¢

with (2.55) giving the asymptotic form as

ezkx

—— e®* 1 £(8,)

T—00 i

(2.83b)

Inserting the partial wave expansions of the plane wave (2.79) and the scattering amplitude
(2.67) yields

x—o0 k

(x[k+) —— ix > @+ 1) [iGe(ka) + k fo(Br)e™ | Py(% - k) (2.84)
0

A comparison of this expression with (2.83a), reveals the asymptotic radial wave function
to be

ug (k) —— Jo(ka) + kfo(By)etkz=tm/2) (2.85)

Replacing jy(kz) by its asymptotic form (2.77b) and using the definition kf(Ey) = (exp{2id,(k)}—
1)/(2ik), obtains

; L
ug p(kx) —— €W gin [/m? — g + (5@(/€)] . (2.86)
In a comparison with the free radial asymptote,
- . I
Je(kx) —— sin [ka: — ?} , (2.87)

it is seen that the potential has the effect of shifting the phase of the ¢th partial wave
function by dy(k). For attractive potentials, the particles are more likely to be closer to the
scattering center. Hence, the wave function should be “pulled into” the potential, resulting
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in a positive phase shift, dy(k) > 0. Conversely, repulsive interactions “push outward” on
the particles, leading to a negative phase shift. The relation between the potential and
the wave-function geometry can be further developed through the s-wave scattering length
parameter.

2.3 Scattering Length and Effective Range

In this section, we define the scattering length and the effective range, parameters used in
the specification of pseudopotentials. Through this description, it will be seen how these
quantities are related to the s-wave phase shift and the 7 matrix.

2.3.1 Scattering Length

The scattering length is best illustrated by considering the asymptotic form of the scattered
state. Beginning with the full radial equation

2
% — z(z;n —V(z) +E*| ugp(z) =0, (2.88)
it is seen that far from the scattering center, x — oo, the potential and the centrifugal
term are negligible. Equivalently, this situation describes the s-wave (¢ = 0) scattering
of particles outside the region of influence of the potential. In either case, the low-energy

(k — 0) solution approaches a linear form, denoted by v (z):

d2’U0
dx?
Here, the parameter a is called the s-wave scattering length which has the geometrical
interpretation as the point at which the asymptotically linear radial wave function intercepts
its coordinate axis'. Figure. (2.4) demonstrates the relationship between the scattering
length and the potential. For attractive potentials, a can be either positive or negative, but
for repulsive interactions, a must be non-negative?.
The low-energy (small k) expansion of the radial function z (x|k+) determines a in
terms of the phase shift. Including only the s-wave contribution in the sum (2.83a), we
have

=0=v(r) xz—a, (2.89)

2 (x[kt) —— %sin [k + 6o(k)]

~ %sin So(k) + a cosdo(k)  (k — 0). (2.90)

Matching the normalization of this asymptotic expression to the linear form in (2.89) re-
quires a division by cos dg(k), from which we have

!This defines the “zero-energy” scattering length, which we identify simply as the scattering length.
Alternatively, a can be defined as the first zero of the radial wave function, thus making it an energy
dependent quantity.

2We define an attractive or repulsive potential as V(z) < 0; Va or V() > 0; Vi, respectively. Actual
potentials may have both attractive and repulsive parts, depending on x, but we restrict our attention to
the simplified case of either pure attraction or pure repulsion, which is justified in sufficiently dilute systems
where particles only feel the effect of the long-range tail.
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vp(z) =+ %tan do(k) . (2.91)

Alternatively, we can use the form in (2.83b),

vp(z) =x+ f(6,0). (2.92)

(a) #

Figure 2.4: At points outside the influence of the potential, V(x), this schematic depicts
the s-wave (¢ = 0) radial wave function (solid line) and the corresponding “zero energy”
linear asymptote (dashed line) . Part (a) shows the free forms of both. For a repulsive
potential, (b) indicates a negative phase shift (compared with (a)), as the wave function
is “repelled” by the potential. The point where the zero energy line intersects the radial
axis is the scattering length, a, which must be non-negative for repulsion. Note that as the
range of V(z) shrinks to zero, so does the scattering length. For an attractive potential,
(c) shows that the intercept can land on the other side of the axis, indicating a negative
scattering length. As the well depth increases, (d) shows that the wave function can get
“pulled in” far enough to give a positive value for a. Thus, for attractive potentials, the
scattering length may have either sign.

At this point it is worth remembering that we have calculated all quantities in the center
of mass frame, which, by the results of Sec. 2.2.1, is equivalent to particles of reduced mass
m/2 [Eq. (2.19b)] impinging on a potential fixed at the origin. Consequently, the equations
developed thus far have all been on the energy scale of h?/m. However, in the many-body
treatment, we will be on the scale of the full particle mass, a discrepancy that translates
into an extra factor of 1/2 multiplying the 7 matrix in (2.56)!. Taking this factor into
account we henceforth use the relation

'This extra factor of 1/2 comes from the denominator of the free-particle Green’s operator (2.50) where
E,, is 2k? in the full mass scaling.
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£(0,0) = _$<kf<|7(Ek +ie)[k). (2.93)

A comparison of (2.91), (2.92) and (2.93) with (2.89) leads to the following expression
for the scattering length

1 ,
a= kzlilr/nﬂo<k|7|k ) (2.94a)
1
=— 11{12% % tan oo (k) . (2.94Db)

Calculated from the center of mass 7 matrix, the total s-wave cross section is simply

o = 4ma?, (2.95)

which is that of a hard sphere of radius a.

2.3.2 Effective Range

Realizing an effective distance or range over which the potential acts requires a comparison
between the asymptotic and the full s-wave radial functions. To generate the required
expressions, recall the full £ = 0 radial wave equation,

2
—% + V(@) — k] uk =0, (2.96a)
where its “zero energy” counterpart is
_PU g = 0 (2.96b)
de 0 — . .

Multiplying (2.96a) by ug and (2.96b) by uy, then taking the difference results in

d
. (ukul — uvouy,) = kruguo . (2.97)

Analogous equations for v;, are obtained by taking V' (z) = 0in (2.96a) and (2.96b), resulting
in the asymptotic counterpart to Eq. (2.97):

d
— (vpvh — vou}) = k%kvo. 2.98
d 0 k

Subtracting (2.98) from (2.97), then integrating over z from 0 to oo gives

o0

(uku6 — upu), — VRV, + vovfﬁ) ‘zo = k2 /(ukuo — vkvg)dx. (2.99)
0
Just as in the free case (2.73), the boundary conditions on u are ug(0) = u},(0) = 0, whereas
Egs. (2.89) and (2.91) give v(0) = —a, v(0) = 1, vx(0) = (1/k) tan do(k), and v (0) = 1.
After inserting these boundary conditions, Eq. (2.99) is multiplied by (k/a)cot dp(k). A
slight rearrangement of terms yields
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[e.9]

k
k cot 50(k) = —q ! + k2 | —= cot 50(/€) /(Ukvo — ukuo)dx . (2.100)
a
0

The integral can be viewed as measure of the difference between the linear asymptotes and
the radial functions that include the full influence of the potential. As the term in square
brackets has dimensions of length, it can therefore be thought of as the distance over which
the potential extends its influence. More generally, this argument can simply be seen as an
expansion of the quantity k cot dg(k),

1
kcot dg(k) = —a™t + §r0k2 +..., (2.101)

where the coefficient r( is identified as the effective range.

2.4 Pseudopotentials

Thus far, we have reviewed the relationships between various quantities used to describe
scattering processes. All such quantities are determined by the interparticle potential, which
must be specified in order for quantitative statements to be made. Therefore, in this section
a couple of model potentials are developed where the goal is to arrive at the simplest possible
form without sacrificing any of the underlying physics present in the full expression of V' (z).
The first model is the commonly used delta-function pseudopotential, whereas the second
is the more realistic separable potential.

2.4.1 Delta-Function Model

The zero-range delta function approach derives from considering some fundamental length
scales of the problem under consideration. Typical atomic condensates are fairly dilute
systems with peak number densities on the order of p ~ 10 cm™3, thus corresponding
typical interparticle spacings of p~'/3 ~ 0.2um. Because this spacing is much larger than
the van der Waals tail of ~ Inm, it is physically sensible to consider a zero-range model.
Additionally, condensates are formed at temperatures low enough such that only the “zero
energy” states are dominant in the scattering.

We already know that in regions away from the influence of the potential the low-energy
wave function behaves as 1 — a/z. If the potential has zero range, then at any infinitesimal
distance outside the scattering center the wave function assumes this form. To construct
an effective potential, this boundary condition is imposed on the wave function, :

() — 12, (2.102)
z—0 T
At very small separations, z, this boundary condition implies

o0 o)
ox ox

Integrating both sides over the solid angle gives

z? : (2.103)

/x2 gfcm = /viwdv, (2.104a)
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for the left side, and

/a 8(55})&2 = 47ra/5(x) av, (2.104b)

for the right side. Arriving at (2.104b) requires the use of the boundary condition (2.102).
Equating (2.104a) with (2.104b) gives an effective zero-range Schrodinger equation,

V2 —4mad(x)y =0, (2.105)

from which the delta function pseudopotential is identified as

V(x) =4mad(x). (2.106)

Initially used in neutron-proton scattering!, this pseudopotential has found wide appli-
cation in the description of atomic condensation. Indeed it has been described as “the single
most important result in the whole of the physics of the dilute ultracold alkali gases?.” In
spite of its proposed successes, this form does have significant drawbacks. First, zero range
is implicit in its definition, precluding a limit from being taken. From a mathematical point
of view, it is preferable to have a range parameter that can be explicitly taken to zero, thus
allowing a study of analytic properties when such a limit is performed. More importantly,
the delta function model does not capture the low-energy scattering physics as outlined by
Fig. (2.4). First, a zero-range repulsive potential corresponds to zero scattering length,
a condition obviously violated by (2.106). Additionally, according to the delta function
model only the sign of the scattering length determines whether an interaction is attractive
or repulsive. However, attractive interactions can admit a scattering length of either sign.
A more realistic model can be obtained by using a separable form.

2.4.2 Separable Potential

As its name suggests, the separable potential has a matrix element given by

K|VIK) = w(k)v(K), (2.107)

where v(k) is called the form factor®. Both the range of the potential, b, and its strength,
A, are related to the s-wave scattering length, abg,4 by way of the 7 matrix (2.94a),

8mapg = (k|7 (E + ie)|k')|k=t/=0 - (2.108)

In turn, the 7 matrix is obtained in solving the Lippmann-Schwinger equation, 7 =
V 4+ VGy7, where the momentum space free particle Green’s function is given by §(k” —
k") /(E, +ie — 2k"?). Using a separable form for 7 results in

!Blatt and Weisskopf (1952), p. 75.

2Leggett (2000), p. 319.

3The normalization of v(k) is v(0) = 1, but any nonzero value can be taken without changing any of the
results.

“We use apg instead of a in order to distinguish the background scattering length from the full scattering
length obtained when molecular coupling is introduced.
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v(k) Av(k)

/ "\2 :
k")
14\ v
+‘/%“—m—m
k//

T(k,X) = (2.109)

Substitution of (2.109) into (2.108) gives the relationship between the background param-
eters:

1 1 1
=—4 - 2.11
8map, A * b’ (2.110)

where the range, b, is defined by 1/b = [v(k)?/(2k*)!. From Eq. (2.110) it is evident that
the separable potential is consistent with the low-energy scattering conditions illustrated
in Fig. (2.4). In the zero range limit, we must have a,g, — 0 for repulsive (A > 0) inter-
actions. Also, since b is always positive, it follows that attractive interactions (A < 0) can
admit scattering lengths of either sign. In the limit 6 — 0, the strength must be allowed to
approach zero from the negative side, A — 07, resulting in either a positive or a negative
scattering length.

By examining the effective range expansion, we can justify the association of the pa-
rameter b with a range. To simplify the calculations, a spherical step function is chosen for
the form factor, having a momentum cutoff K:

1 k<K
um:{Ok>K' (2.111)

With this form of v, the range is inversely related to the momentum cutoff as

1 "1 K
= e (2.112)
k

Recall that the scattering amplitude is given by a sum over all partial waves, f(6,¢) =
k1S, (20 4 1)) sin §,(k) Py(cos §). If only the s-waves contribute, this reduces to f =
—(87) VT (k, k) = k=) sin 6y (k), thus suggesting [see (2.100)] that the effective range
can be found by an expansion of the ratio of real to imaginary parts of 7:

Re{7 (k,k)}

cot o (k) = Im{7 (k,k)}

(2.113)

Taking the step function form factor of (2.111) and identifying F = 2k?, the diagonal 7
matrix is found to be?

-1

K

1 k> dk’

TN = |t 42 [ e | .
0

'For an equivalent relationship between the scattering length, the strength and the range, see Kokkel-
mans, Milstein, et al. (2002).
2The limit € | 0 has already been taken.
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Using a partial fraction decomposition, the integral is [dk'/(k'? — k?) = (2k) " }(In |k —
K| —1In|k + K|+ im). Expanding the logarithms for small k, then taking the ratio of real
to imaginary 7 obtains

1 21

kcoto(k) = —— + = —k*+ ... 2.115
giving the effective range
4 _
ro=— =7, (2.116)

which justifies its association with b.

2.5 Bound States and Resonances

By rewriting the radial wave function as an incoming plus outgoing wave, much headway is
gained in the identification and analysis of bound states and resonances. Such a viewpoint
is facilitated by the introduction of the Jost function.

2.5.1 Jost Function

From the decomposition j; = (1/2i)(h* — h™), the radial wave function of (2.84) can be
written in the illuminating form?!

wen(kz) —— L[hy (k) — se(k)id (ko)) (2.117)

T—00
Asymptotically, the Riccati-Hankel functions behave as

hif —— eFilkr=tn/2) (2.118)

T—00

which suggest that ﬁ}t are just generalizations of the exponentials. In analogy with the
decomposition sinz = (i/2)(e~** — ¢**), the regular wave function is constructed as

onlke) —— [Tk by (kz) — Fok) i (k)] (2.119)

r—00

where the coefficients, .7 (k), called Jost functions, have been introduced to keep ¢y, real.
In addition, the Jost function is simply the proportionality, ¢y i (kx) = Fo(k)uer(kx), from
which the S matrix can be written as the ratio

Fu(k)*
Fu(k)

se(k) = (2.120)

Using s¢(k) = *%¢(*) the phase of .Z(k) is seen to be equal to the negative phase shift
since

Fy(k) = | Fo(k)|e W) (2.121)

!Compare with (2.85). Both forms are equivalent in the limit 2 — oo.
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When no scattering state solution exists, the S matrix is undefined, possibly indicating
the presence of a bound state. Identifying the S matrix as the ratio in (2.120) provides a
convenient way to study the singular points through the zeros of the Jost function. Even
though the momentum, k, is regarded as a real quantity, it is nonetheless useful to consider
the analytic continuation of .% into the complex k plane since zeros occurring for Im{k} < 0
sometimes have physical interpretations as well. Similar issues arise in the many-body
problem, as it will be seen that certain solutions do admit a complex valued chemical
potential, the counterpart of complex k2. It is therefore hoped that insight gained from the
analogous two-body case will help clarify some of these many-body results. For this reason,
time is spent describing the zeros of .%y(k) for complex k.

2.5.2 Bound States

By the structure of the Green’s operator, it has already been indicated that poles in the
S matrix correspond to bound states (Fig. 2.2). This relationship also emerges from the
regular form of the radial wave function, ¢y (kz), which reduces to an outward traveling
spherical wave at points where .%;(k) = 0'. By the asymptotic form of the Riccati-Hankel
function, the regular wave function becomes @y i (kz) — —(i/2).Z(k)*e!F2=m/2)  To avoid
divergence, it must be the case that Im{k} > 0, as this corresponds to an exponentially
decaying solution that is normalizable. As a solution to the Schrédinger equation, this
implies that the Hamiltonian has an eigenstate of energy k2. Because this eigenvalue must
be real, it follows that k is purely imaginary, k = iv/E, and the energy of the bound state
is —F.

2.5.3 Resonances

In contrast to a bound state, a resonance is associated with a state where the energy of
the projectile is larger than the depth of the potential well. At an appropriate energy, the
particle may be trapped for a time in the vicinity of the potential before it escapes. The
formation of this metastable state causes a large variation in the cross section, which can be
mathematically understood as arising from a complex-valued zero of the Jost function for
Im{k} < 0. To understand the correspondence between the abrupt peak and the complex
pole, recall the definition of the partial wave cross section

oo(k) = 4m(20 + 1)% sin? 8y (k) , (2.122)

which becomes peaked when dy(k) = 7/2. Suppose that the Jost function has a pole at
some point kg = k. — ik;, in the lower half plane, close to the real axis. Expanding around
this point gives

Fy(k) ~ (—)k(k: ~ ko) (2.123)

By (2.121), the phase shift is

Tt can be shown that this zero is always simple for a bound state, see Newton (2002), p. 346.
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e(k) = —arg[Fy (k)]

d.F(k
=— arg[ J;]{E )LO — arg(k — ko)
= 5bg + 5res(k) ) (2'124)
where the phase shift decomposes into a background part &, = — arg(d.#,/dk)|i, and a
resonant part, d..s(k) = —arg(k — ko). For simplicity, the Breit-Wigner form will be as-

sumed where 03y = 0, thus making d¢(k) = dres(k). When the projectile momentum, k, is
equal to k,, the cross section achieves its maximum. How abruptly this happens depends
on the width of the resonance as determined by the magnitude of k;, the imaginary part
of kp. Asimplied by Fig. (2.5), the resonance width will grow or increase in proportion to k;.

k-plane E=k*=|E|* E-plane

k. k= |E| ei@/Z
Bres(k) )

o
A4

Ey=E, +il/2

’,\
-
- 1
-

1

)

Bound States

=~
—_——
-

Figure 2.5: Bound states and resonances in the complex planes of momentum, &, and energy,
FE. In the k plane, bound states are poles on the imaginary axis, whereas resonances occur
for Re{k} > 0 and Im{k} < 0. Due to the two-to-one mapping, the corresponding E plane
comprises two sheets with a boundary given by a branch cut from 0 to co. The bound states
lie on the first for Re{E} < 0, while resonances correspond to poles immediately across the
cut. As the incoming momentum, k, or energy, F, moves across the real axis, the phase
shift becomes /2 at the point where k = k,. How abruptly this happens depends upon
how close k; (') is to the axis. Thus, the resonance width is given by the imaginary part
of kg or Ey.

Alternatively, these arguments can be recast in terms of the energy, E. Since the
mapping from k to E is two-to-one, any function of £ maps into a function of £ on a two-
sided Riemann sheet [see Fig. (2.5)]. With 0 as the phase of E, there exists the relationship

E = |E|e" = k? = k = /|E|e"/?, (2.125)

whence it follows that Im{k} > 0 maps onto the first Riemann sheet, 0 < § < 27. Likewise,
Im{k} < 0 corresponds to the second sheet, 2r < 6 < 4w, where the branch cut from 0 to
oo marks the boundary between the two sheets. In this language, bound states occur on
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the negative real axis (f = 7) of the first sheet, whereas a resonance is associated with a
point on the second sheet, just across the cut. At a resonance, the off-shell energy is given
as

r
Ey=-—2=E, + i5 (2.126)

where I' is the imaginary part that quantifies the resonance width as well as the lifetime of
the resonant state.

2.5.4 Decay of the Resonant State

The expansion of the Jost function (2.123) could have just as well been done in terms of
the energy

Ores(E) = —arg(E — Ey) , (2.127)
for 6y = 0. Recalling that the S matrix eigenvalue is e2res we have $¢(E) = cos Opes +
isin dres. Reading off the sine and cosine from Fig. (2.5), s¢(E) is found to be

E—-E.—i'/2
E) = Ui 2.128
)= 5 E vt (2128)
where the corresponding partial wave amplitude is
Sp — 1
E pu—
foB) = =+
1 r
= e (2.129)

" 2kE—E,+il/2"

The decay of the resonant state is illustrated by considering the time dependent asymp-
totic form of the wave function

P(x,t) = x|[U@D)|¢)

- / H1e N x i)
« (2.130)

ezkm

/ pge /g 4 (5, 6)

T—00 €T

k
= ¢in(xa t) + ¢sc(xv t)

Assuming that all other phase shifts are negligible, the total amplitude can be approximated
by just one partial wave

f(E,0) = (204 1) fi(E)Py(cosb). (2.131)

The scattered wave function in (2.130) is given by
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, o~
Yse(x,t) = const.g / (k) E ]_Dggi fZF/Q) eke—Et) (2.132)
k

Since ¢(k) = (k + |[¢)) can be expanded in terms of spherical harmonics, the angular
integrals separate out and we are left with an integral over F involving a pole at E, —il'/2.
Performing contour integration, it can be seen that the pole leads to a scattered wave
probability |1s.(x,t)|?> that has a decay constant of I'. Thus, we see that the imaginary
part of the energy quantifies the decay rate of the resonance. When describing the problem
of interacting bosons, it will be seen that the many-body analog of this state corresponds
to a system with a complex valued chemical potential.

2.6 Coupled-Channels Analysis

2.6.1 General Description

In this section, we consider a two-channel reaction in which the bound state and the scat-
tering state Hilbert spaces are coupled. The situation can be depicted schematically as in
Fig. (2.6).

Open channel Closed channel
scattering state bound state

Figure 2.6: A schematic showing the possible outcomes or channels of a two-body collision.
In the open channel, two particles go in and two emerge. There is, however, the possibility
that a bound state may be formed, with a different electronic spin configuration than the
incoming atoms. When the Zeeman energy of the bound state is tuned close to that of the
incoming state, the presence of the former becomes appreciable. In general, what we call
“the bound state” may be either a molecule or a resonance. Note that angular momentum
is conserved by considering the rotational degree of freedom of the molecular state.

Due to the difference in spin configurations, a unique potential exists both for the
scattered atoms and the molecular state [see Fig. (2.7)]. A complete elaboration of this
scenario requires the description of a couple of new parameters. In particular, the molecular
binding energy, F, is the energy difference between the bound state and two free atoms
relative to the molecular potential whereas the detuning, €, is defined as the same, but
relative to the scattering potential. In systems with a magnetic Feshbach resonance, the
detuning, and hence the binding energy, can be adjusted using the Zeeman interaction in
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the presence of an externally applied magnetic field. Consequently, the detuning varies
linearly with the field through the species dependent proportionality, 7/ agg

e=—1(B- BI), (2.133)
abg

where B1 is some offset field denoting the zero in the energy difference.

Energy

Internuclear Distance

Figure 2.7: Schematic showing the potential of the closed channel (solid curve) with that
of the open channel (dash-dot curve). The binding energy E and the detuning € are shown
relative to the free level of each case.

Due to the coupling, the complete two-body wave function is represented by the sum of
functions from each space,

) = 7)) + [v¥), (2.134)

where W,P > is the scattering space projection while ’¢Q> is the that of the bound space.
Accordingly, it is most convenient to introduce projection operators P and () onto the
respective Hilbert spaces, such that |17ZJP> = P|¢) and ’¢Q> = @ |¢). Using the standard
relationships, P = PT, Q = Q' and QTQ + PTP = 1, the projection of the Schrodinger
equation, H |[¢) = E [1)) onto the scattering space gives

Hpp [oF) + Hpo[9) = E [oF). (2135)

where we have defined Hpp = PHP and Hpg = PH(Q). Similarly, the bound space
counterpart is

Hqq |¢9) + Hop [¢7) = E[¢9). (2.136)

The scattering space projection of the Hamiltonian contains both kinetic, 7" and poten-
tial V' pieces, which in momentum space become
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(klHppl?) = [ QeI+ VI (6] 0)

k/

= 2K*(k) + // (k|V|K)y(K). (2.137)

kl

Assuming the total bound state projection to be a linear combination of the basis functions,
{|¢n)}, we have

[09) = cnlén)- (2.138)

With the separable potential of Eq. (2.107), the momentum space representation of Eq.
(2.135) is

/
(2K~ E) (k) + Mol19) [ v(K)00<) + Y e (k| Hig| 60). (2.139)
K’ "

Elimination of the coupling term requires an examination of the bound state projection
of the Schrédinger equation given by Eq. (2.136). Since the {|¢y)} are eigenstates of Hgg,
their eigenvalues quantify the energy difference between their binding energy and the lowest-
lying scattering state. Recognizing these quantities as detunings, given in Eq. (2.133), we
project the molecular equation (2.136) onto one of the basis states, |¢,), thus solving for
the coefficients, ¢,

Aay, ' / /
20 [y, (2.140)

k/

Cp = —

which implicitly defines the coupling constants through
Hap [K') = Aajo(K) |6;). (2.141)
J

In elucidating the vanishing of the coupling with the interparticle interactions, the coupling
strength is chosen as a product between the parameter a and the atom-atom interaction
strength, A. Substitution of the coefficients into Eq. (2.139) gives

2 !
(2k* — E) v(k) + (A —\? Z EO‘"E> v(k)/ v(k (k') =0, (2.142)
n n Kk’

thus illustrating the effect of coupling to many-body bound states. In subsequent analyses,
it will be assumed that the effect of the highest lying molecular state is dominant over the
ones below. Alternatively, taking a single resonance may be thought of as the net effect on
the system of all real bound states. In either case, a coupled two-channel analysis suffices.
Comparing Eq. (2.142) with the usual single channel result (a = 0), it can be seen that the
binding to molecules is included in the analysis by the replacement,
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A2a?
e— E°

Hence, this prescription is used to include the possibility of binding to a molecular state.

A— A=

(2.143)

2.6.2 Molecular Binding Energy
The full T-matrix is found by the substitution of (2.143) into Eq. (2.109), thus giving

2(0) (A _ jii)m())

A202 ! (k)2 '
1 _
+<)\ e—E)/ 2k?2 — F —ie

k

(0]710) =

(2.144)

Since the poles of the T-matrix locate the bound states, the binding energies are given by
the values of E where the denominator vanishes. Repeated application of Eq. (2.110) in
conjunction with some algebraic manipulations unveils the following equation for the zeros,

1 %11 v(k)? N a?
8map, 2 E2k2 473 e+ 293 — Xa?
Kk

=0, (2.145)

where the binding energy has been defined as —E = 272. For negative background scattering
lengths, the limit of zero range, b — 0, may be taken where, according to (2.110) and (2.111),
A — 07 and v(k) — 1. In this limit, Eq. (2.145) reduces to a cubic equation in the square
root of the binding energy!,

1
9

2.6.3 Full Scattering Length

Using the E = 0 form of Eq. (2.143) in Eq. (2.110) results in an expression for the effective
scattering length due to the presence of the molecular state,

1 1 8ma?
—_— =+ ——. 2.147
ale)  apg * € — a2 ( )

Defining the resonance width, AB, and the resonant field, By, in terms of the detuning
proportionality, 7, offset field, B1, and the coupling parameter, a, such that

AB = 87ra29042/77

)\a2a§
By = Bl1-AB-+ g (2.148)
n

allows the scattering length to be put into the standard form, explicitly dependent on the
magnetic field,

Tn evaluating this integral, we have taken k = 7o tanu, so that only roots with vo > 0 are permissible.



2.7. Numerical Examples 61

a(B) = ay, (1 - BA_E;)) : (2.149)

2.6.4 Two-Body Interactions Modeled by a Resonance

Upon closer inspection, Eq. (2.142) indicates a way of modeling the background interactions
directly from a single resonance. If there were no potential present, but only a resonance
with coupling parameter g and detuning e, Eq. (2.142) would become

2

(2k* — E) ¥(k) + — //v(k’)w(k’) =0. (2.150)

en — F
k/

Choosing a detuning far enough away from the binding energy, |¢| > |E|, the effective
interaction strength is ~ —g? /e which can be chosen equal to the original separable potential
strength, A.

Although it may appear that the two-body interactions can be replaced with a single
resonance, it must be pointed out that this is an alternative way of modeling the physics that
gives rise to the background scattering length, not a substitute for a potential. In reality,
both potential and resonances would be responsible for the background value. However, in
the zero-range limit, it will be seen that this substitution is identical to having a potential.
As a consequence, a substantial simplification of the many-body Hamiltonian results.

2.7 Numerical Examples

Due to the fact that the interaction range is a free parameter in the preceding analysis, our
initial attention will be confined to species with negative background scattering lengths,
where the limit of zero-range can be taken. Therefore, both binding energy and scattering
length plots will be given for the bosonic species of 8°Rb and the fermionic species SLi.
Table 2.1 gives the parameter values of some common BEC isotopes'. Note that, unlike
the case of ®Rb, OLi has a sign discrepancy in the full scattering length as it is described
by the form a(B) = aypg[l + |AB|/(B — Byp)]. In order to accommodate both cases in Eq.
(2.147), it is necessary to denote the resonance width as a negative quantity in the Li case.

’ Isotope ‘ apg (ao) ‘ n (G ‘ By (G) ‘ AB (G) ‘

85Rb -450 -30 154.6 11

8Rb | 109.6 2.3 1007.34 | 0.17

BNa 64.3 0.245 907 1
SLi -1405 18.2 834 -300

Table 2.1: Table showing numerical parameter values for some common isotopes used in
atomic BEC, where ag is defined as the Bohr radius.

'The parameter values of 3*Rb were obtained from S. J. J. M. F. Kokkelmans (2002) and E. A. Donley
(2002), whereas those of ®Rb and 2*Na were found in V. A. Yurovsky (2003) and V. A. Yurovsky (1997),
respectively. Finally, the ®Li parameters came from M. Bartenstein (2004) and from Fig. 2.8.
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The origin of the scattering length expressions’ sign difference arises from the Zeeman
proportionality, 7. As shown in Fig. (2.8), the nearly zero molecular state energy crosses
the Zeeman energy of two free atoms from below threshold. As such, the energy difference
between the “bare” molecules and the free atoms is negative below threshold (B < B1),
hence, by Eq. (2.133), there must be positive value of 1 determined from the magnitude
of the slope of the free atom Zeeman energy. On the other hand, the molecular ®Rb state
crosses its continuum state from above threshold, thereby giving a negative 7.

E/h (GHz)

Lo v
“0 200 400 600 800 1000
B (Gauss)

Figure 2.8: Figure showing %Lis molecular levels near threshold. The line starting at F =
B = 0 shows the Zeeman energy of two separated atoms, while the narrow resonance at
534 G and the broad resonance at 834 G start as two different, but nearly degenerate
spin components of the v = 38 vibrational level of the singlet ¥, molecular state. The
magnetic moment of the “bare” molecular state, that is the state without interactions with
the continuum, is zero. Thus the detuning or energy difference between the bound and
free states is due primarily to the Zeeman interaction of the two free atoms. The I = 2
spin component interacts very weakly with the continuum, becoming the narrow resonance
AB = .01 G as threshold is crossed near 534G, shown by the upper arrow. In contrast, the
I = 0 spin component interacts more strongly with the continnuum, yielding the broad 300
G resonance given in Table 2.1. In the latter case, the threshold crossing is depicted by the
lower arrow at 834 G. Note that in the above figure, threshold occurs at B = By whereas,
we have a shifted value (B = B1), given by the detuning definition of Eq. (2.133). This
figure was provided through private correspondence with P.S. Julienne.

Using the numerical values from Table 2.1, Eqgs. (2.146) and (2.147) are employed in
generating plots for the binding energies and full scattering lengths, respectively.
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Figure 2.9: For the case of ®®Rb, (a) shows the full scattering length of Eq. (2.147), with
the horizontal dashed line as the normalized asymptotic background value and the solid
vertical indicating the location of the resonance at 154.6 G. (b) With a vertical, dashed
boundary line separating the region of positive from that of negative scattering length, a
plot is shown of the 8°Rb binding energy for the zero-range case of Eq. (2.146). Approaching
the resonance, both the scattering length and molecular size become unbounded, indicating
an increasingly weakly bound molecular state. Confirming this intuition, the binding energy
is seen to increase from zero on resonance. For the case of 5Li, parts (c) and (d) show the

respective analogs of (a) and (b).






Chapter 3

Many-Body Formalisms

The purpose of this chapter is to provide a context for the many-body variational formalism
used in the analysis of atomic systems at zero temperature. In Sec. 3.1, the many-body
state vectors are constructed as direct products of the single particle states. Section 3.2
then discusses the second quantized form of the operators that act on these states. Since
the ladder operators create and destroy particles, the entire Hilbert space can be generated
by their action on the vacuum state. Hence, it is most convenient to work in the Fock
space, which has an indefinite particle number. By counting particles in the appropriate
way, the creation and annihilation operators can be used as a basis for the many-body
operators. Finally, Section 3.4 describes coherent states for both the bosonic and fermionic
cases, where the former will be used in constructing a variational Gaussian ansatz in the
analysis of model Hamiltonians.

3.1 State Vectors

Having reviewed the essential features of one-body quantum mechanics, the extension to
many particles becomes a straightforward generalization!. To construct a basis for the
many-body state, we define the N particle Hilbert space as a tensor product on the N

single particle spaces

M= HRAHD...QH. (3.1)
N

Basis vectors constructed in this way are then simply tensor products of the orthonormal
bases of each single particle space:

Br...0N) =161) ®...®|BN), (3:2)
where completeness is inherited from the individual bases,
> 1B BN)(Br-. Byl =1, (3.3)
B1...Bn

The corresponding wave functions are given by the coordinate space projections in the
natural way

'Here we follow the development given in Negele and Orland, Chap 1.

65



66 Chapter 3. Many-Body Formalisms

Y(X1,..,%XN) = (X1...xN(B1 ... BN)

(3.4)
= ¢51(X1) R ¢BN(XN> s

where ¢g, (x;) is the wave function of a particle in state |3;) at location x;!.

In nature, it is found that the Hilbert space .7 is split into two classes: one for all
wave functions symmetric under particle exchange and one for functions antisymmetric
under particle exchange. Symmetric many-body wave functions correspond to bosons, or
particles with integer spin, whereas the antisymmetric case describes fermions which have
half integer spin. To accommodate this requirement, it is convenient to define an operator
that naturally splits % into bosonic, By, and fermionic, Fy, Hilbert spaces. Hence, it is
common to introduce symmetrization, Pg, and antisymmetrization, Pr, operators whose
action on the base kets projects out the symmetric and antisymmetric components

1
‘P{g}uﬁ...ﬁN>::]v!j;jcpu%a-..ﬂpN>. (3.5)

For bosons ( = 1, whereas for fermions ( = —1. Additionally, the exponent P denotes the
permutation’s parity which is defined as the number of transpositions required to obtain
the original |3; ... (). Finally, the sum in (3.5) is over all N! such permutations with the
notation Pj ... Py representing a single permutation in the set. Symbolically, the boson
and fermion spaces are given by

By = PN

(3.6)
Fn = Prity .

Since the operator P is a projector, it can be shown that P? = P.
An assembly of bosons or fermions with one particle in state (1, one in (2, and so on is
reproduced by the state with the proper symmetry

B1...0n} = CP1Bp, .- Bry) - (3.7)

1
WD

N7
From this construction, it is easily seen that if two fermionic particles occupy the same state

(81 = (2), then the entire vector vanishes. The inner product of two such vectors is given
by

{81 ... BxIBr-. . BnY =D (T (BiIBR,) - (BN|Bry)
P

=P ns!,
B

(3.8)

where we have used the fact that P? = P. For fermions, can only be one particle in each
state, |3), reducing this result to (—1)”. On the other hand, some of the bosonic states

'Note that the ordering in (3.4) is important, since (1 ...Xn|0Bn ... 51) = ¢ay (X1) ... dp; (Xn)-
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may be degenerate, indicating that there is more than one boson in the state. If there are
ng bosons in each unique single particle state, |3), then there are ng! permutations of the
particles that do not change the overall many-body state |3; ...0x}. The product of each
gives the sum over all permutations in (3.8). The fact that there can be many bosons in the
same quantum state gives rise to the phenomenon of Bose-Einstein condensation, where a
macroscopic number of particles reside in the ground state. Due to this degenerate ground
state occupation, it is beneficial to define a mean field or order parameter, 1, with the
absolute square giving the density of condensed bosons.
From (3.7) and (3.8) an orthonormal basis for By or Fy can be constructed as

Br.. ) = —— S CP1Bp, - Oy (3.9)
1/Al\f'l_[ﬁnﬁ' P

Taking two arbitrary sets of single particle states, {a} and {3}, it is convenient to define
the overlap matrix as all inner products between the two sets:

M;j = (ailBy) - (3.10)

Using this definition, the wave function corresponding to the state in Eq. (3.9) is given by
the product

X X :; P X X
(x1...xn|B1...BN) \/]ng Bpp, (X1) - - Pap (XN)- (3.11)

For the bosons, ( = +1 with the summation being a permanent, or a sum of the products
of all possible elements of M, giving the bosonic basis wave functions,

(Xl .. .XN|51 .. ﬂN> = wﬂl..ﬂz\/ (Xl, .. .XN)
1 , (3.12)

Alternatively, the fermionic basis consists of the familiar Slater determinants,

Ui 06 368) = et [0, )] (3.13)

where ng = 1 since there is only one fermion per state.

3.2 Many-Body Operators

Now that the many-particle basis states have been described, it is possible to discuss the
action of operators on these states. In most cases of interest, the Hamiltonian of the system
will consist of one and two-body operators. By definition, a one-body operator acts on each
particle individually, with the net effect represented as a sum over all particles. Similarly,
two-body operators act on all distinct particle pairs, with the total effect being a sum on the
pairs. Hence, the pseudopotentials discussed in Sec. 2.4 belong to this class of operators,
for example. In general, an N-body operator acts on all distinct N-particle groups in the
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assembly. Although present, N-body forces are usually weak and will therefore be ignored
as higher order effects. Mathematically, the typical many-body Hamiltonian has the form

~»
N

N N
B3y 0+
i=1 i=1

N A~
> V. (3.14)
i£j=1

As indicated, the kinetic energy, Ti, and the external potential, U;, operate on individual
particles, whereas the particle-particle interaction, V;;, operates on all distinct pairs'. For
example, the kinetic energy operator in the momentum basis acts as?

N
Tlki...ky)=> K[ki...ky). (3.15)
=1

Not surprisingly, the one-body operator matrix elements are completely determined within
the single particle Hilbert space,

N

(o1...an|UIBr ... Bn) =Y [ [{eelBe) - (il U183) . (3.16)

i=1 (i

Similarly, two-body operators act on particle pairs and as such are completely determined
by their matrix elements in the Hilbert space of two particles, 77 ® :

(a1...an|VIB1 ... Bx) = %Z TT (el ) - (s 05[V718: 35) (3.17)
iy

Finally, two-body interactions are said to be local when they have the form

(x1%2|V|x3%4) = 0(x1 — x3)8(x2 — x4) V(X1 — X2). (3.18)

3.3 Fock Space and Ladder Operators

By repeated action on the vacuum state (defined as the state with no particles) the ladder
operators can generate the entire Hilbert space. Additionally, these operators can be paired
in ways that provide a basis for the expression of the many-body operators of the previous
section. As a starting point, the destruction operator, ay, is defined by its action on a
properly symmetrized basis state of By or Fy. Since it is required that a) decrease the
number of particles in state |A) by one, the action on some state |31 ... Sx) can be expressed
by using (3.2) and (3.7):

1Since we will only be concerned with indistinguishable particles, all operators are invariant under any
permutation of the particles.
2Recall that energy is on the scale of hZ/ 2m.



3.3. Fock Space and Ladder Operators 69

ax|Br...An} = Z PaxlBpy) ® [8p,) @ 1Bp;) @ ... @ |Bpy_,) © [Bpy)
P

ﬁ\

ﬁ\

{CO > 0xpp, 18P,) @ 18ps) - © 1Bpy_, ) |Bry)
P

+CD O, 8P ® [0p,) ® ... @ |Bpy_,) ® |Bpy)
P

+ ...+ CNil ZdAﬂN|ﬁ731> ® ’6792> ® ‘ﬁP3> ®...® /BPN—1>} :
P

Using the definition of the basis states in (3.9), the summations on the right-hand side
reduce to the following

axlBi... By =C"0xp 18205 BN} 4+ COrnp|B1 B3 But + ...
+ ¢V 0y 1B B2 B3 Bt}

N
= Z ¢ oag B Bic1 Bivr .- BN (3.19)

=1

Similarly, for the normailized state we have

N
axfi...0n8) = \/% D ¢ oag 1B Bica Bisr - ) (3.20)
i=1

Because there are no particles in the vacuum state, the annihilation operator must
obliterate it completely,

ax|0) =0. (3.21)

Writing the annihilation operator as a linear combination of a coordinate and a momentum
leads to the configuration space form of (3.21):

(& + ik) |0) = (x + Vx>¢o(x) ~0. (3.22)

From this relationship, a Gaussian wave function, 1o (x) = (27)3/2¢=%"/2, is seen to satisfy
the requirements of the vacuum. This observation provides motivation for the Gaussian
variational procedure as discussed in the next chapter.

The adjoint of (3.20) reveals the action of the creation operator, ai, through the evalu-
ation of the matrix element between two arbitrary states as

N
{,61 - ﬁn|a§\a1 - am} = Z Ciilé)\gi{ﬁl o ﬁi—l ﬁi—i—l - ﬁn\al - am} . (323)
i=1
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This expression is nonzero only if n = m + 1, thus indicating that ai increases the number

of particles in |aj ..., } by one. In analogy with (3.19) and (3.20), we have

all1...An}t=ABr...Bn}, (3.24a)
allBr...Bn} = Vix + 1A Br...Bn) - (3.24b)

As seen from these relationships, the creation operators do not act within one space,
By or Fy, but instead take elements from By /Fy to Byi1/Fn+1. If these operators are
to act within a closed vector space, then it is necessary to define the Fock space as a direct
sum of the Hilbert spaces with 1,2,3,...,n,... particles, where the respective Fock spaces
of bosons and fermions are

B:&@&@manzam, (3.25)
f:fo@fl@fg@...zéofn, (3.25b)

where By = Fy = |0) and By = F; = . By their action on the basis states, the ladder

operators’ commutation relations can be deduced. First, the product aial acts on an

arbitrary state in the following way

alal |1, By} =\vBi... By}
=(lvApBi...Bn} (3.26)
= Cafal |81 ... On} -

Being an arbitrary state, |51 ...0n}, can be factored out, leaving a relationship between
the operators. Because ¢ = +1 for bosons and —1 for fermions, (3.26) gives the respective
commutator or anticommutator, which is compactly expressed by the notation

[a;, all ¢ = a; al, — Cal ag =0. (3.27a)

v
Taking the adjoint gives
lax,av)—¢c = axa, —Cayay =0. (3.27b)

Likewise, the application of (3.19) and (3.24) obtains the commutator and anticommutator
of the product a) al. Operating ay a,, and a, a) on an arbitrary state, we have

N
ay CLJIL ’51 .. ﬁN} = 5)\,,’61 ... ﬁN} + Czci_lé)\ﬁiwﬂl o Bl ﬁz’—&-l .. ,BN} (3.283)
=1

N
abax|Br...Bn} =D g lvBi.. . Bic1 Bt Br}, (3.28b)

i=1
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where the combination of (3.28a) and (3.28b) completes the commutation relations for a
and af:
lax,al]_¢ = axal — Cal,ay =6y, . (3.29)
Under a change of basis, the orthonormal set {|3)} is transformed into {|3)} using the
relation |B8) = >_5(B|8)[6). In this new basis it is useful to specify the action of ag a;
terms of the old ag, a;. To accomplish this, consider the action on an arbitrary state in the
new basis,

in

aglBy-. B}y =185 Bn}
= ;ﬁl@agml . Ba}, (3.30)
which implies
al = Eﬁjwm -
"8 Zﬁ:w'ﬁ) a8 (3.31b)

If the transformation is canonical and the new basis is orthonormal, the commutator
algebra has the same form as in (3.27) and (3.29). For example, in the coordinate basis,
{|X>} the creation and destruction operators are more commonly known as field operators,

(%) and ()"

P =3 "(81x) af; = > gp(x)*al, (3.32a)

5 5
b(x) =D (xIB)as = ép(x)as. (3.32b)
5 5

In this case, the unitary transformation matrix is composed of the set of wave functions,
{¢p(x)}, in each of the states {|3)}. The field operator commutators are given by

['&(X)T?&(Y)T} - [[&(X),l[)(y)] <= 0,

(3.33)
(D), o) _ = o(x~y).

In addition to generating the entire Fock space from the vacuum state, the creation and
destruction operators also provide a convenient basis from which to construct the various

'Because of the generality of the subscript notation, no further distinction will be made between the
ladder operators and the field operators, thus keeping the basis general unless stated otherwise.
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operators acting on this space. One fundamental element of this basis is the number operator
which counts the number of particles in some particular state, |3):

ng = a}; ag (3.34)

Hence, the total number operator sums the numbers in each single particle state,

N=> ig=> alag. (3.35)

B
When expressed in terms of the creation and annihilation operators acting on the Fock
space, the operators defined in Sec. 3.2 are said to be in “second quantized” form. First

consider a one-body operator, T, diagonal in the orthonormal basis {|8)}. By Eqs. (3.2)
and (3.7), the action of 7" is given by

Tﬁl...ﬁN}zJ%Zcpﬂzfpn@--.@wm)- (3.36)
P

According to (3.15), the one-body operator acts on each individual single particle state in
the tensor product, resulting in a sum over the eigenvalues

N
716y} = 300 DT ) 9.9 By
P i=1

N
= ZT@-Wl .. On} (3.37)
=1

=> TsnglB...Bn) .
5

Since 7' is diagonal in {|3)}, the eigenvalues are denoted by T = (B|T|5). In writing the
last step in (3.37), use has been made of the fact that summing the eigenvalues over each
particle is equivalent to a sum over states, where the number in each state gets multiplied
by the corresponding eigenvalue. Thus, the diagonal representation of T is

T =Y (8IT|8)alag, (3.38a)
E

from which is implied the generalization to an arbitrary basis:

T=> (o|T|B)al,as. (3.38b)
ap

In coordinate space we have

(3.39)
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where we have used the fact that (y|T|x) = —d(y — x)V2, in units where h?/(2m) = 1.
Similar steps are followed in obtaining the form of the two-body operator. In the basis,
{lae B)}, where V is diagonal, its action on an arbitrary state is

VIBi...0n} = ZCP . Z Bp, B, 0P1) @ .. @ |Bpy)

75
’ (3.40)

N
= % > Vi 1B B}

i#]
Unlike the one-body operator case, the summation here is over all particle pairs, with the
factor of 1/2 taking account of double counting. In order to convert this to a summation
over pair states, an operator must be constructed to count the number of particle pairs. If
some particles are in state |a) while others are in state |3), then between these two states,
there are n, ng pairs if o # 3, but nyng — 1 pairs if @ = 3. Therefore, the pair counting
operator is given by

Nafg — 0 g Mo = aL Qo agag — 504/3&2 Qq

= aLCaL Ao a3 (3.41)

= a, aTﬁ ag Ga
where use has been made of the commutators (3.27b) and (3.29). Note that the ordering is
such as to include both bosonic and fermionic cases. Substitution of (3.41) into (3.40) gives
the diagonal representation of the two-body operator!

V==z Z BV |a B) a% agaq , (3.42a)
with the generalization
V== Z (aB|V|0v)al, aTﬁ as Q- . (3.42b)
aﬁwi

If the interaction is local as in (3.18), this operator has the coordinate space representation

1

V= [ V-6 o) ) 0. (3.3

X,y

Equations (3.38b) and (3.42b) express the one and two-body operators in terms of
the particle creation and destruction operators that act on the Fock space. From these
constructions, it can be seen that the procedure simply involves a sum of the products
between the operator’s matrix element and the combination of a and af that count the
number acted upon by the operator. For example, the “second quantization” of a general

Here, Vs = (a8|V]a).



74 Chapter 3. Many-Body Formalisms

n-body operator would involve the specification of the matrix element in 7y as well as the
construction of the operator that counts all distinct n-particle groups in the assembly. In
what follows, we use this formalism to express the Hamiltonian as well as other operators
of interest.

3.4 Coherent States

Although permanents and Slater determinants can be used as bases for B or F, coherent
states provide a useful basis especially when discussing variational many-body approaches.
Since the two spaces have different commutator algebra, each is discussed separately. In
either case, however, a coherent state, |¢), is defined as an eigenstate of the annihilation
operator, ag:

ag|¢) = ¢alo) - (3.44)

Application of the commutator on the coherent state gives unusual properties of the eigen-
values for the fermionic case. In particular we have

[Gar $5] _¢ = Pabp — (St =0, (3.45)

which, for fermions (¢ = —1) implies that the eigenvalues are Grassmann variables instead
of ordinary numbers as in the bosonic (¢ = +1) case. We deal with the bosons first, then
outline the appropriate analog for the fermions.

3.4.1 Bosonic Case

Boson coherent states are important for the subsequent variational formalism which relies
on a coherent state trial wave functional. When discussing coherent states, the occupation
number representation is most convenient to use, where |ng, ng, ...ng,) denotes a normal-
ized, symmetrized state with ng, particles in state |31), ng, particles in state |f2), and so
on. In this representation, any coherent state may be expanded as

[6) = D Pngy g, |py 15, ) (3.46)
{ns}

where the summation is over all occupation numbers in each of the states. Application of
the annihilation operator results in

aﬁi’¢> = Z ¢n@1...nﬁp,,,\/nﬁi ‘n,gl e (Tlgi —-1)... ng, .. )
{ns}

= 93, Z ¢"61~-~”ﬁp~~|nﬂl ng, ) (3.47)
{ng}

= ¢5i Z d)ngl...(nﬁi—l),..nﬁpm|nﬁl . (nﬁi - 1) S NB, > .
{ns}
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The last line follows from the eigenvalue equation (3.44) along with the recognition that
the summation is over all occupation numbers. Repeated use of the destruction operator
applied to all of the states in |¢), gives the coefficient in (3.46),

T”L,gZ

Png, .. (3.48)

Noting that |ng, ...ng,...) = Hi[(agi)"ﬁi/\/n@!] |0), the coherent state in (3.46) can be
expressed as

B

TR E

{ng} 1
— Xs90h|0) (3.49a)
(| = (0] eX0 %5 (3.49b)

Using this form, the action of the creation operator on the coherent state is given by

al[6) = afy X %% o)
0
= 905 ), (3.50a)

with the adjoint,

(¢lag = (9] (3.50D)

0
*
In addition, it is useful to calculate the overlap of two coherent states, obtaining a form

dependent upon the set of eigenvalues {¢g}. Using the expansions in the occupation number
representation, the inner product is

d)/*n@?
@) => > 11 % H(\/L Gy nlgy ol ). (3.51)

{ns} {ng} i

Due to the orthonormality of the states {|3) }, the scalar product reduces to §

) ro..
ngy Mg, ngp N,

thus simplifying the result:

(ple') = e2n %95 (3.52)

Such a Gaussian will be used as a trial state in the variational method discussed in Chapter
4.

Any Fock space vector may be expanded in terms of the coherent states, a fact implicit
in the coherent state closure relation
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dohdog .
JIZ0 e =g = 1. (3.59)
B
Hence, the coherent state expansion of |¥) is
dosdog . .
= [T] 57 e S w() jo). (354)
B

Just as (x|1)) = 1p(x) is the coordinate representation of the single particle state [¢), (¢|¥) =
U(¢*) is defined as the coherent state representation of the many-body state |¥). In the
bosonic case, ¢, also known as the field, is representative of the set of eigenvalues {¢,}. In
contrast, no such field exists in the fermionic case. Using the adjoint of (3.44) with (3.50b),
the field dependence of the creation and destruction operators can be obtained by their
action on the bras:

o . B
(Plag W) = 87)2 V(¢") = ag = 3% (3.55a)
(¢lal; | W) = ¢} (6") = al, = ¢} (3.55b)

3.4.2 Fermionic Case

In this section, the fermionic coherent state is developed as an analog of the bosonic case.
Unlike the bosons, however, the destruction operator eigenvalues anticommute, as seen from
(3.45). Fortunately, the Grassmann algebra provides the theoretical scaffolding required for
such numbers.

A Grassmann algebra is given by a set of generators, {4}, which anticommute

§alp+Epla=0. (3.56)

Consequently, the square of a generator must be zero,

2 =0. (3.57)

Such an algebra has elements that are linear combinations of all distinct generator products,
{1,60,8088, - . £a €&y .. .}. By this construction, the Grassmann space is 2" dimensional,
given n generators. In other words, every element either contains or does not contain each
of the generators.

A space with 2p generators is obtained by conjugation. Given p generators, &1,&2, ..., &,
the complementary set is obtained with &7,&3, ..., &;, where conjugation is defined as

()" =&, (3.58a

(&) =& (3.58b

)
(M) =X¢, (Ae0) (3.58¢
(5061 s gan)* = on cee 21 . (3.58d
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As a demonstrative example, consider the algebra generated by £ and £*. Because of the
anticommutative property (3.57), this space only admits functions having the linear form

f(&) = fo+ fi&, (3.59)

whereas operators assume the quadratic form

0" &) =cotal+el +ef€. (3.60)

Grassmann algebra derivatives are performed in the usual way, except for terms involving
operator products, in which case the generator being differentiated must be anticommuted
through the product before the derivative can act. Thus, we have a% & =1and 6% e = =&~

As expected, the operators 6% and 8%* anticommute, as illustrated by their action on O:

685 O(f*, f) = C1 — C12 f* (3.61&)
g 0
e 9E O(§",¢) = —c12. (3.61b)
Similarly, we have
875 8§* O(é*ag) = C12
5 8 (3.62)

Since O is arbitrary, this verifies the anticommutator.
Grassmann integration is defined by the following

/d§1 - /dg* 1=0 (3.63a)
[ace= [ace =1, (3.63b)

with the caveat that d§ and d&* are not Grassmann numbers so they are not conjugate
variables.

Another useful operator is the § function, which can be obtained through an analog of
the normal Fourier integral form:

s(6.€) = [anee)

= /dn[l —nE-¢)] (3.64)
- —(c-€).
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To test that this is indeed the Grassmann delta function, it is applied to f(&'):

/ de' 5(¢.¢) F(€) = / de' (€ — &) (fo+ h &)
=fo+ f1€.

(3.65)

Having reviewed these basic features of Grassmann algebra, it is now possible to apply
this formalism in constructing a fermionic coherent state. Such a state does not lie in the
ordinary fermionic Fock space, as it must be produced by linear combinations of ordinary
Fock space states with Grassmann generators as coefficients. Consequently, a generator, &,
or £, is associated with its respective destruction, a,, or creation, a,, operator. Such an
association requires a set of rules governing the products between a generator and a ladder
operator. Therefore, it is natural to impose the following requirements:

[éom aoz]+ = [5047 QL]JF =0 (3.66a)
[6arap] - = [€aal]_=0,a#8 (3.66b)
(Ca)t =alet. (3.66¢)

In analogy with the bosonic case (3.49), the fermionic coherent state is constructed as

€) = e~ L% o)

=[J(1—-¢sal) o) (3.67a)
8

with the adjoint

(€l = JT(1 -~ asgp)
8

=0 [T +&5as), (3.67b)
5

where we have used the linearity property (3.59) in defining the exponential in the Grass-
mann algebra. It must now be verified that the coherent state constructed in this way is in
fact an eigenstate of the destruction operator, a,. Along with (3.57), we use (3.67) and the
commutation relations (3.29) to obtain
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a |€) =aa [](1-¢sal) (1-&aal)(0)
Bra

= H (1 — fg GTB) (% (1 - 504 QL) |0>
BFo

= [1(1-¢saf)éal0) (3.68)
BFa

= H (1 — fg CLTB) éa (1 —&a a&) |0>
BFo

:éa‘£>'

Hence, the construction (3.67) is an eigenstate of a as expected. Furthermore, the same
Grassmann rules are employed in finding the action of a' on the coherent state,

alle) = al, T (1 - &sal) (1 - €aal) 0)
B#a

=[] (1 - ¢sal) af, 0)
B#a

0
= J[1—¢sdl)0)
O 1, 8

(3.69)

0
= =16
9a
It can be directly verified from (3.67b) that the adjoint of (3.69) is
(€laa = oo (€ (3.70)
o= g (&l .
From the above, we construct the analogs of the bosonic results of equations (3.52),
(3.53), (3.54) and (3.55). For the overlap of two fermionic coherent states we have

€ley =TJ(1 +€35) = e (3.71)
B

Since any vector in the fermion Fock space can be expanded in coherent states, there is a
closure relation given by

/H defdes(1 - €58) 1€)(€] =1, (3.72)
g

whence, the coherent state expression of any many-body fermionic state, |¥) is

v) = / T e des(1 - €569) W€ [€). (3.73)
B
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where W(£*) is the projection of |¥) onto the coherent space. Finally, the creation and
destruction operators have the form

(€laf| W) = &5 (£7) (3.74a)
0

lagl¥) = — V(& 3.74b

(€|ag| ) o€ (€%) (3.74D)

with (3.74a) following from (3.68) and (3.74b) from (3.70). Although not the emphasis in
this work, the fermionic formalism has been included for completeness. Moreover, as there
has been increasing interest in producing composite Bose-Fermi superfluids in atomic traps,
the fermionic coherent states can be applied to further extensions of this work. Indeed, a
variational form of (3.67a) has been used in the famous BCS theory of superconductivity.



Chapter 4

Variational Method

This chapter establishes the basic formalisms applied in the analysis of the model bosonic
systems discussed herein. Using the coherent states of the previous chapter, it is possible
to generalize the single particle variational principle to the many-body case. Section 4.1
describes a Gaussian trial wave functional which can be used to stationarize model Hamil-
tonians. For the special case of a static, uniform medium, Section 4.2 gives the stationary
solutions that explicitly determine the unknown parameters in the trial functional. Expand-
ing around these stationary points, the small oscillation equations of motion are developed
from which the excitation spectrum may be derived. Finally, Section 4.4 discusses a more
conventional perspective involving the Gross-Pitaevskii equation for the order parameter.
From this analysis, it is demonstrated that the chemical potential is the phase of this pa-
rameter, which can be consistently defined in two different but equivalent ways.

4.1 Gaussian Variational Principle for Bosons

For the bosonic case, we review the variational procedure whereby a Gaussian trial func-
tional is used in calculating the mean value of the many-body Hamiltonian'. Constrained
by a fixed particle number, this quantity is extremized to determine the ground state of the
model, which then gives the equation of state. To understand this approach, we begin by
defining an effective action for the time-dependent quantum system,

S = /L(t)dt: /dt<¢,t|i8t Al b, (4.1)

where |1, t) is the many-body quantum state and H is the Hamiltonian. For a system of
bosons interacting through some two-body potential, V', the second-quantized form of the
Hamiltonian is

~ ~ ~ 1 PN PN
H =73 i Tapbs + 5 D PldfVapsrtsty (4.2)
af afyo
where T, 5 represents a kinetic energy operator as well as any one-body potential acting on
the system. In addition, the quasiparticle creation, ¥, and destruction, ¥, operators can

'The variational procedure discussed here was first put forth in A. K. Kerman and P. Tommasini (1997).
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be written in terms of the field operator “coordinate”, é, and its conjugate momentum, 7,
as

(4.3)
ot = 1 (qg i )
le% \/5 (0% (0%
As usual, the field operators’ commutation relations are
|:<Z)a7 Qgﬁ:| = [’ﬁ'a,’ffﬁ] =0
(4.4)
[iﬁaa ¢ﬁ:| = 5o¢ﬁ )
which imply the following commutators for 0,
[Vastip| = [, 0] = 0
(4.5)

|:77Z}ou 7]’;:| = 5aﬁ
In the functional Schrodinger picture, the state vector, |1, t), depends on the field ¢/,

. t) — o [¢t] . (4.6)

Consequently, the action of the operators gﬁ and @Z on this state are defined as

balth,t) — got [¢,1] (4.72)
Al t) = =i [ (1.7)

To extremize the Hamiltonian of Eq. (4.2) we will employ a Gaussian trial functional that
is parametrized by a width, G;ﬁl, its canonical conjugate, ¥4, and a source term;

0 [94] = Neww ) =30, 0) [ G (1) — St ]5% REODENCIENCE BT

where N is the normalization and the fluctuation is given by the field minus its mean,

0¢0(t) = ¢ — dalt) . (4.9)

Containing only terms involving equal numbers of ¥ and W, the Hamiltonian must therefore
remain invariant under any phase transformation of the trial functional,

[, 8) — N0 g 1) (4.10)
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In other words, the invariance with respect to the phase angle, 6(¢), must be intimately
connected with a fixed total particle number, N. Inversely, the fixed particle constraint
must induce a mode of zero energy, as the Hamiltonian is invariant under changes in the
continuous variable 6. Hence, this so called Goldstone mode will be seen to be a feature of
a small oscillation analysis in the Random Phase Approximation (RPA).

In this formalism, the mean of any operator, O, is calculated from the functional integral
.00, = [ Dot [, 0w [6'e]. (4.11)
Since the Hamiltonian of Eq. (4.2) will involve terms of the form < i) > and < Tigy >,

it is useful to construct creation and destruction operators explicitly for the Gaussian of
Eq. (4.8)!. As linear combinations of the ¢ and #, these operators are found to be

40 = > Goslh { > [ ) + %yt >} [64(0) = 6,(0)] = i [a(t) - m(t)]}

- \2 zﬁ: Gaglt { > [ — X, (t )} [q%(t) - %(t)] +i[7p(t) — w@(t)]}
(4.12)

such that

L gty [0,

i ,
NGRS 7 (413)

Ca(t) ¢, 1) —

Using the commutation relations of Eq. (4.4) we have

[e4(0),65(0)] =~ Gas(t (4.14)

Inversion of Eq. (4.12) allows the quasiparticle operators to be expressed as linear combi-
nations of ¢ and éf,

—QZ[ t) + i%ap(t) + ;5043] ep(t)

) , (4.15)
-3 [4 0) = () = 300a] 40+ = 6a(8) + ima(0)]
Employing Eqgs. (4.12)-(4.15), all required mean values are calculated,
R 1 1
(¥, t{a(t)[¥,t) = 7 [ba(t) + ima(t)] = ﬁwa(t) (4.16a)

A similar construction was used on the vacuum state of (3.21).
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(W, t|a (£)dba(8), 1) = —Dag(t) + %%(t)wﬂ(t) (4.16b)

(W t1PL ()b (1) |, 1) = Rap(t) + %wzwﬁ(t) (4.16¢)

(0, 8 ()D] () (£) s (£)]4h, £) = Diag(t) Doy () — Diss (885 ()5 (£)
+ Ry (t)Ras(t) + Rsp(t) Ray (1)
+1/fg( )15 () Rary () + 95(t)1hy (£) Rary () (4.16d)
Vo ()05 (t) Ray (1) + V5 (1)1 (t) Rap(t)
— Dy ()5 (0)5(t) + s (t) s (t) e (t)vs(t)

¢=t|l W)’ Zzaﬁ G,Ba +Z7Ta (z)oz +N9( )

+ total time derivatives, (4.16e)

where R,3(t) and D,g(t) are the respective fluctuations of (T) and (44)) about their
mean-field values of (1/2)[4|* and (1/2)y2. However, R,5(t) and Dag(t) are not indepen-
dent, being related through the Gaussian width, G,g(t) and its conjugate;

Ras(®) = 5 [ 16230+ Gus(0) 62| + 226%(75)%@)255@)
v

Daalt) = | 1Gabl0) ~ Gualt)] + 23 0065350 (1.17)

- ZZ [Eay(t)Gya(t) + Gay (t)E45(1)] -

Y

Moreover, Eq. (4.16e) takes explicit account of the trial wave functional phase, introduced
in the transformation equation (4.10). Substitution of the mean values [Egs. (4.16)] into
the action of equation (4.1) obtains

S = / dt {Z Ta(t)Pa(t) + Y Gaalt) + NOE) — H|, (4.18)
[e% af
where
H = (, t|Hp,t), (4.19)
and

= (0, t|N|y,t); N = Zma (4.20)
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Since N is constant, # must be time independent, thus allowing the association f=0=
f = const. = p. With this value for 6, we use Eq. (4.18) to write the Hamilton equations
of motion

S(H — puN)

Gop(t) = 55 () (4.21a)
Sap(t) = —W (4.21D)

balt) = 25— (421c)
Ta(t) = —W (4.21d)

Thus, it can be seen that (N,6), (7, ¢) and (X, ) are canonical pairs. Using Eqs. (4.2),
(4.16) and (4.20), the expectation value of the grand canonical Hamiltonian is given by

H—uN = (Tap — 118as) [Rap(t) +5(t)1s(0)]
af

+ % Z Vaﬁ;’yé [D;;ﬁ (t)D’y5(t) - Dzﬁ (t)% (t)w’y(t) + 2R,3’y (t)Raé (t)
afyo

H4Y ()1 (1) Ras(t) — Dys(8)15 (H)05(1) + vs(t)s ()Ya0)y5(1)]
(4.22)

where we have used the particle exchange symmetry property of the potential, V,g.v5 =
VBasys = Vap;s» to combine terms in the substitution of Eq. (4.16d). Equation (4.22) is the
general form of the grand canonical Hamiltonian of a system of bosons interacting through
an arbitrary potential, V. At this point, we turn to the special case of the static, uniform
medium, as the insight garnered from this simplified system will prove useful when discus-
sions of time dependence or nonuniformities arise. Hence, the time dependent description
is deferred until the treatment of the random phase approximation, an analysis entailing a
small oscillation expansion around a stationary point of the grand canonical Hamiltonian.
In addition, nonuniformities such as trapping potentials can, in most cases, be handled with
a local density approximation if the system changes “slowly” enough in density such that
it may be approximated locally by a uniform profile.

4.2 Static, Uniform Solution

To avoid confusion, we clarify what is meant by the “static” and “uniform” descriptors,
as it is necessary to define these properties as concretely as possible to lend clarity to
the resulting discussions based on such solutions. In particular, when referring to a static
solution, the meaning is in reference to an absence of all collective motion of the assembly
as a whole, and in no way should be confused with the microscopic motion of the individual
atoms. Thus, the collective momenta should be zero whereas the single particle momentum
operators are nonzero in general. Also, uniformity means that the fields fill all of space by
imparting a continuous translational symmetry.
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4.2.1 Coordinate and Momentum Space Representations

In a static medium all conjugate momenta (X, 7) will be zero. Due to the simplified form of
the single particle kinetic energy operator, it is most convenient to work in the momentum
basis, wherein the Gaussian trial wave functional’s width assumes a diagonal form

Gk, X) = Gk)o(k — K, (4.23)

which, by Eqgs. (4.17), is seen to give diagonal form for the fluctuations as well,

R(k, k') = % [1G(k)_1 +G(k) — 1] 5(k — K)

4
(4.24a)
= R(k)i(k — k'),
11
Dk, K)=-[-Gk) ™ -Gk)|ék-X)
2 [4 } (4.24b)

= D(k)d(k — k).

To understand the momentum-space representation of the uniform field, it is neces-
sary to first notice that in coordinate space, it is simply a constant denoted by (1/v/2)¢.
Consequently, its counterpart is trivially obtained from a Fourier transformation?,

1  FrT kx L, 1
\/§¢—>X/e 250 = 59000, (4.25)

Before arriving at the static, uniform grand canonical Hamiltonian, it is first necessary
to find the momentum space matrix elements of the one-body kinetic energy operator, Ti,5
as well as the two-body potential, V,3.45. To this end, we simply transform the known
coordinate space matrix elements. First, for the kinetic energy we have

(x|T|x) = —5(x — x') V2 (4.26)

from which the momentum counterpart can be found from the completeness of the basis
spanning the space | [, |[k)(k| = 1],

(KIT|K) = / (Kl (| T} x[)

_ / efik-x’ [—5(X . X/)V?{ ]eik’-x (4.27)
=k*5(k -k,

where the definition of the Dirac delta function,

'Recall the convention used in (2.5).
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/ e k)X — 5k — K/, (4.28)

has been used. Recall from (3.18) that a local potential, depending only on the relative
coordinate between particles, x — x’, has the position representation

(xx'|[V[x"x") = AV (x — x")d(x — x")6(x — x"), (4.29)

where the strength, A, has been factored out for notational simplicity later. In momentum
space, this matrix element becomes

<kk/|v|k//k///> — / <kkI|XX/> <XX/’V|XX/> <k//k///|X//X/II>
x7x/7xl/7x/ll
(4.30)
—\ / efik-xeik’-xlv(x o X/)eik”-xefik’”-x’ )
x,x’
With the variable substitutions, x; = x and x2 = x — X/, this expression reduces to
<kk’\V\k”k’”) _ A/ei(kk/k//Jrkm)'xl /6i(k//k)'x2V(X2)
’“ 2 (4.31)
=AMk —-K —-kK"+K"\V(k-K"),
where V(k — k") is the Fourier transform of V(x — x/).
As discussed in Section 2.4.2, the separable potential may be written as
(xx'|V[x"x"") = M(x — x)o(x" —x")d(x+x' —x" —x""), (4.32)
which in momentum space is
<kk,|V|k”km> —\ e_ik'xeik/'xlv(x—X/)U(X//—X///)(S(X—I—X/—X//—X///)eik//'x”e_ikm'x”l )
>(’}(/7)c//’}(///
(4.33)
Defining
I‘:X—X/, S —
1 / / ]‘ " "
R:§(x+x), R:§(x +x), (4.34)

the Fourier integral of Eq. (4.33) becomes
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<kk/|v|k//k///> —\ / efik-(R+r/2) eik’-(Rfr/Q)v(r)U(r/)

r,R,r' R’
% (S(R B R/)eik”-(R’+r’/2) e—ik”’~(R’—r’/2) (435)
Kk + K K" 1 k"
:Aa(k—k/—k”+k”’)u< ; >u< J; ) :

where v(k/2 + k’/2) is the Fourier transform of v(r):

/
v (k Z k > = /ei(k“‘l)'r/2 v(r). (4.36)

r

Some care must be exercised when using these forms in the grand canonical Hamiltonian
(4.22), for the delta function products inside the integrals are limit operations that must
be performed in the appropriate order. Therefore, the integral representation of the delta
function, given by Eq. (4.28), will be employed in this regard. Consider first the kinetic-
plus-constraint piece of the Hamiltonian,

!/

/ (¥ — )6k — K) | ROk~ K) + 0P 6(k)3K)]| (4.37)

kK

where we have used Eqgs. (4.23)-(4.25) and (4.27) in the first summation of Eq. (4.22). As
the integrand involves a product of the same delta function, Eq. (4.28) is used to express
this as

J R L Bl B e I RASL

k. k’ X k.k’ x

=v| [0 - wR09 - pioP|. (139

k

where V = [ is the volume of the space. Similarly, the interaction terms not involving

R(k,k’) are given by
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D
2
k7k/,kll7k///

sk — X — X' + K"V (k K,k k") | D*(k)5(k — K)D(K")5(K" — k")

. D*(k)é(k - k/) %¢25(k//)5(k///) . D(k”)(;(k” o k///) %¢*25(k)5(k/)

4 0116050)50)0")

. A ! AR * / 1 4
—VQ{/ V(k Xk K, K)D* (k) D(K') +V (0)|4]
k.’

- / 'V (k.k.0.0) [D*(k);¢2+p(k);¢*2”, (4.39)
k

where V (k, k', k" k") represents either the term in (4.31) or the separable form, v(k/2 +
k'/2)v(k" /24 k" /2), of Eq. (4.35). In arriving at expression (4.39), use has been made of
the symmetry properties of these functions under particle exchange, i.e. V(k, k', k" k") =
V(k”, k”/, k, k/)

Finally, the terms in the potential involving the pair correlation R are given as

/

Sk — K — K + K"V (k, K, K", k") [RK)5(K — k") R(k)d(k — k")

kK’ k" k"
+R(k)5(k — k") |¢]?6(K)o(k")] . (4.40)

At first glance, it does not appear that this integral can be factored in the same way as
(4.38). However, making the change of variables k' — —k’, k" — —k" in Egs. (4.30)-(4.35)
enables (4.40) to be written as

!/

A ! -y /
V2{/ V(k,k,k,k)2R(k)R(k)+/

k,k’ k
Taking all quantities to be real, substitution of Eqgs. (4.38), (4.39) and (4.41) into the
grand canonical Hamiltonian obtains

V(k,0,0, k)2\<z>|2R(k)} : (4.41)

+ %qﬁz // 2V (k,0,0,k)R(k) — V(k, k,0,0)D(k)] — u%¢2 + )\V(O)%& . (4.42)
k



920 Chapter 4. Variational Method

where we have made the association of (H — uN)/V with the negative of the pressure, P,
an identity which follows from the First Law of thermodynamics at zero temperature:

dE = —PdV + pdN . (4.43)

For a uniform system, dE/dV = H/V and dN/dV = N/V = p, thus giving the required
pressure relationship used in Eq. (4.42). Lastly, the uniform number density, p, is given by
a sum of the respective pair and condensate components, [ R(k) and ¢*/2:

p= il ) = [ RO+ 56, (.49

k

Given a G(k) and a ¢, Eqs. (4.24), (4.42) and (4.44) are sufficient to completely describe
the uniform, static system. Obtaining this solution requires stationarizing Eq. (4.42) with
respect to these variable parameters.

4.2.2 Stationary Points

In order to find G(k) and ¢, we seek the solution that minimizes Eq. (4.42) in both G(k)
and ¢. A necessary, but not sufficient, condition for the minimum is that the first variation
vanish, whereas a true minimum would only be assured with a second-order analysis. Thus,
the procedure here will be referred to simply as an “stationarization” of the grand canonical
energy density, a quantity equivalent to the negative of the pressure. Due to the implicit
dependence of the pressure on G(k), the variations of the fluctuations, R(k) and D(k),
must first be calculated using their definitions in Eqs. (4.24a) and (4.24b), respectively!,

R
o4 [+ e s

Using Eqgs. (4.45) in extremizing the pressure, we obtain, after some algebraic manipu-
lation,

0P 1R+ (k)% +E(K)
sae) 07 O = 2\/k2 (k)2 —E(k)’ (4.46a)
5P / .
36 0=¢ A{ 2V (k,0,0,k)R(k) — V(k,k,0,0)D(kK)] — p + §W(0)¢2 ,
(4.46b)

where we have defined

1Note that the delta functions arise due to the variations, hence should not be confused with those due
to the diagonal forms of R and D.
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v(k)? = —p 42X // V(k, K, K, k)R(K') + X\p*V (k,0,0,k), (4.47a)
! ! 1,/ / A 2
£(k) = )\/ V(k kK, K)D(K) = SV (k,k,0,0) . (4.47b)

Note that since G(k) must always be real, we must have y(k)? > £(k) [see Eq. (4.46a)],
which implies that an attractive, zero-range potential leads to a negative chemical potential,
as can be seen from the definition of 42 in Eq. (4.47a) and the fact that A — 0~ in this
limit. Given some potential V', the self-consistent solution of Eqs. (4.46) and (4.47), subject
to the constraint (4.44), completely specify the state of the static, uniform system. Time
dependence as well as density nonuniformities can be described by expanding all quantities
around their stationary values in the small oscillation regime.

4.3 Small Oscillations: Generalized Random Phase Approx-
imation (RPA)
4.3.1 General Expansion

To find the RPA equations of small oscillation, we expand all stationary quantities around
their equilibrium values,

G(k, K t) = G(k)é(k — k') + 5G(k, K, t) (4.48a)
Y(k, k' t) = 63(k, k', t) (4.48b)
o(k,t) = pd(k) + dop(k,t) (4.48¢)
w(k,t) = dn(k,t). (4.48d)
It will prove convenient to define new coordinates such that

P=k-¥ (4.49a)

1 /
=5 (k+K), (4.49D)

where P and q are interpreted as the respective total and relative momenta of a pair of
quasi-particles. To illustrate the relationship between the variations when transformed to
these new coordinates, consider the expression for the inverse of G(k,k’,t), which is, to
second order in 6G,

Gk K, t)=Gk) ok - K)+ Gk K, t) + %6G_2(k, K. t). (4.50)
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/
By using the identity / Gk, k" )G 1K' ¥, t) = 6(k — K'), it follows that
k//

§GH(k K 1) = —G(k) oG (k, K, t)G(K) ™! (4.51a)

!
§G2(k, K t) = 2G(k) ™! / Gk, K H)G(K")TG(K" K, t)G(K) L. (4.51Db)
k//

Constructing inner products requires the Hermitian conjugation operation: 0G (k,k’,t)" =
0G*(K',k,t). In promoting all quantities to the new variables (P, q), it is seen that

§G(k, k', t) — 0G(q,P,t) & §G*(K' k,t) — 6G*(q,—P,t), (4.52)

which, by the definition of P given in Eq. (4.49a), follows from the interchange of k and k’.
To employ the RPA, the mean grand canonical Hamiltonian, K = (H — u/N), must be
expanded to second order in the small deviations of Eqs. (4.48),

K=K 4 §K6P + %573* AP + %59* B5Q, (4.53)

where the vectors §Q and its canonical conjugate 0P are given as

6QT(q7P7t) = [6E(q’_P7t)75ﬂ-(_Pat>] 454
.5
&PT(anvt) = [6G(q)_P7t) 75¢(_P7t)] . ( )

In expression (4.53), the zero-order constant term, K (), is the static, uniform piece
that can be dropped as it merely represents a constant energy shift, having no effect on
any ensuing dynamics. Also, the first variation, 0K, is zero at the stationary points given
by (4.46), thus leaving a quadratic Hamiltonian in 6Q and dP. As the second derivatives
with respect to these vectors, 2 and B can be seen as the “spring” and “mass” matrices
of the theory from which the spectrum of the product 21 - 9 determines the quasi-particle
excitations of the system.

Deriving the 2 and B matrices requires an expansion of K to second order in the
variations given in Eqs. (4.48). For the case of the separable potential of (4.35), this
expansion has been carried out explicitly in Appendix A. The quadratic RPA Hamiltonian
is
KRPA(Pv t) = %&PT(qa Pv t) Q[(qa q/, P)&P(q/v P7 t) + %6QT(q) P’ t)%(qa q/7 P)(SQ(q/, Pv t) )

(4.55)

where the integrations over q and q’ are understood. Also, the 2l and B matrices can be
written as

R O A L S (4.563)
Blq.q.P) — [SM<(17 q’,P)C;(S(ig’(g,)P)&q—q’) Cz\%(&,);?)] ' (4.56b)

where the elements can be found in Sec. A.4.
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4.3.2 Quasi-Boson Interpretation

As seen from (4.56), it is natural to separate the diagonal or noninteracting part of Krpa
from the off-diagonal piece so that

Krpa =Ko+ Kint (4.57)

with
1 0) (o) 1 0\ (6G
Ko =3 (6% o7*) <3§ A) < M) +5 (6G* 69*) <834 B> < 5 ¢) (4.58a)

1 S 5o\ 1 S 5G
Ky = 5 (03 (w)( K Cg) <57r> +5 (06" 397) (Cﬂﬂj Cé”) <5¢) . (4.58D)

CK

Much insight may be gleaned by first considering the noninteracting case involving only
Kj. Introducing the multiplicative canonical transformation

(52) = () - (533)

(4.59)
Be. i\ 9=
0p) " \op) ~\ %2 |-
VB
results in
Sl (92 0N o2\ 1, (1 0) [(0GY
Ko =5 (03" o) (0 w2> ((h) +5 (6G* d¢7) (0 1> <5¢> , (4.60)
where
w(P) = \/A(P)B(P) (4.61a)
(a,P) = V/sx(a, P) su(a, P). (4.61b)
As given by Egs. (A.38a) and (A.44a) of the appendix, we have
1 1, o
sk(q,P) = gGﬁG,l(qi +42 — &)+ gG,QGQ(qE +92 —¢) (4.62a)
su(a,P) =2(¢t +77 —€)G-+2(¢2 +42 —€)Gy, (4.62b)

with 72 and ¢ given by Eqs. (4.47), whereas the & subscripts are defined by the coordinate
shifts of £P/2 as f1 = f(q £ P/2). To simplify these expressions, we use Eq. (4.46a) to
write the explicit definition of G;l,

2 2
+93 +
Gl =y | T IET S (4.63)
ax +71 — &+



94 Chapter 4. Variational Method

Substitution of Eqgs. (4.62) into (4.61b), then using the result of (4.63) obtains

1/2
VEKSM = [Gﬁ 2 -8+ 2@+ - (@ 422 -2+ ()P - €
=@ e -g @ rrr-e
== \/A+B+ + \/A_B_ 5
(4.64)

with the last line following from (A.40) and (A.46) of Appendix A. Finally, we have the
result

Qs(q,P) = w(k) +w(k'), (4.65)

thereby leading to the interpretation of w(P) and Q2(q, P) as the one and two free quasi-
boson energies, respectively. Extending this observation to the general interacting case of
the full RPA Hamiltonian, it can be seen that the oscillations of the §¢,dn pair are the
quasi-boson modes whereas the §G,§% oscillations comprise an interacting pair of these
same quasi-bosons.

4.3.3 Equations of Motion and Stability

Using Eqs. (4.21), the equations of motion for Krp4 can be written in matrix form as

5P =B450Q
) (4.66)
00 = —AiP,
which can be cast as second order equations
§P = —BASP (4.67a)
6Q = —ABIQ, (4.67Db)
Defining
GK(qv ql7 P) = SK(q7 q,7 P) + Sk (q7 P)é(q - q/)
(4.68)

Gu(a,d,P) =Su(q,d,P) +sm(q,P)d(g—d),

we can use the definitions of 2 and B given in (4.56) to express (4.67b) explicitly as

/
5Ci(q, P, 1) + / Sx(ad, P)S(dq’, P)SG(A", P, 1) + cxc(q, P) / exi(ds PYSG(d, P, 1)

q9,q9" o
- [B(P>cK<q, P+ [ Sicla s Plea(d P)] 56(P. 1)

(4.69)
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5P 1) + [A(P)B(P) + ex(d, Pler(d, P)] 56(P. 1)

!

q

!/

!
— _A(P) / exr(d, P)OG(d, P 1) — / ek (d', P)& i (d o, P)SG(d", P, t).
q/

quq//
(4.70)
Looking for oscillatory, time-dependent solutions of the form
6G(q,P,t) = 6G(q, P)e’¥ (4.71a)
55(q, P, t) = 55(q, P)e'™ (4.71b)
om(P,t) = om(P)e¥ (4.71c)
56(P, ) = 36(P)e™ (4.71)
equations (4.69) and (4.70) may be written compactly as
(Q2 — h2) 0G = <CKB + / 6[{0]\/[) 0p (4.723)
(Q h1 (5¢ ( /CM+/CK6M> oG, (4.72b)
where we have defined
hi(P) = )+ / (d,P)en(d, P) (4.73a)
q/
/
ha(a.d P)= [ Sx(a.d’ P)Ou(a" d\P) + cxla Ple(@.P).  (473b)
q//

Alternatively, h; and he may be expressed in terms of the free quasi-boson energies defined
n (4.61),

hi(P) = w(P)? + /, cx(q, P)ey(q, P) (4.74a)
q

/

ha(a,d,P) = Q3(q,d’, P) + / Sk(a,q",P)Su(q",d, P)
i (4.74b)

+ SK(qv P)SM(qa q/7 P) + SK(qa q/7 P)SM(qlv P) .

Elimination of d¢ from Egs. (4.72) obtains a single equation for the mode frequencies, €2,

/ { Poa-q) - ha(ad.P)| - [cx(@P)B@) + [ Sic(a.q" Pes(. P)
q’ q’
(4.75)
1 / ' " "o /
xm AP)ep(d,P) + / cx(d",P)6y(q", g ,P)] }5G(q ,P)=0.
s
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Thus, it can be seen that the eigenvalue spectrum of the operator product 2 -9 is found
from the values of Q2 for which the operator between the curly braces has no inverse. In
general, this spectrum will consist of discrete values, or elements of the point spectrum,
and continuous values which are elements of the continuous spectrum. From the continuous
phase symmetry exhibited by the Hamiltonian, we expect to always find a zero (Goldstone)
mode at zero total momentum (P = 0). Finally, by the time dependence in Eqgs. (4.71), it
follows that Q2 < 0 results in instability of the system.

4.4 Order Parameters and the Gross-Pitaevskii Equation

For comparative purposes, it is helpful to describe the more conventional formalism com-
monly used in treating bosonic systems. This standard approach has at its root the fact
that at zero temperature, bosons are highly degenerate as they are capable of occupying
the same quantum state. When all particles are in the ground state, the system is called a
Bose-Einstein condensate which can be viewed as a macroscopic quantum state. As such,
this collective must be associated with a mean field or order parameter which is a measure of
the ground state occupation. Explicitly, the mean field, ¢, can be defined as the expectation
value of the field operator, 1&:

((x, 1)) = d(x,1) . (4.76)

This identification of the mean field suggests a decomposition of the field operator in
terms of the macroscopically populated mean field, plus a fluctuation operator, d¢'(x):

h(x, 1) = ¢(x, 1) + 69/ (x) . (4.77)

Given by the mean field, the ground state can be associated with a “vacuum” that has an
indefinite number of particles. This association will become more apparent in the discussion
of creation and annihilation operators for the Gaussian trial functional. As seen in Sec. 3.3,
the number density at location x is p = (1)(x)T1)(x)), where the generalization is given by
the density matrix,

p(x,y) = (D(x)1(y)). (4.78)

If almost all particles are in the condensate, then the density is dominated by the mean field,
p(x) = |p(x)|?. As it governs the evolution of the mean field, the Gross-Pitaevskii equation
or the non-linear Schrodinger equation (NLSE) can be developed through the Heisenberg
time dependence of the field operator. By the results of Sec. 3.3, the Hamiltonian is
most conveniently expressed in terms of the field operators. Taking a general two-body
interaction potential V' (x,y), we have

i = /¢ )i h(x /¢ ) V() d(y) ). (4.79)

Here, h(x) represents all one-body operators, including the kinetic energy, —V?2, and any
external trapping potential, U(x). In the low temperature regime, the interactions are
completely described by the low-energy s-waves, which can be modeled as elastic hard
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sphere collisions. Hence, it is believed that the interaction potential is well-approximated
by the delta function form of Eq. (2.106)!:

V(x,y) =8mad(x—y). (4.80)

By approximating V' in this way, it is evident that the Gross-Pitaevskii equation should only
give valid results at low density, in which the interparticle separation is much larger than
the range of the potential. In this model, attractive or repulsive interactions are determined
from the sign of the scattering length, but by the discussion of Sec. 2.4, this association is
not always true.

Inserting (4.80) into (4.79) results in the effective Hamiltonian

ﬁ—/ﬁ@ﬁmwww+Mm/¢@ﬂmwww—w¢WW@» (4.81)
X Xy

which is repeatedly used in most contemporary many-body treatments of condensate physics.
Using the commutators of Egs. (3.33), the time evolution of the field operator is found from
the Heisenberg equation of motion,

ihop(x',t) = [P(x', 1), H]

Mﬂﬂﬁ/ﬁmQWQW@ﬁéwﬁ

~na [ x )Gt i) D)

= h(x)Y(x,t) + 8rap(x, ) P(x 1) Y(x/, 1) . (4.82)

Substituting the decomposition (4.77) into this expression, then ignoring all terms involving
quantum fluctuations, results in the time dependent Gross-Pitaevskii equation for the order
parameter ¢(x,t):

in2?
ot
where h(x) is explicitly written as —V? + U(x). This equation is also called the non-linear
Schrodinger equation, with the nonlinearity arising from the interparticle interactions.
Neglecting the terms involving the fluctuation operator amounts to ignoring the quan-
tum depletion. Put another way, the correlated but non-condensed atom pairs are not
included in this description. Taking the order parameter to be stationary in energy, its
time dependence is given by e~*/" thus leading to the time independent Gross-Pitaevskii
equation:

[~V3 +U(x) +87a|¢]*] ¢, (4.83)

po = [=Vi+ Verr(x) + 87a|¢|*] 6. (4.84)
Given Ny = [ ¢*¢ particles in the condensate, we multiply (4.84) by ¢* then integrate over

the volume, resulting in

'We remind the reader that energy is expressed on the scale of 1/(2m)
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pNo = (H) - (4.85)

Thus § (lEI )/ON = p, and we see that the phase of the order parameter is equal to the
chemical potential of the particles in the system®.

Another definition of the order parameter arises from the single particle ground state
wave function, ¢g(x,t), or the quantum state in which all particles coalesce. Apart from
its normalization to the total number of particles, Ny, the order parameter, ¢(x,t), can be
identified as

d(x,t) = v/ Nopo(x,t). (4.86)

This definition of the mean field provides an alternate route to the Gross-Pitaevskii
equation. Consider the N-particle ground state, ¥ (x1,...Xy,t), constructed as a product
of single particle wave functions

N
\IJN(Xl,...XN,t) = H(po(Xi,t). (487)
i=1
Using this ansatz, the expectation value of the energy is calculated with the Hamiltonian
of (4.79). When calculating the mean, it is more convenient to express each contribution as
a sum. The one-body terms are calculated as

,’:‘]z

(T he) = / /HSDO Xi) Z5M¢ i) h(xk, %) P (x ) wo(x;)

.
Il
—

,’:12

0(x;) (4.88)

= Z(Skf/ /Hﬁpo xi)" h(Xk, X¢) 0 W (xe)
ke Oy =

where the explicit time dependence has been dropped for convenience. The action of the
number operator, 1)(xy)" ¥(x/), gives the number (= 1) in the state at x; = x, resulting
in the sum

(T h) = Z/(Po xi) b, X;) 00 (X:) /\goo X)) (4.89)
J#i x

Since the single-particle states are normalized to unity, this reduces to

G ) = [ i) hx) o)
x (4.90)
=N [{19x 0 + U)o}

' This identification follows from the statistical mechanics definition of the chemical potential as § (H) /6N .
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For the two-body term we have

(Bt ) = //H%xzzka D)tV (00, 0) &

z
=p
S
=N

9 Z/ /l:[‘ﬂo x;) ¥ (x¢)T ¥ (x¢) V (xk, X¢)

X [JJ(Xk) (XK —5u] ﬁ

5 Z//V Xk, X¢) |00 (xe)|? ["PO(XM —wo(xkﬁutpo(xe)}

xk X¢

XH/“POX]

Ak
(4.91)

Since there are N values of x, for each of the N x;’s, there are N? terms in the prod-
uct |o(xe)?|¢o(xx)|[?. On the far right of (4.91), the product of integrals is unity, thus
simplifying the two-body contribution to

(W oty = NQ/V(X,Y)!@O %) | 0oly —N/ (x, %)l 0o ()]

xy

(4.92)
=4ma N(N — 1) / o (x)]

It must be emphasized that the form of the potential given by (4.80) can only be substituted
in at the final step in order to maintain the appropriate ordering of the limits. Additionally,
V(x,x) must be interpreted as the diagonal coefficient of the matrix, without the delta
function.

Adding the results (4.90) and (4.92) gives the total mean energy

)y =N [{I9e06 )P + U6 ool )P} + 4ma? [t (499

Because N is large, it is appropriate to make the approximation N(N — 1) ~ N2. The
dynamical equation for the order parameter is obtained from an effective action which is
defined as
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S:/.../dt\Il}‘V(xl,...xN,t)(ihat—ﬁ)\I/N(xl,...xN,t)
X1 XN

(4.94)

0 -
=N [ i) in%e — (i)

X

Extremizing the action with respect to ¢, then dividing the result by VN obtains the
Gross-Pitaevskii equation for the order parameter in (4.86):

05 . 09 2 2
— =0 = ih—=|-V*+U 8 . 4.95
e i +U(x) +8ma o] 0 (4.95)
This is the same equation as (4.83), but obtained through a different definition of the order
parameter. From the latter definition of the order parameter, there emerge many quantifiers

of superfluid behavior.

4.5 Superfluidity

Some further corollaries follow directly from the order parameter of (4.86)!. In particular,
we can define a superfluid velocity, vs(x,t), as the phase gradient of the condensate wave
function, @o(x,t) = |¢o(x,t)| exp{if(x,t)}:

vs(x,t) = %VX 0(x,t). (4.96)

It is this quantity that is of primary interest when discussing BEC vortices. From the
definition, the superfluid velocity satisfies the condition of irrotationality

V X vs(x,t) =0, (4.97a)

and the quantization condition
nh
fvs(x,t)-dﬁz — (n=0,1,2,...). (4.97b)
m

From the latter condition, quantized vortices may arise for n # 0. More importantly, (4.97)
are conditions that reflect the superfluidity of the condensate. In contrast, the hydrody-
namic velocity, vi(x,t) = j(x,t)/p(x,t), is a classical construction which averages over the
quasi-continuum of the excited many-particle states. As such, vy, fails in general to satisfy

(4.97).

'See Leggett (2001), p. 317.



Chapter 5

Coherent Decay in Zero-Range
Systems

At equilibrium, the alkali elements exist as crystalline solids. Therefore, when in dilute va-
por form, they should exhibit a natural tendency toward collapse, indicating that the BEC
must be in a metastable state. The purpose of this chapter is to arrive at a fundamental
description of this metastablity by incorporating it into the many-body model.

For dilute samples, the initial impetus will be molecule formation, implying that a molec-
ular coupling term should be included into the Hamiltonian. Here we consider a special
case of the zero-range attractive interaction (A — 07), deferring the more general model to
the following chapter. This analysis is particularly well suited to the case of 3>Rb which
has a tendency towards collapse due to its innately negative scattering length. However,
by using the Feshbach bound state, the scattering length may be tuned to positive values,
thereby yielding what is thought to be a stable condensate.

After establishing the model Hamiltonian in Sec. 5.1, the variational solution is obtained
in 5.2. Because the zero-range limit allows a diagonalization of the Hamiltonian, Sec. 5.3
uses the standard oscillator modes in arriving at the expression for the ground state energy
per particle, thus confirming the variational results. Next, it is found that the solutions
reveal a two-piece collapsing ground state, where the first is comprised of a molecular con-
densate and correlated pairs, having no atomic condensate component (¢» = 0)!. This piece
terminates at some critical density where it is met by the 1 # 0 solution, thus completing
the energy per particle curve. In spite of being in the positive scattering length regime, this
solution indicates an imploding BEC, which directly contradicts experimental observations.
In resolving this contradiction, Section 5.6 demonstrates that the usual low-density solution
is obtained as an excited state associated with a complex chemical potential®. Finally, the
last section derives an RPA expansion from which emerges the continuum of excitations for
the lower collapsing state. Because the excited state lies within this spectrum, the imagi-
nary part of the chemical potential corresponds to the decay rate into collective excitations
of the lower solution. Hence, this model provides a fundamental account of the vapor’s
instability due to its propensity to form a solid.

!Chapter 7 discusses this solution in the context of macroscopic quantum tunneling of attractive con-
densates.
2This perspective can also be found in G. E. Cragg and A. K. Kerman (2005).

101
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5.1 Hamiltonian of the Coupled System

With a fixed particle number, we work in the grand canonical ensemble where the model
Hamiltonian is given by!

K=H—pN =3 ol (Tag — pbap) Vs + 5 Y b Vassrdaty
a8 afyé
(5.1)
> Ol Faipytbaths + He..

afBy

_ itg 4 A
+ (e 2u)§a:¢a¢a + %
In this expression, the Lagrange multiplier, u, is identified as the chemical potential. Also,
the first two terms are the same as those in Eq. (4.2), whereas the third term is the
contribution from the molecular component, which is seen by noticing that it comprises the
molecular density multiplied by the detuning, €, defined by Eq. (2.133). Finally, the last
term is the coupling energy, with A« as the coupling constant and F' the molecular form
factor.
Before using the variational approach described in Sec. 4.1, it is advantageous to attempt
a simplification of the above model by exploiting the observation in Sec. 2.6.4. Accordingly,
an appropriate detuning, ¢ = 2/A?, and a coupling, g = \/—2/\ are defined such that —g? /e
is equal to the original interaction strength, A\. Going to the limit of zero range, A — 0,
it is seen that this choice automatically fulfills the requirement that || > |E|. Under this
approach, the two-body potential can be replaced by a second coupling to an auxiliary
molecular field, x. Finally, the simplified model is obtained by replacing the potential with
another pair of coupling terms, having the same form as the last two in Eq. (5.1), resulting
in a Hamiltonian given by?

K= lejg (Top — wap) 77;,6' + (€ —2p) Z QZA)LQ%& + (e —2p) Z)A(Lf(a
af « «
(5.2)

Z QZA)TQF@;BWQZ)adA}B + H.c. +
aBy

> XL Faigytbats + He. .
apfy

4 A 9
V2 V2

5.2 Variational Analysis

In arriving at Eq. (5.2), we have gone from a form quartic in the atomic field operators,
to one which is quadratic, thereby suggesting a simplification in terms of oscillator modes.
Deferring the oscillator analysis to Sec. 5.3, we first use the variational approach, as it
is somewhat more axiomatic allowing an extension to time dependent small oscillations
(RPA). In analogy with the single field case, we begin by constructing a trial functional
composed of a product of three decoupled Gaussians:

'Timmermans (1999) was the first to propose the Feshbach coupling to the molecular state. See also
Kokkelmans, Milstein et al. (2002)
2This is analogous to the Hubbard-Stratonovich transformation as discussed in Weinberg (1995), p. 461.
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[ t] = Noesp § = S 000) | 1630 = i%aa)] 80500+ 1 Y a0 1)
af «

- Nyexp {— > Bw;(tﬁ + maa)w;(tﬂ }

«

(e}

- Nyexp {— 5 | 3007 + a9, (1) } ,
(5.3)

where the atomic part is the same as that of Eq. (4.8), but it is multiplied by two molecular
Gaussian functionals representing the effects of the two fields, ¢ and ¥. In the same manner
as the single field case, the fluctuations d¢’ and dx’ are given by the value of the field
minus its mean [see Eq. (4.9)], while w and v are their respective dynamical conjugates.
Compared to the atomic piece, the molecular functionals are chosen such that their widths
are constant, equal to % Although a more general form could have been used, variation
on the molecular widths would simply give back the form of (5.3). Without performing the
full calculation, this can be seen by observing that (5.2) contains only density-like (gnggZA))
terms in the molecular fields, whereas the atomic field appears in both types of correlation
functions, ©T¢ and ¢7). Consequently, the presence of both kinds of terms in (5.2) gives
rise to a non-constant atomic functional width, G~

Employing Eq. (4.11) with Egs. (4.16), we use the trial functional (5.3) to calculate the

expectation of (5.2), thus resulting in the following form for the pressure!,

Pty = [ (- p) R09 € [ D09 - (€ - ) 307
k

k

1 E+n\*, (1 £-n\’
+<2€ “)(2,\a>+ 2t ")\ ey )
By first studying the uniform case (see Sec. 4.2), we have accordingly normalized by the
volume factor, V, when going to momentum space. In arriving at this expression, the
molecular form factors, F', are set equal to unity since the limit of zero range is to be taken,

as discussed in Sec. 2.3. The parameters & and 7 are defined in terms of linear combinations
of the molecular fields,

(5.4)

£ = Xag + gx (5.5a)
n=A\ap — gx. (5.5b)

Extremizing the pressure results in the following set of variational equations

!The sign in front of the fluctuation D(k) is unimportant, as it can be absorbed into the yet undetermined
parameter £&. Compare with (4.42).
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oP 1 [kK2—p+¢

so=0 = Gk=; [ER—- (5.6a)
Z}:@—m¢=o (5.6b)
((55];:0 N 77:5:;; (5.6¢)
%?:o = aa+r%HMa—T%%/iWQ+;w%:m (5.6d)

k

where we have defined o = (e — 2u)/(2Aa)? and 7 = (¢ — 2u)/(2g)?. Substitution of (5.6c)
into (5.6d) gives

4to ! 1 5
D(k) + =¢*=0. 5.7
ST 4 [ D+ v (57)
k
1 K
For a step function form factor, the momentum cutoff, K ( J k% = # J dk), is inversely
k 0

proportional to the effective range, b oc 472/K, hence, it can be seen that the zero-range
limit corresponds to K — oo and A\ — 07. In this limit, the appropriate quantities are
expanded to the required order in A, giving

TO 1 1 o?
o 4N de— 24 (5.82)
_ &t __La
¢= Na €—2u (5:8b)
£—n Lo 2 a*e?
=2 — S —— AN —. .
X="5, 5 A ¢ p_— (5.8¢)
With the help of Egs. (5.8) and (5.6¢), (5.6d) and (5.4) become
é- 5052 /l 1 N
S D(k) + ~1% = :
k
! 1 1 £2a? 1 !
_p_ 2 R R e
P [ =) RO+ (=) 50* =5 S0 — 5o +e [DI9, (.10
k k

respectively. Thus, Egs. (2.110), (4.24), (5.6a), (5.6b), (5.9) and (5.10) comprise a complete
set in which everything is expressible in terms of the scattering length and the density, p,
where
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:/R )+ 1/12+¢2+x
k

/ 1 L (5.11)
- /R(k)+2¢2+50‘.
k

(e —2p)?

It is helpful to arrange this set into more illustrative equations for analysis and interpreta-
tion. First, the integrals involving R and D are written out explicitly, resulting in forms
that can be expressed in terms of the complete elliptic integrals of the first and second kind,
denoted as F and E, respectively!:

/ 42/1#[ —1]dk:
™y k2+72)2—§2

k
VP 2, 4 2/¢] 2(.2 2/¢| ¢?
. ”)E( |§|+72>” o '5')F< |§|+72> %
(5.12a)
1 ; k% + 2
/ W/k?[ ) 2—1]dk:
0 )¢ (5.12b)
VPR 2] ) 2 2(¢|
T 1272 E(\/ §|+ny> 0 mF( !§\+72>
/l E /K k?
_ & 2(¢| [3
where we use the definitions
w/2
do
Fir)= | ——
(r) ~0/\/1—T‘2Sin2a
p (5.13)
T)E/\/l—T‘zsiIlQOédOé
0

!The expression in terms of elliptic integrals can be found in Gradshteyn and Ryzhik (2000), p.276-9.
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p=—2. (5.14)
The complete solution to the ¥ = 0 case is given by

_ ' 2 2 1 §2a2 52 52
_p— /(k FAR) + 5 e o (5.15)
k
/ 2.2
o=/ R<k>+(6j;2)2, (5.16)
k

where Eq. (5.9) is substituted into Eq. (5.10), thereby obtaining the simplified form for
the pressure. It is desirable to express all quantities in terms of the density, which is itself
dependent upon £ and . With ¢ = 0, Eq. (5.9) relates £ to v,

£ & & ' _

k
thereby allowing the density to be obtained in terms of a single parameter. Subsequently,
the density equation can be inverted, giving all quantities in terms of p.

5.3 Solution in Harmonic Oscillator Modes

The fact that the Hamiltonian of Eq. (5.2) is quadratic in the atomic field suggests that there
should be a suitable approximation from which it becomes possibles to diagonalize in terms
of ordinary harmonic oscillator modes. Implicit in the Gaussian trial functional (5.3) is that
we are in fact extremizing on an oscillator ground state. Therefore, it will be attempted
to arrive at the solutions by this direct diagonalization method. Assuming a decoupled
expectation for the product of atomic and molecular fields, we take (piiph) = (GF) ()).
Replacing the molecular fields by their mean values, the Hamiltonian becomes

= | (2 — ! 000(0) + (6 — ) g + (5 e — ) (522

— 1\ 2 r. R R R

(3e-n) (5570 + 5 1909000 + 31310, 619
k

where we have used Egs. (5.5) in rewriting the mean molecular fields. Because the center

three terms are already the same as those found in (5.4), the attention will be confined

to the terms involving the atomic field operator, 1&, which can be expressed in terms of

canonical coordinates and momenta:

(5.19)
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From this change of basis, we arrive at the following products:

arao 1
Dieh = §(¢2 +72 1), (5.20a)
1,20 ap 1,9 .
5 W +01T) = 2 (8 - 77), (5.20b)
which, when substituted into the first and last terms of (5.18), leads to
2 1 [ R N
P [0 =+ pP + (B - p- 3P - (B - )] . (G21)
k

where the tilde indicates that the middle three terms are left out. To each momentum, k,
there is associated an oscillator mode described by an effective hamiltonian
; wk)?® 1 2 212
h(k -m(k)w(k k)=. 5.22
19 = 5 + 5m(9 w09 G(K) (5.22)
A comparison with Eq. (5.21) indicates that the momentum-dependent “mass” and “fre-
quency” are identified by

mzk):;g_u_g, (5.23a)
m(k)wk)? =k? — pu+¢€. (5.23b)

To complete this analysis, the coordinates and momenta are written in terms of the ladder
operators in the usual way:

Gk) = ) [&(k)+aT(k>} , (5.24a)
it (k) —a(k)} . (5.24b)

Thus, the system can be interpreted as an infinite collection of oscillators, one for each
momentum, k. In the ground state, the expectation values of ¢p? and #2 are

AN\ ; _ 1 w
(6(k)7) = omk)wk) 2\ K- p+¢ (5.25)
_ %G(k)*l
a2y~ L L [R—pt
()%} = gmk)wlk) =517 = (5.26)
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Equation (5.25) shows that the mean square of the “position” operator, ¢, is nothing more
than the Gaussian width (5.6a), as it should be. Substitution of these expressions into

P= <P> gives

P [5[VE=mE = -0 -] (5.27)
k

which is simply a sum over quasiparticel energies. The corresponding terms in Eq. (5.10)
are given by [(k? — p)R(k) + ¢ [ D(k), which is identical to (5.27), after the application
of the integral forms in (5.12). Finally, the condition (5.17) relating £ to p can be arrived
at by an extremization on £. Thus, we have confirmed the equivalence of the variational
procedure to the somewhat more direct oscillator approach.

5.4 Low-Density Behavior

Because we are always in the pa® < 1 regime, it is useful to explore the low-density behavior
of the solution for ¢ = 0. In addition, the corresponding expansions lead to a much more
wieldy form from an analytic perspective. By Eqs.(4.24a) and (5.6a), it can be seen that zero
density corresponds to £& — 0. Thus, the low-density limit can be obtained by expanding
all quantities for small &.

Along with the integral identity’,

o0 dk T C2m =31 | 5.
| @ = e mae m7o. (528

we use the series,

1 Z (2n -1 ¢
(k2 +42)2 — ¢2 Rt 72 2npl (k2 4 A2)2n

(5.29)

to cast all quantities in terms of . Substitution of (5.28) and (5.29) into Eqs. (5.12) gives

/ 2 2 4 00 2n+3 I 4n+ 1)][ 1 §2n
K2 ARk = & & |
/( + v )R< ) 2 1671' 2567‘(’ 73 Z 2n+ 1 n+ 2)!23n n+ 1 “in (5 30&)
k
/ 2 o om
€1+ D)An—DIt 1 ¢
k)= 3525 .30b
/R( ) 3277-7 z;) (27”&)'(71 + 1)! 23n 9 +1 7471 ) (5 30 )
k n=
' 3 2n
& & (4n+1 1 ¢
D(k) = 2L ' ‘
/ ( ) b + Ry 1287T ,},3 Z n + 1 27”L " 23n +1 ,74n (5 30C)
k

When (5.30c) is substituted into (5.17) we obtain

'These expansions use the convention (—1)!! = 1.
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o)

£ &y % (dn4+1DN 1 1 &>
— = = =0. 5.31
8ma 87T+€+2’7 1287?732 n+ 1)1(2n)!! 237 4 1 447 (5:31)

In the low-density limit where { — 0, there emerges an equation for vy = y|¢—o:

1 a’ Yo

87m+e—|—2'70 8t

(5.32)

Comparing this with Eq. (2.146), it is seen that 27(2) is the molecular binding energy. Using
Egs. (5.30), the pressure and density become

(4n + 1N 1 ¢
B 2567r 73 Z n)!(n+1)1237 n + 2 74n J (5.33)
=y (2’” Din -1 & &a? (5.34)
At low density, the pressure reduces to
1 1 1 o? -2,
T -3 5.35
5127 'yg [327T’yo + (e + 2,73)2 P ( )

thus implying a collapsing solution. To obtain the energy per particle, e, we start from its
definition as the energy density divided by the number density, e = u/p. Differentiation of
this results in de/dp = (1/p)du/dp — u/p?. One property of the stationary solution is the
vanishing of the variation with respect to the constrained quantity. In this case, this means
that dP/dp = du/dp — u = 0. Setting u = du/dp gives p?de/dp = pup —u = P. Hence,
the energy per particle is obtained as an integral of P, e = [ P/ p%dp + const., where the
constant is half the molecular binding energy, thus giving

11[1 a?

© T TBan3 13210 et 2

] Ry (5.36)

Setting the constant to half the molecular binding energy makes physical sense because at
zero density, only the molecular state remains. To confirm this intuition, the constant in
Eq. (5.36) can be verified by a direct calculation of e = u/p.

5.5 The Critical Point

Establishing the range of validity of the 1y = 0 solution requires a closer inspection of the
relationship between £ and +, as given in Eq. (5.17). After canceling a factor of £, this
condition reads

K

L +1/ K “1ldk=0 (5.37)
8map, €+ 292 An? VE 422 — &2 - :
0
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As seen from the integrand, the range of ¢ is from —v? to zero. The density expression
(5.34) indicates that dp/d¢? > 0, thus implying an increasing density with increasing &2.
When & = —~2, a critical density is reached since Eq. (5.37) no longer admits a solution.
However, it is seen from variational expression (5.6b) that ¢ = u = —72 corresponds to a
different solution for which the atomic field, v, is nonzero in general. This solution of Eq.
(5.6b), permits explicit evaluation of the integrals involving R and D:

/ R =L~ Y25, (5.382)

2b 572
k
.38b
/R - (5.33b)
/ 2
Y \/5 3
D)=L V.3 :
JECEE = (5.35¢)

In addition, Eq. (5.9) is solved for %¢2:

1 2 2.2 2

7¢2:_ T o n \f,y?)‘ (5.39)
8ma €+ 22 4r?

As a result, both the energy density and the number density are parametrized in +:

1 1 ea? . V2 5
_ 1 5.40
" 16may, T3 (€4 2v2)2 T 52 (5.40)
1 \[ 3 a?
= e T 5.41
P 8ma(e + 272 )7 +37T27 +(e+2'y2)27 ’ ( )

where the full scattering length expression, Eq. (2.147), is used in defining a(e + 2v?).
Using the 8°Rb parameters from table (2.1), Figure (5.1) shows the energy per perticle of
the two-piece solution, indicating the critical point where the sections meet!. Due to its
persistently negative slope, we refer to this solution as the collapsing ground state of the
model Hamiltonian of Eq. (5.1)2. Of particular importance is that this collapsing behavior
is seen to persist even if the full scattering length is tuned to positive values, a regime
thought to be stable against collapse.

5.6 A Complex Chemical Potential

Having an innately negative scattering length, the background interactions in ®Rb are
attractive, resulting in an ensemble that tends toward collapse as quantum degeneracy is
approached. As such, this particular isotope cannot form a condensate containing more
atoms than some critical number3. However, by exploiting a Feshbach resonance, the ap-

!This critical point marks a quantum phase transition as discussed by M. W. J. Romans (2004).
2Tt is interesting to contrast this ground state with that discussed by E. H. Lieb and J. Yngvason (1998).
3For a complete discussion of this critical number, refer to Chapter 7.
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Figure 5.1: Figure showing the two-piece collapsing ground state for the case of ®*Rb at
a magnetic field of 162.3 G. This corresponds to a critical density, p., of 1.22 x 10'6cm =3
with a full scattering length of 193 Bohr radii. In the limit of zero density, the energy per
particle simply reduces to half the molecular binding energy, BE/2 ~ 1.85neV.

pearance of the molecular state allows the effective scattering length to be tuned to positive
values, as indicated in Fig. 2.9(a)!. By tuning to positive values, a stable condensate has
been experimentally observed in which the low-density energy per particle is found to have
the usual behavior, e ~ 4map, where a is the full scattering length?. This observation is in
agreement with the d-function pseudopotential model.

5.6.1 TUniform Case

Despite the positive scattering length, our previous solutions predict that a uniform assem-
bly should still tend toward collapse. Hence, we are confronted with the dilemma that using
a more general potential somehow does not capture the correct physics of the system. To
resolve this issue, it is necessary to reexamine the solutions obtained in the collapsing case.
Since the experiments have observed the formation of an atomic condensate, we look at the
solution for ¥ # 0. In particular, we explore the consequences of extending this solution to
zero density. To do so, the density equation (5.41) is inverted, thereby obtaining p as an
expansion in /p:

64 a(e)? a?
W + 8%&(6)*

—? = pu = 8male)p — Z\?f 256 a(e)>/?p3/% — ( 2

> 64 w2a(e)?p® —

(5.42)
When this expansion is substituted into (5.40), the usual low-density energy dependence,
e = u/p ~ 4map, is obtained. Although this does give the appropriate low-density depen-
dence, the chemical potential becomes complex at higher order. At first it may seem that

!The negativity of the scattering length may be used to control the collapse, as in Roberts (2001).

2The experiments corresponding to the statics can be found in Cornish (2000). Theoretical investigations
of the dynamics can be found in Holland (2000) and Kokkelmans and Holland (2002). However, only the
latter investigation is in close agreement with the experiments reported in Donley (2002).
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this situation simply cannot be valid, but upon further consideration it is recognized as a sig-
nature of an instability that is inherent in the original model of the system. With the Hamil-
tonian given by Eq. (5.1), consider the Heisenberg equation of motion for the atomic field

operator 9,1 iRl = [1/31, H]. Using the commutators [@@a,d;g] = 0aBs [1/31,1/3:&1&5] = —0.3 iy
and [1;»];,’(&71&5] = —8,, 15 — 0,51, the right-hand side can be readily evaluated. Taking
the expectation value using the trial functional of Eq. (5.3) gives

ih= == =5 0. (5.43)

We seek to add a phase to the mean fields such that (5.43) is consistent with the
variational equations (5.6). If we let

W = o ei/h (5.44a)

¢ =geilh, (5.44b)

then the (5.43) gives back (5.6b). Thus, it is reasonable to interpret the chemical potential
as the phase of the mean fields, from which the imaginary part of u leads to a decay rate
given by

h Vm 5/2 3/2

I= -2~ 512a(c) 1232 (5.45)
This decay rate has unique dependencies on both the scattering length (~ a(€)®/?) and
the density (~ p®2), both of which can be tested by experiment. Under the conditions
of the ®Rb experiment, there were 10% atoms within a cloud of radius 25 um when the
scattering length was tuned to 193ag (a9 = Bohr radius). These parameters yield a decay
time, 7 ~ 1/T", of 14.3 seconds, which is in qualitative agreement with the observed lifetime
of 10 seconds’.

Because all quantities depend on p, which is in general complex, it follows that the
various other thermodynamic functions will assume a complex character as well. This is
not unphysical, since the imaginary parts should simply be regarded as signatures of the
coherent decay whereas the real parts assume their usual physical interpretations. Through
this analysis, it has been shown that it is plausible to expect a coherent many-body decay
process, brought about through the existence of a bound state in the system?.

5.6.2 Decay in the Nonuniform Case

In this section it is shown that the complexity of p persists even in the general static,
nonuniform case. Thus far, only the uniform solutions have been discussed since it has been
assumed that any nonuniformity can be accommodated using a local density approximation.
Therefore, it might be conjectured that a chemical potential assuming a complex value is
simply an artifact arising because the uniform solution is too restrictive to capture the

'This lifetime was observed in Cornish (2000).
2The decay here is analogous to that found in the context of QED, where the instability of the electric
field emerges through a complex action. See Schwinger (1951).
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physics observed in experiment.

To address this concern, the origin of the complex p must be identified. First, it must be
recognized that the solution of interest has an equation of state associated with a positive
chemical potential. This can be demonstrated in the following way. At low density, the
energy per particle and its derivative satisfy e ~ 4wap > 0 and de/dp > 0, respectively. By
the definition of e as u/p, it follows that de/dp = (1 — e)/p. The positivity of e and p thus
implies the same for u. From (5.6a), it is seen that for positive u, G becomes imaginary for
sufficiently small values of k. To the converse, note that in the full time-dependent form of
the Gaussian trial functional (5.3), the width has a real part, G, and an imaginary part
Y, that are canonically conjugate quantities. Since X is zero in static solutions, it follows
that if the equation of state is associated with an imaginary G then the system is inherently
unstable, which manifests as a complex chemical potential.

The ranging of GG into imaginary values provides an indicator for the occurrence of this
instability. Accordingly, this provides a convenient test in the nonuniform case, where a full
analytic expression for p is not possible. In the static, nonuniform case, the expectation
value of the Hamiltonian in (5.2) is given by

_MN:Zha,@<Raﬁ+%wz¢ﬁ)+(7€_ >Z¢a¢a (7 _M>ZXZXO¢
af «
(5.46)

1 . 1
+3 > (Aa Do +9xa>Fa;Bw (Dw +5%a 1/’,6) +H. c
afBy

where, hog = Thp — 1 0ap. The fluctuation terms are given by the static form of (4.17):

Rag = 7<4Ga,6 + Gag - 5a5> (5.473)
Dap = ( 1Gah- Gap) (5.47b)

The derivatives of the fluctuations with respect to G, are given as!

o = 5( 4G LG} + 6ap 550) (5.48a)
6D0¢ﬂ o ]. ]. —1 —1

Using the fluctuation derivatives, the Hamiltonian in (5.46) can be extremized on the width

6(H — pN)
W zﬁ: Gpa af T Fa,ﬁ Gﬁa + z‘; 5po¢ aB — Faﬁ) 530 =0 (5.49)

'Differentiating the identity >, Gay G;é = dag, gives 5G;é/5Gpa = -G, G;g
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where F is related to the form factor F by

Fag = Re{a¢r +gxr} Friap. (5.50)
Y

By defining new matrices A and B as

Anp = hap + Fap (5.51a)

Bog = hag — Fup, (5.51b)
the variational equation (5.49) can be put into the compact matrix form
1
—ZG‘lAG‘lJrB:O. (5.52)
To obtain a symmetric solution for G—', we first multiply v/A on the right and on the left,

—i\/ZG*I\/Z\/ZG’lx/Z—F\/ZB\/Z:O. (5.53)

By moving the first term to the right-hand side, then taking the square root, G~! is seen
to bel

G_1:2\/12\/\/ZB\/Z\/12. (5.54)

Likewise, the symmetric form of G is most easily obtained by multiplying (5.52) on the
left and right by G, then following the same steps ending with?

11 1
G:iﬁ\/\/ﬁm/ﬁﬁ. (5.55)

In momentum space, the operator h is given by h(k, k') = (lf2 —p)d(k—X'). For k? = p,
h = 0. At such values of k, Egs. (5.51) show that A = —B = F, thus giving

G

ﬁH
£l

(5.56)

1 1 ~
kzz,u:2\/,/_FF _

i
=4,
2
indicating that G is in general complex. By our earlier observations, it follows that the
coherent decay is present even in the general nonuniform case.

!This series of manipulations obtains the required symmetric form for G~'. In general, however, this
is not a unique solution since multiplying (5.52) on the right by A, then taking the square root results in
G ' =2vVBA A", which is different than the solution in (5.55)

21f the symmetric solutions for G and G~! are unique, then it must be that G G~ = 1. Thus far, I have
been unable to prove this using (5.54) and (5.55).
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5.7 Spectrum of 2 - B

In order to better understand the meaning of the decay found in the previous section,
it is helpful to examine the excitations of the solutions obtained. After expanding the
Hamiltonian around the stationary solutions, we treat the simpler problem of finding the
spectrum of 2, which is seen to have a zero mode that persists into the product of A - 9B.
With this analysis as a template, we perform the full matrix multiplication for the general
description of the excitations. From general arguments, the continuous spectrum arises from
the form of the inverse of this product. When applied to the lower, collapsing solution, it
is found that the excited state lies inside the continuum of excitations, thus providing a
natural interpretation for the coherent decay as a transition from the excited state into
collective phonon excitations of the lower state.

5.7.1 Small Oscillations

First, the Hamiltonian must be expanded around the stationary solutions. The analysis
proceeds in the same way as that of Sec. (4.3), with the exception of a slight change in
notation. Here, the atomic field is denoted by 1 whereas the molecular fields are ¢ and .
Introducing the new molecular variables to Equations (4.48) results in the set

Gk, K, t) = G(k)6(k — K) + 6G(k, K, 1) (5.57a)
Sk, K, t) = 65(k, K, t) (5.57b)
Pk, t) = Y8(K) + 5ub(k, t) (5.57c)
m(k,t) = om(k, t) (5.57d)
d(k, t) = ¢d(k) + 5ok, 1) (5.57¢)
w(k, t) = dw(k, ) (5.57f)
x(k,t) = xd(k) + dx(k, ) (5.57g)
v(k,t) = dv(k,t) (5.57h)
£(k, t) = £5(k) + 0¢(k, 1), (5.571)

where the last equation is introduced as a convenient linear combination of the mean molec-
ular fields, & = Aag + gx.

With Eqgs. (5.57) it is possible to expand the Hamiltonian to second order in the fluc-
tuations, as illustrated by (4.53). In this notation, the two molecular fields yield a 4 x 4
matrix structure, instead of 2 x 2. In this case, the vectors d@Q) and §P are given as

6Q1(q, P, t) = [0X(q, —P, 1), 0n(—P, ), 6w(—P,t),ov(-P,1)]
(5.58)
6P (q, P,t) = [6G(q, =P, 1), 00 (=P, 1), 5¢(—P,t),5x (=P, t)] .

This leads to exactly the same form as (4.55):
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1 1
Krpa(P,t) = 557DT(q, P,t)A(q,q,P)6P(d, P,t) + 55QT(q,P,t)aB(q, q,P)6Q(d,P,t).

(5.59)
However, the 2l and 8 matrices are now given by
P)i(a—d) ck(q,P)
Aa, o, 1) = | K@ ’ 5.60
(a,q,t) |: cx(q, P) A(P) ( a)
P)i(a—d) cu(q,P)
Ba, 1) = | M@ e 5.60b
where the off diagonal terms are
CK(CL P) = [Q(Gw(qa P) mG¢(qa P) QlGX(qa P)] (5613‘)
CM(qv P) = [%Eﬂ(q’ P) %Ew(qv P) %ZV(CL P)] : (561b)
In contrast to the case represented in Eqs. (4.56), A(P) and B(P) now have rank 3:
[y (P) Ay (P) Ay (P)
A(P) = | gy (P) Agp(P) Ay (P) (5.62a)
_lew(P) Q[xqb(P) QlXX(P)

B, (P) Br,(P) B, (P)
B(P) = |Bur(P) Buw(P) Buu(P)| . (5.62Db)
[ Bur(P) Buu(P) B (P)

All matrix elements in (5.59)—(5.62) have been calculated explicitly in Appendix B.

5.7.2 The Goldstone Mode

Finding the complete spectrum requires a multiplication of 2 and B. Due to the complexity
of the result, the full solution is quite difficult to obtain analytically. However, a full frontal
analysis may be unnecessary, since some information may be obtained simply by finding the
spectra of 2 or B individually. It will be seen that finding the spectrum in such simplified
cases lends insight into the more general procedure.

As a check of the analysis performed thus far, the product must contain a zero mode
as discussed at the end of Sec. (4.3.3). Although these matrices cannot be simultaneously
diagonalized, a zero mode of either will nonetheless be present in the product. To illustrate
this fact, discretize the space and suppose that 2 contains the zero eigenvalue. Upon
transformation to a basis that renders 2 diagonal, this zero will lie along the diagonal.
Subsequent multiplication with B reveals a product having an all-zero row, thus proving
the persistence of the zero mode. Accordingly, it is expected that the Goldstone mode will
arise in either 2 or 8.
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Before starting straight with the eigenvalue problem to be solved, it is convenient to
employ a canonical transformation similar to the one used in Eqs. (4.59),

ox 0X
o _ om || om/RAyy
(50.) (50.) - (Sw\/glqggg

ov ov vV,
s (5.63)
3G 3G\’ Vi
ot o | | V™
N I T B
ox ox 5
Q[XX

This change of basis leads to new 2l and 9B matrices, denoted as 2" and 9B’, respectively.
Using the original 20 matrix calculated in B.5.1 of the appendix, the elements of 2’ are
straightforward:

%G(q,q P)
Ai(q, q, P
cola.d,P) = i@ Plsr (@) .
=d(q—q)
au(a,P) =Aye(q,P) =0 (5.65)
/ QlGd)(CL )
el P) = ala P) = Vsx(q, P)Ags(P)
(5.66)
_ da 3GEGIN 41
2 \/SK q’ )(6_2/"’)
/ o QLG (q7 )
G’x(qvp) - Q[ (q>P) \/SK qi( P)
(5.67)

g 1GGTM 41
2 /sk(a,P)(e - 2p)

Ay (P) = Ay (P) = A, (P) = 1 (5.68)
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_ Ay (P)
V2 (P)Ags (P)

Aaa)
VPP =+ &) —2p)
_ Ay (P)
\/%w(P)lex(P)

gy
V(P2 =+ &)(e —2p)

Qlﬁw(P) = QL’MJ(P)
(5.69)

ngbx(P) - ;a/J(P>
(5.70)

L (P) =2, (P) =0. (5.71)

Due to the unitarity of this transformation, 2 - 8’ = 2 - 9B. To find the point spectrum of
A, we begin with the eigenvalue equation

AP = QP . (5.72)

Using the appropriate analogs of Egs. (5.58), (5.60a), (5.61a) and (5.62a), this can be
written as four linearly independent equations in the transformed variables 6G’, 7', d¢/,
and dy’:

/
/ 3(a—d)3G'(d) + Ay (a)de + Ay (@)X’ = Q*6G (q) (5.73a)
ql
A, 00" = Q6 (5.73b)
!
/ A ()G () + Ajs00’ = Q269 (5.73¢)
q/
!
Aoy ()G (q) + A, 0x = 026y . (5.73d)
ql

In writing these down, we have dropped the P dependencies in addition to using the fact
that 1 = 0 for the case under consideration. Elimination of the fluctuations d¢’ and §y’
leads to a single equation in §G’(q),

[ 0= 0ita- )+ Vi@ @) i6'(a) =0, (5.74)

/7

q
where we have identified
1 1 )

REI T /Gqs(Q)Ql'cqs(ql)er o (DA (d) - (5.75)
ol XX

V(a,q) =
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Using the expressions for Ql; & ALy Ay s and Ql’GX found above, V(q,q’) simplifies to the
separable form

V(g,qd) = mU(Q)U(ql)v (5.76)
where we have defined
\202 g2
0—6_2M+5_2M, (5.77)
1 q2 —
v(q) = — o . (5.78)

V2((g2 — 2 — g

In arriving at these results, the form of G obtained in Eq. (5.6a) has been used to explicitly
show the dependence on q.

Identifying the operator in (5.74) as O(q, q’) = (1-022)d(q—q')+V(q,q’), the spectrum
is obtained by solving for the values of © at which an inverse, O~!, does not exist. Without
loss of generality, it may be assumed that O~! has the form

_ 1
O 1(q//’q/) _ 1_7925((1// - q/) —I—S(q”,q’), (5'79)

where S(q”,q’) is obtained through the requirement [O(q,q”)O0~'(q”,q') = §(q — q).
Performing the necessary multiplications, this condition is met only if

1 /!
(1- 9 S(ad) + g Viad) + [ Sta"a)=0. (5.80)
q//

Defining

T(q,q') = (1 - 9*)S(q,q)(1 - 2%, (5.81)
gives the Lippman-Schwinger equation used in the scattering theory of Chapter 2:

T(q,q') + //V(q, q”)ﬁ T(q",d")=-V(a,4q'). (5.82)

1"

q
Because this condition must be satisfied in order to invert the operator in (5.74), we seek
values of Q2 for which (5.82) has no solution. At such values, it is assured that O~! does
not exist. According to a theorem in the spectral theory of operators, one of two conditions
must be satisfied: (i) Eq. (5.82) has a non-trivial solution or (ii) there must be a solution
to its homogeneous counterpart,

!
1
T(a,q') + /V(q, q) gz T(d"d) =0. (5.83)
q//

Known as the Fredholm Alternative, all possibilities are contained in a solution to either
(5.82) or (5.83)%. Thus, the problem of finding the spectrum has been reduced to finding

'Porter & Stirling (1990), p. 61.
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the {Q} that satisfy (5.83). As was done in the two-body case, a solution is attempted by
taking a separable form for the T-matrix,

T(q,q') = to(a)v(q). (5.84)
Substitution of this form into (5.83) gives

!
g 2
l——— [ v =0. 5.85
e ] (5.85)
q
In accordance with the discussion following Eq. (5.1), we pick g = \/—2/) and ¢ = 2/)\?
to reproduce the background interactions in the assembly. Taking A — 0~ and K — oo in

the limit of zero range, it is found that

Likewise, using (5.78) for v(q), then relating the range, b = 472 /K, to ), we find

!
1
2

0 -~ 5.87
Jo@? —— 1. (5.87)
a

thus leading to the final result

(1-902)*-1=0. (5.88)

Hence, it is shown that Q = 0, £1/2 belong to the point spectrum of 2. By the construction
of the inverse in (5.79), it is seen that +1 completes the spectrum of 2’ which is discrete. As
previously shown, the {2 = 0 solution implies the existence of the Goldstone mode for 2L - B
in the case for ¥ = 0, thus fulfilling expectations based on the particle number symmetry
of the original Hamiltonian, discussed in the conclusion of Sec. 4.3.3.

5.7.3 Complete Spectrum of 2 - B

In this section, the aim is to calculate the spectrum of 2-B. In principle, this can be carried
out analytically, but it will be seen that much progress can be achieved by considering the
form of the solution rather than carrying out the calculation to the end. Before proceeding
in an analogous manner as was done in the preceding section for 2, it is necessary to obtain
the matrix product, which, by using the definitions (5.60), is

2A-B(q,q,P)=M(q,q,P)

sk(a,P)sy(d,P)o(qa —q') +cx(q,P)em(d,P)  sk(q,P)cu(q,P) + cx(q,P)B(P)

/

q//

cx (9, P)sp(d’, P) + A(P)en(q', P) / cx(q", P)em(q", P) + A(P) - B(P)

(5.89)



5.7. Spectrum of 2A -5 121

By writing the product in this form, care must be taken in keeping the proper ordering of
the entries, since terms like sx(q, P) car(q, P) represent the multiplication of an oo x 1 and
a 3 X oo matrix. As an illustration of this hidden structure, we write out the form of the
term occupying the upper right quadrant, keeping the P dependence implicit,

sk(q) em(aq) + cx(a) B = [sk(Q)Bsr(q) + Aay(q) Brr + Aay(d) Bor + Ay (d) Bur,
SK(Q)%Ew(q) + QlGdJ(q)Bmu + Q[G¢(q)wa + Q[Gx(q)Bmm
SK(q)%EV (CI) + QlGdJ (q)Bm/ + QlGd)(q)BwV + QLGX (q)Buu]

1 1
_ [_2@2@2 +g?) (ZG;GJ + 1)¢,

—2sg(q)ra(G4 +G_) — )\a(inGil + 1) (%e - u),

sk (Q)g(Gy + G) — g(ia;lazl 1) (%g - u)] . (5.90)

The remaining elements shown in (5.89) are calculated in analogous ways, resulting in a
matrix having the same form as 2 and B:

mGG(qaq,aP) S):nGw(qa:P) mG(b(qu) mGX(CbP)
Myc(d,P)  Myy(P)  Myu(P) My, (P)

M(aq,q',P) = (5.91)

Mya(d,P)  Myy(P)  Mye(P) M, (P)

My (d,P) My (P) My (P) My (P)

With P = P/, we use Egs. (A.12) and (5.6a) along with the following identifications
wi =1/(¢1 —p)? - €2, (5.92a)
I 4 P
fr=d —p+¢ (5.92¢)
]. ! 1" "

thus permitting the matrix elements to be explicitly expressed as
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Mac(a, q) = (Wi +w-)*5(q—q) + (Va? + ¢*)w(q)(Gy + G-) (5.93a)
My (a) = —(\a” + g*)w(q)y (5.93b)

Map(q) = f%o‘( f+GT2GT 4+ fLGT2GTH (G4 + G2) — daw(q)(e —2u)  (5.93¢)

Moy(a) =~ 271 GG+ f GGG +G) —gwla)e—2)  (5.93)
Mya(d) = —(Na® + ¢*) (G + GL)Y (5.93¢)
Myc(d) = =2 aw(qd) (LG + fLG}) — Aa (G + G)(e — 2u) (5.93f)
Mya(d) = —2gw(d)(fLG_ + f.G) — g (G, +G)(e —2u) (5.93g)
Myy = (P? — p)* =& + (Na? + g%y (5.93h)
Myp = Aah(P? —3u+ € +€) (5.93i)
Myy = g9 (P* =3+ +e¢) (5.93§)
Myy = Aarh (P2 —3u—&+e) (5.93k)
Myy = A2a? (211 +?) + (e — 2u)? (5.931)
Mgy = Myy = Aag (217 +¢?) (5.93m)
My = g6(P? — 30— € +¢) (5.93n)
My = 9220 + %) + (e — 2p)°. (5.930)

These elements are used in the set of equations arising from the eigenvalue problem,
MIP = Q%6 P:

/ /Mco(q, q") 0G(q") + Mgy (Q) 59 + Mag(q) 6¢ + Mgy (q) 6x = Q%6G(q)  (5.94a)

q//

/ /Mw(q”) SG(Q") 4+ Myy 6 + Myg 6 + My, 6x = Q%6 (5.94D)
q//
/ /qua(q”) 6G(q") + Mgy 89 + Myy 8¢ + My, 0x = Q*5¢ (5.94¢)
q//

/ch(q”) 8G(q") + My 0% + My 66 + My, 6x = Q%6x, (5.94d)

1

q

where the explicit dependence on the total momentum, P, has been dropped for notational
convenience.

Thus far, the equations are general, describing the excitation spectrum for any stationary
solution to the Hamiltonian in Eq. (5.2). In the simplest case, ) = 0, thus giving Me, =
Myp = Myy = Myag = My, = Myy = My = 0, thereby reducing the above system
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to only three independent equations. Additionally, we will be solving for the case of zero
total momentum, P = 0. Using these simplifications, the molecular field displacements are
expressed in terms of 0G:

1 /
00 = - / (9% — M) Mo (d”) + Mgy, Mya(a”)] 5G(q”) (5.952)
q/l
— 1 / 2 _ " " //
oy =g [ (28 = Muo) Mya(@”) + My Moc(a")] G(a"), (5.95b)
qll
where

Substitution of (5.95) into (5.94a) gives an effective matrix equation for d@G,

/
[h(a) 6(a — q") +w(q) s(q") + f(a) r(a")] 6G(q") - (5.97)
s
In addition to (5.92b) and (5.92c), the terms appearing in this expression are identified by
the following:

haq) = w(q)? - 27, (5.98a)

(@) = 5{101 (e~ 2u) + €2 (= — 20)] G(d")

HOL+02) (@~ pt O [jC@) 7+ 6]}, (5.98h)
s(d") = %(Vaz +9°)G(d") +r(d"), (5.98¢)
with
pYe" 9
Cl= 2% A (7 =My ) + g Mgy ], (5.99a)
2 = 2% [9(Q2 = Myy) + XMy, . (5.99b)

The problem to be solved is to find all 2 such that Eq. (5.97) has no solution except
the trivial case §G = 0. Henceforth, we illustrate the general solution method without
delving too deeply into numerical specifics. It will be seen that a full calculation may be
unwarranted as the continuum emerges simply from the general structure of the solution.
Proceeding in analogy with the previous method used for 2, the operator in Eq. (5.97) can
be written as

(5.100)
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where 7 is the identity matrix. If it exists, the inverse, O~!, has the form
ddq

r(d')

1
h(q//)

where N is some 2 x 2 matrix, yet to be determined. From the definition, fq,, O(q,q")0~Y(q",d) =
d(q — d'), we have

0 'q",q) = 5(q” —d) + [r(g") f(qﬂ)]/v‘[ (5.101)

/(ﬂW$f
Lo s(d)
(w(q) f(@]ST+I+T T =0.  (5.102)
7"(ttl”)m(c{’) r@”)f(a") !
/ o r(d)
q// // i

In writing this expression, we have defined a new matrix, 7 = h(q)Nh(q’). According to
the Fredholm alternative, (5.102) will not have a solution if

u/%0¥9m0¥5__‘/”T¢Ufﬁf>___1 (5.103a)

; h(q//) h(q//)
q q
s(@)f(a") _ [r(ama’)
| e ‘[ Wa) e

Hence, if Eqs. (5.103) are satisfied, the inverse, @~! [given in (5.101)], cannot be con-
structed. Additionally, it can be seen directly from the form of O~! that h(q) = 0 precludes
an inverse as well. Because of its dependence on q, this condition gives the continuous part
of the spectrum,

2 =2w(q)
(5.104)
(> + p)? = €.

As pointed out in Section 4.3.2, €2, is interpreted as the energy of two free quasi-bosons
and therefore must belong to a continuum. More quantitatively, there is no q dependence
in Egs. (5.103), hence it must be concluded that the procedure involving the Fredholm
alternative only gives the discrete part of the excitations.

We note that unlike the discrete elements, the continuum can be obtained from argu-
ments based on the construction of the inverse. As the form of h(q) is the same regardless
of whether ¢ = 0 or ¢ # 0, Eq. (5.104) can be used to find the continuum for the entire
lower state. It can be seen that at zero total momentum, these excitations are parametrized
by ¢?, with the lowest energy obtained for q = 0. Thus, the continuum boundary is given
by the sum of the energy per particle, e, and half of the quasi-bosons’ energy, €, (5.104):

Eeze = e+ ,UfQ - 52 : (5105)
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As shown in Fig. 5.2(b), this threshold lies above the ¥ = 0 solution (u # ), but intersects
with the collapsing state at the critical point, after which it coincides with the ¥ # 0
piece (u = ). Hence the continuum contains the zero mode for the second piece of the
collapsing solution. Furthermore, it is now possible to give the decay found in Sec. 5.6
a more concrete physical explanation. Note that the state associated with the complex-
valued p has a corresponding energy per particle that lies inside the continuum of the lower
state. Due to energy conservation, the upper solution must evolve into a state that is at the
same level. Since there are many excited states within its neighborhood, the decay must
represent a transition into collective phonon excitations of the lower state. Because this
lower state tends toward collapse, it is assumed that its excitations will follow suit. In this
picture, the condensate is lost through decay into another state, as opposed to a physical
loss of particles. Of course, as the system collapses, qusiparticles will emerge thus causing
a kinematical atom loss of this kind. However, the previous analysis is only valid for dilute
systems, as such interactions were not incorporated into the model Hamiltonian of (5.2).

1 . . . .
£ £
o 0 o
L ©
5 —0.57 5
o o
s L @
o o
2 -15¢ — 2
o =0 =
o BE/2 v Pz0 o
L : (2) L

-2.5 _—

0 0.5 1ph.15 2 2.5 3
Density (cm_?’) x 10" Density (cm_?’) x 10*°

(a) (b)

Figure 5.2: For the case of 8°Rb, (a) shows the real part of the energy per particle, e = u/p
[see Egs. (5.40), (5.41)] corresponding to the decaying excited state (1). Below this is
shown the two-piece collapsing ground state (2) as shown in Fig. 5.1. All results are shown
for an applied magnetic field of 162.3G, corresponding to a full s-wave scattering length
of 193 Bohr radii. (b) The same curves as in (a), where the hatched regions indicate the
continuum of modes belonging to the collapsing lower state. As discussed in the text, the
excited “false vacuum” always lies in the continuum of the lower state, thus indicating
that the decay represents a transition into collective phonon excitations of the collapsing
solution. Note that the density of states for 1) £ 0 is greater than that for ¢» = 0, as shown
by the relative density of the hatched lines above each region.






Chapter 6

Condensate Decay in (General

Due to its simplicity, atomic hydrogen was first considered as the ideal candidate for the
production of atomic condensates. Consequently, much of the current understanding of
BEC physics has its roots in the initial studies of cold hydrogen gas samples. Experimen-
tally, it was observed that these dilute samples were unstable, displaying an increasing atom
loss with increasing density. Since relatively high density is required to achieve condensa-
tion, it became necessary to explore this decay phenomenon that threatened potentially
severe limitations on the attainability of BEC. Although molecule formation had been long
recognized as the driving force behind atom loss, the exact kinetic mechanism through
which it manifested was at first poorly understood. To fit the experimental observations,
a three-body process was eventually identified as being primarily responsible for the loss!.
Specifically, a three-body recombinant event occurs when an atom causes a molecule to re-
lax into a deeply bound state, releasing its binding energy, resulting in the expulsion of both
atom and molecule from the trap (see Fig. 6.1). Although the initial hydrogen gas samples
were cold, they were relatively far from quantum degeneracy thereby allowing them to be
described classically. As such, the proposed recombinant model was completely consistent
with the theoretical framework underpinning the description of these gases.

Although widely accepted, the classical recombinant picture is inconsistent with the no-
tion that a BEC is a single macroscopic quantum object. Because all condensate particles
have the same wave function, they can no longer be isolated and treated in an independent
kinematic fashion. For example, the proposal of a three-body recombinant event implies
that all particles must simultaneously participate in the collision, which presents a contradic-
tion. Therefore, isolating the interactions between any two or three constituents becomes a
meaningless exercise that should be replaced by a picture treating the behavior of the entire
collective.

Given these observations, it becomes tempting to attribute the condensate loss to the
coherent mechanism described in the last chapter. To determine whether there is a fit with
empirical data, the 8”Rb coherent rate is calculated then compared to observation. In the
8TRb experiments, the mean density is ~ 10'*cm™3 whereas the scattering length is 5.8nm.
By Eq. (5.45), this corresponds to a lifetime of 1/T" ~ 3.6ms , which is far too quick to be
consistent with the observed 16 s. However, it must be remembered that this decay rate
was obtained for the specific case of a zero-range attractive background interaction, which
may not be applicable to the example at hand. Therefore, we turn back to the more general
Hamiltonian of Eq. (5.1) for further analysis.

1. F. Hess (1983); L. P. H. de Goey (1988).
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#® K%

8
N

\ <« e
% v/2 \
(a) (b) (©)

Figure 6.1: A schematic illustrating the three-body recombinant process. (a) An excited
molecular state existing in the condensate. (b) A condensate atom in close proximity
will perturb the excited pair, causing it to relax into a deeply bound dimer. (c¢) In this
relaxation process, the binding energy is released, being transferred into kinetic energy of
the condensate atom and the newly formed dimer. If sufficiently energetic, the products
acquire sufficient velocity to overcome the trapping potential.

Section 6.1 reviews the three-body model, providing a quantitative fit to the experimen-
tal loss curves. Following this, we examine the general Hamiltonian in Secs. 6.2 and 6.3,
arriving at an expansion for the decay rate which contains all the terms p%/2, p2, p°/2,. ...
The dominant lowest order term is seen to compare favorably with the data, where the fit
determines the interaction strength. Hence, the decay curve is directly related to parame-
ters in the potential. Finally, Section 6.4 compares the coherent rate with the semi-classical

three-body model.

6.1 Three-Body Recombination

Classically, one, two or three-body loss rates are proportional to their corresponding power
of the density. For example, a general process containing all three is described by

;CZ:_LPQ_G[)_T@ (6.1)
where L is the three-body rate constant, proportional to a* for large, positive scattering
lengths, a'. Likewise, G is the two-body rate constant describing spin dipole relaxation, a
process dependent upon the interaction of atoms with the magnetic trapping fields. Lastly,
7o represents a one-body lifetime due to collisions with background gases left in the vacuum
chamber after pumping.

Even after the production of BECs in both sodium? and rubidium?®, the three-body

!The a* dependence has been predicted in many theoretical studies. See, for example, P. O. Fedichev
(1996) and P. F. Bedaque (2000). In the experiment by T. Weber (2003), there was sufficient heating of the
samples to admit classical recombinant descriptions.

2K. B. Davis (1995).

5M. H. Anderson (1995).
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mindset remained well entrenched in the psyche of atomic physicists who applied it to
the losses observed in condensates'. In a trapping geometry, it is possible to obtain an
equation governing the time evolution of the particle number N, an observable that is
directly measurable in such experiments. Assuming a Thomas-Fermi (parabolic) profile,
the density has the form?

L 5 m 2 2
p(r) = Qmw 47Th2a (TO =T ) ) (62)
where @ = (wy wy wz)l/ 3 is the mean trap frequency. The condensate radius, 7, is related

to the particle number, N, by

B2 1/5
o — (15aN> , (6.3)

m2?

which is found from the normalization N = [ d3rp(r). With the density as the weighting
function, the average of any quantity, f is

= [ 1@, (6.4)

Thus, the density-averaged loss rates of two and three body collisions are respectively
given by —G [ p(r)? = —G(p)N and —L [ p(r)> = —L(p*>)N. Using the Thomas-Fermi
profile of (6.2) the integrals are readily found to be (p) = o N?/® and (p?) = c3N*/?, with
co = [15%/°/(147)] [m@/(ﬁ\/&)]6/5 and c3 = (7/6)c3. Hence, the density averaged rate
equation is

1 dN 1

T LeaNY5 _Ges N2/ — 6.5

N dt s 2 T0 ( )
Defining = = N'/5 from which N = 5z*, an analytic solution to (6.5) can be obtained by
an integration. After some algebra, the result is

4

+ —(t —to)

Y]

| (4Lcz) ' N4/
. L63N4/5+G62N2/5+ 1/7’0

+ tan
|V/G? 3 — 4 Les /7o 2Ley N2/5 4+ G e

2GCQ _1<|\/G2 %—4L03/Tg|> —0

where

4/5

5 N,

to = 220 1, o . (6.7)
4 4122 Ny'” + 4L c3/79

Fitting the time dependent condensate number, N(t), to the experimental loss curves
for 8"Rb, results in an optimal fit corresponding to all three-body losses with no two-body

'Experimental loss curves can be found in J. Séding (1999).
2For more detail in this application of the Thomas-Fermi profile, see Y. Castin and R. Dum, (1996).
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contribution G = 0. In the case where three-body losses dominate, (6.6) can be solved
explicitly for the atom number

ALes o—A4(t—t0)/(570) 5/4

Nt = | — 1 — 4123 e~ 4i—10)/Gm0)

(6.8)

Depicted in Fig. 6.6, the fit of this equation to the observed losses in 3’Rb yields a three-
body rate constant of L = 2.23 x 1072?cmS%~! and a one-body rate of 7y = 14.8s. The
closeness of this fit provides compelling evidence for the three-body model.

13

12.5
127
11.5¢

log(N)
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Figure 6.2: Fit of Eq. (6.8) to the loss data of 8 Rb. The best fit three-body rate coefficient
is found to be L = 2.23 x 10~2cmbs~!, whereas the one-body time constant is 79 = 14.8 s.

6.2 Hamiltonian With a Potential and Molecular Coupling

6.2.1 General Form Factor

Using a general form factor in the separable potential, the method in Sec. (4.2) is used to
calculate the pressure corresponding to the Hamiltonian of (5.1)

_p:%gq_,m: Z/(kz—u)R(k)—;uwer; u/v(k)D(k)rH;wzllv(k)mk)
o [ oY Ragra<) + 20 [ w0R) + e
k/k/ ( 2 ) { 8
+(3e-n)e +ao| [ w0900+ 307,
k

(6.9)

!This fit was done in J. Séding (1999). Interestingly, these authors could not find the analytic solution
(6.6) for combined two and three body losses.
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where v(0) = 1. Due to the uniform medium, the fluctuations are diagonal, as in (4.24).
The variation on G leads to

P 1 R4 y(k)? +E(k)
e 2\/k2 P € (010

Although having the same form as (5.6a), the quantities v? and ¢ are now momentum
dependent due to the general form factor:

(k)2 = —u+2)\/lv<k+k/)2R(k’) + A o(k) y? (6.10b)
/
£(k) = [)\ / v(K)D(K') + A % W2+ aqﬁ] (k). (6.10¢)

kl

Extremizing on the mean fields, 1) and ¢, gives

(;f; = [—u + )\/ v(k)D(k) + 2 / v(k)R(k) + A%W + aqﬁ] Y =0 (6.11a)
k k
0= o= [oono+ 37 (6.11b)
k

Equations (6.10) and (6.11) lead to the equation of state for the uniform medium, once the
form factor is specified.

6.2.2 Step Function Form Factor

Given some momentum cutoff, K, we define a step function form factor, as in (2.111). The
definition of £ in (6.10c) then becomes

(k) = [A [ 20)D0) #2502 + 0] a0 ~ )
/ 2 (6.12)

= EO(K — [K).

where ¢ is the constant A [ v(k')D(kK') 4+ (A\/2)¥? + a¢. Since (k) assumes a step function
k/

form as well, G can be written as

1
Glk) = § 2V K2 a(k)? =€ (6.13)
% k>K.

When substituted into the definition of the fluctuations (4.24), this form of G gives
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1 B Aak)? _ .
R =5 | i O ) (6.14a)
D) = - ! o(K — K|). (6.14b)

2/ (k)22 — &

Therefore, it is only required to find v(k)? for 0 < |k| < K, since all fluctuations vanish
outside that range. Within this range, however, v(k)? depends on k through a convolution
integral:

k+k/)2R(k’) Ayl (6.15)

!
1002 =+ 22 [0
k/

Since R(k’) is inside the integral, k' is also limited to the range 0 < |k/| < K. In addition,
(6.15) can be simplified by recognizing that the square of the form factor remains a step
function:

k +k’'\2 1
v( + ) :9(K—§\/k2+k’2+2kk’cosg0>, (6.16)
where ¢ is the angle between k and k’. Since both |k| = k and |k’| = &k’ are less than the
momentum cutoff, it follows that the square root of the step function’s argument must be
less than or equal to 2 K:

VE2+ k2?2 + 2k K cosp < k+ k'
<2K.

(6.17)

These inequalities prove that the squared form factor must always be equal to 1 inside the
integral of R, thereby allowing the replacement f [(1/2)(k + K)]?R(K) f R(k), from

which we see that ~ is independent of momentum Concerned only with the range where
|k| < K, the step functions are dropped, being replaced with the understanding that there
is a momentum cutoff, K, implicit in the limits of all integrals. From these considerations,
the variational equations assume the following forms:

B k2 4 2

1
Rk) = -1
G) = 5y [ e " 2[\/@2”2)2_52 (615)
"2\ k2 ¢ 1 ‘
D(k) = -2

2 \/(k2 _‘_72)2 _ 52

72——u+2)\/,R(k)+>\1/12 (6.19)
k

fz)\/D(k)—i—)\;wQ—i—o«b (6.20)
k
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(P +E= M) =0 (6.21)

60=—- _O‘QM [//D(k) + ;zﬁ] (6.22)
k

Due to their dependence on the interaction strength, A, these equations are generalizations
of the zero-range case (5.6). In the next section, we explore the possibility that this increased
flexibility could be used to account for a coherent decay that is consistent with the observed
lifetime in the ordinary BECs'.

6.3 Quantum Instability

In Sec. (5.6), a complex chemical potential arose because of the requirement of a positive
pressure. Since 42 = —y in the zero-range limit, a positive pressure demands a negative 2
to lowest order in density. This led to much too fast of a decay to be an accurate model of
ordinary condensate behavior. Because the imaginary part of G’ depends on the size of 72, it
is reasonable to suspect that making 2 less negative will decrease the decay rate. According
to Eq. (6.20), 42 is arbitrary since it depends on the unknown strength, A. In addition, by
making ) sufficiently large such that 42 > 0, G can become imaginary if |¢| > |2|. A focal
point in solving the above set of equations lies in determining 42 in terms of £&. Substitution
of the molecular field (6.22) into (6.20) gives

£ = <)\ - - iu) [//D(k) + ;¢2] . (6.23)
k

Due to the fact that there is no a priori way to determine A, it must be decided at
the outset the size of the ratio |¢|/|y?|, for which there are three regimes of interest: (i)
I€] < |72, (ii) |€] ~ |¥?| and (iii) || > |4?|. Because of these possibilities, two expansions
are made. Depending on the regime, we first expand for the appropriate ratio of |¢| to |y,
which is then followed by an expansion for low density. In all three regimes, it is assumed
that both & and 72 are less than the momentum cutoff, K.

6.3.1 Case (i): [¢] < |7?]
Expanding (6.23) requires the expansions of f R(k), f D(k), ¢* and p. To order 52/74’ the

k k
fluctuation terms are
' 12 &1
k)~ —2> — = — .24

/R( ) 327 v 8m? K (6-242)
k

! K 1 1 & &y? 1

D)~ —— ¢4 — (1—77)—77, 6.24h
/ )=zt & 16 +4) 42 K (6.24b)
k

L«Ordinary condensates” refer to cases like 2*Na or 8" Rb, where condensates are produced without the
need to tune the scattering length.
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where we have also expanded for v < K. Further details may be found in Appendix C.
Because the case of nonvanishing v is of interest here, the solution to (6.21) is taken to
be
1 W = 7+
2 2
Along with expansions (6.24), equation (6.19) can be used in explicitly obtaining x in terms
of v and &:

(6.25)

/
u——72+2x/ R(k) + A2
k

A 2
:€+1677£7+'” (6.26)

Substitution of these results into (6.23) gives the desired relationship between v? and ¢:

¢ 1 L&y _&° 1 e+ o0
X[_WK+M£7(1_M%>_WK+ ) —|—..},
where the denominator € — 2 in (6.23) has been approximated by (1/€)(1 + 2u/e).
Finally, we expand 72 in powers of \/&:
v =nVE+1E+ 3+ (6.282)
V=R e+ 2m1 2+ 2 R+, (6.28b)

The first two coefficients, v; and -2, are determined by using (6.28) in (6.27) then keeping
terms only up to order £3/2,

B a? ¥+1 K 7 1 YLV2 | .3/2
“(A‘e){( ) ‘w)“[&r(“wﬁﬁ}f } (6.29)

Defining the new strength

A
N=_" 6.30
Sra’ (6.30)

the coefficients are found by equating like powers of £ in (6.28):

¥=2N-1, (6.31a)

1
yo=—a) |1— . (6.31b)

62N —1)2]
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Like before, the scattering length is related to the strength and the range by (8ma)™! =
AL+ K/(472) [see (2.110))].

Obtaining the low-density chemical potential requires three more steps. First, the den-
sity is expanded in powers of /€. Second, this expansion is inverted to give £ as an expansion
in ,/p, which is finally inserted into the expression for s.

Starting from its definition, the density is obtained from /% and | D as

1 !
P:§¢2+ R(k)+¢2
k
L > 32y L 1 s
—2/\(€+71§+27m£ )+327m1£
§ 3/2
= — . .2
S T /¢ (6.32)

In the last line, use has been made of (6.30), (6.31), as well as the definition

1 1 2N —1 1

- _ 1—
/ 321 2N —1 8 16(2) —1)2

(6.33)

Obtaining & in terms of p requires the inversion of (6.32). To avoid dealing with square
roots, define ¢ = n? and p = 02, then expand 7 in ¢. Only terms up to order o? are kept
in the expansion of n? and n>:

n=mo+mno’+... (6.34a)
7 =nio’ +2mpo’ + ... (6.34D)
P =nio’ ..., (6.34c)

where 71, 72 and 73 are to be determined. Inserting the expansions of 7 into (6.32) gives

1
0? = = (no®+2mmo®) + fuio?, (6.35)
ma
from which is found
m = V8ma (6.36a)
mne = —A4ra f (87a)>/? . (6.36b)

Substitution of theses coefficients into (6.34b) completes the inversion

€ =8map — (8ma)®? f p*% + ... (6.37)

Finally, the chemical potential is obtained from (6.26), (6.28a), (6.31a), (6.33) and (6.37):
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A1 g
=4 — 6.38
I €+1&vn§ (6.38)
1 19
= 8map+ o (2N - 1)=3/2 <5X2 — 5N + 16) (8ma)*? p? 4 ... (6.39)
T

If 2\ < 1, then there is an imaginary part to g which gives a decay constant of

h o1 1
F=_— —(2\ —1)7/? <5A/2 - 5N+ 12) (87a)* 2032 4 (6.40)
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Figure 6.3: For the case of ' Rb at a mean density of 10'6 cm™2, the solid line shows the
rate in Eq. (6.40) plotted as a function of the strength A’ (6.30). In this case, the coherent
rate is consistent with the observed rate (dashed line) around the point of intersection at
N ~ 0.39. However, by Eq. (6.28b), this is inconsistent with the initial assumption that

[€1/17? < 1

Figure 6.3 shows a plot of this rate as a function of )\’ indicating that, to be consistent
with observed losses, the value of X’ must be ~ 0.39. This corresponds to 72 ~ —0.22 which,
when substituted into the leading order term of (6.28b), reveals that |£|/|v?| ~ 4.5, a result
inconsistent with the original expansion assumption, |¢|/|7?| < 1.

By the solution of 71 (6.31a), it follows that only an attractive interaction, A < 0, can
simultaneously satisfy both the original assumption and the condition for decay 2\ —1 < 0.
Unfortunately, this leads to rates that are too large to be consistent with experimental
observations. Evidently, the more attractive the potential, the faster the decay. Clearly,
the other cases must be considered where there is a bound molecular state, yet the potential
is sufficiently repulsive to admit a decay rate consistent with measurement.

6.3.2 Case (ii): [¢] ~ |?]

For this case, it is convenient to expand £ in powers of ~:

=tV +av3 +. .. (6.41)
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By assumption, the first term is the dominant contribution, whereas the second is a small
correction. To order v* (C.17) and (C.24) give the fluctuations,

{ D) ~ 1 &7 +< sl) (6.42a)
Z R(k) ~r 3, (6.42b)

where the dependence of d; and r; on & and &; can be respectively found in (C.18a) and
(C.25). The coefficients & and &; are determined from (6.23), which to order ¥ can be
written as

K
€6’ +eay =— 156 (Ae—oﬁ)v%( &)(Ae— a?)
(6.43)
1 1
_ 1 —a2) e A3
—l—(/\e a)Q)\( +§o) (/\e a)z)\flfy
Equating like powers of «y, the solutions are
1
=537 (6.44a)
2 dy
=51 (6.44b)
where A is defined in (6.30) and d; in (C.18a).
Following the same basic method as in Case (i), the density up to order v is
£+ 3
PN T
= L(e+1)? S )42 (6.45)
A 2\

Since it is small at low density, v can be expanded in powers of o = ,/p. To order o? we
have

Y=70+v 0> +y0° (6.46a)
V=50 +20ma’ (6.46b)
V=438 (6.46¢)

Inserting these expansions into the density yields

02:€o+1
2\

(7(2) o2+ 2vm 03) + (2%\ + 7"1> 'yg o3, (6.47)
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from which the coefficients vg and +; are found to be

Y0 = V2X — 87a (6.48a)
29071 = —(2A — 8ma)*? (ry + &ody) (6.48b)

3/2

Hence, to order p3/2, the expansions of v? and 73 are

v? = (2X —87a) p— (2A — 87a)** (r1 + &odi) p*? (6.49a)
¥ = (2X — 8ma)*?p3/2. (6.49D)

Using these results, the chemical potential in (6.19) is

u—§+2)\//R(k)

k
= &7 + (201 + &) P

= 8rap+ (2A — 87a)” (ry + &ody ) 2

V2 11 9 1\

3 2\ ¢2 5/2 3/2
+128(829501160)501n50] N>/2p3/2

= 8map+
(6.50)

In the above, the last line follows from the simplification of 71 +&p d1, given by (C.32). Also,
from (C.13a) and (6.44a), d¢ is identified as

So=1— &TT‘L. (6.51)

From this definition, the logarithm in (6.50) obtains a nonzero imaginary part only for
A < 8ma. By the expression for the full scattering length, (87a)~! = (A — %2)_1 +b71, this
condition on A is made possible by the inclusion of coupling to the molecular state (a # 0).
Under this assumption, the rate is given by

2
F—h\[

" m 51272

By Fig. 6.4, the fit of this rate is consistent with the initial assumption that & ~ +2. From
the definition of X (6.30), this means that the strength is close to the scattering length
A < 8ma'. Given that \ is proportional to the scattering length, the rate roughly acquires
an %2 dependence, reminiscent of the result of the previous chapter. Hence, this is the
required regime for coherent decay to apply in ordinary “stable” Bose condensed systems.

(82 — 95y — 1163) 62 X>/2 p*/2 . (6.52)

nterestingly, the Gross-Pitaevskii equation requires equality between these two quantities.
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Figure 6.4: For the case of 8’Rb at a mean density of 10'® cm™3, the solid line shows the
rate in Eq. (6.52) plotted as a function of the strength A’ (6.30). In this case, the coherent
rate is consistent with the observed rate (dashed line) around the point of intersection at
N ~ 0.98. As a check, substitution of (6.44a) into Eq. (6.41) confirms that this fit is
consistent with the initial assumption that |¢| ~ |[72]

6.3.3 Case (iii): |¢] > [?]

According to (C.42) and (C.49), defining ¢ = in, then expanding the fluctuations in 72 /n
results in

/ 2

K . Y B e AR 3
/D(k):—wm—lm/ —4W2??m +O0(n’) (6.53a)
k
//R(k):Jn3/2+1174n2+0(n3) (6.53b)
) 472 K n? ’ '

where I and J are themselves expansions in v2 /7, given by (C.41d) and (C.50d), respectively.
The chemical potential is

!/
u:'y2+2)\/ R(k) + A ¢?
k

_ INJ 13/2 Lif2 O(n? 4
=N g e st (n?), (6.54)

which can be used in the equation (6.23) that determines 72 in terms of ¢!

"Here, we have expanded o /(e — 2u) as was done in (6.27).
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e o2 e

a? 202 K 1 1 +2 in + 2
e (D W1k I (3 7 S
[ € €2 (in +2XJ0°") a2 A 472 K n ! 2
(6.55)
In accordance with the assumption |£| > |v?|, 4* is expanded in powers of /7,
Y= VE+nE+ 3 (6.56a)
v =t in+2ne iVin®? — (4 + 2ns) - (6.56D)
With these expansions (6.55) can be solved to order n?,
a? K
. — A - I, -
" ( € > { 42
— (B = i = 2iVimaela /i = 3115 = WVinialsir) i
(6.57)

1
T [(1 +97) i+ 272 iVin'? = (3 + 2317%) ?72}

1 A2 o2\ 202 K a1 9 9
— = A—— ———+—==(1
+[4772K+< € €2 47T2+62)\( ) )|

where we have used the expansion of I in (C.41d). Equating like powers of 7, the coefficients
~1 and o are found to be

vi=2)N—1 (6.58a)

Y192 Vi = A1 —iAy2 T — AyE T (6.58b)

Having expanded 72 in /1, the density equation is now used to obtain an expansion of
V1 in /p. To order n%/2 we have

e [ :
p=5v+ [ BRI +o

2
_l’_
<
3&3

1 . . . 3 .
= —in+ [Jl +ily + 93 (I +id2) + 71 <2J3 — 11'3)] 2. (6.59)

8ma
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As in the previous two cases, (6.59) is inverted by expanding /5 in o = /p:

Vii=mo+mna’ (6.60a)
n= 77% o + 2mns o (6.60b)
P =n}od. (6.60c)

Substitution of (6.60) into (6.59) gives

1 ) . 3 ,
o2 = ol (ni o® +2mmpo®) + | i+ iy + 47 (I +iJ2) + 71 (2 Js _Z]3>} W o, (6.61)

from which the coeflicients are red off as

m = V—i8ma (6.62a)
. . . 3 ‘
2mne = iVi|Ji +il + 3 (L +i o) + 1 (2 J3 — 213>] (87a)™?. (6.62b)
Using Eqs. (6.60) and (6.62), the chemical potential in (6.54) is
p=in+ 2X J (—isma)*? p3/?
=8rap— Vi [Jl +ily + 93 (I + i) + 1 @ J3 — ilg)} (87a)/? pB/
5 (6.63)
+Vi2x <J1 +in? o+ iﬁ J3> (87a)*? p/2,
thus corresponding to a decay rate of
h 1 3
F —_ 2 / 2 _ 4
- \/5{ A <J1 +77 2+ 271J3>
(6.64)

3
- [Jl + I+ (I + o) + 91 <2 J3 —I3>] }(87ra)5/2,03/2.

As in the previous two cases, to lowest order we have 72 ~ 42 ¢, Since 742 = 2\ — 1, this
series expansion converges the quickest for N ~ 1/2. By figure (6.5), the decay rate given
by (6.64) only approaches the observed lifetime for A’ — 1. As this limit is approached,
however, the initial approximation || > |y?|, breaks down, thus indicating that Case (ii) is
the best approximation.
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Figure 6.5: For the case of 8’Rb at a mean density of 10'® cm™3, the solid line shows the
rate in Eq. (6.64) plotted as a function of the strength A’ (6.30). In this case, the coherent
rate cannot be fit to the observed rate (dashed line), but as A" approaches 1, the initial
approximation, |¢| > |v?|, becomes less valid.

6.4 Quantum Instability vs. Three-Body Loss

Despite being inconsistent with the quantum mechanical nature of the BEC, the three-
body model provides a description that is completely consistent with the observed losses as
demonstrated by Fig. 6.1. Although we have shown that a complex chemical potential can
arise in a realistic Hamiltonian, the predicted density dependence must be consistent with
experimental loss curves. Specifically, it will be tested whether the lowest order term in the
coherent decay rate (~ p®?2) can be fit as well as the classical three-body rate (~ p?).

Extension of the uniform medium result to the experiments’ trapping geometries requires
the application of the local density approximation, where it is assumed that each point
inside the trap admits a locally uniform value for y. Proceeding in the same manner as the
treatment of the three-body collisional loss of Sec. 6.1, the coherent rate is described by
—Le [ p(r)?/? = —L.(p*/?)N, with N being the total number of atoms in the trap while L.
is the coherent rate coefficient given by Eq. (6.52) of Case (ii):

Lo V2

“ m 512n?

With the Thomas-Fermi profile (6.2), the integral is calculated to be (p/2) = 05/2]\73/5,

where c¢5 /9 = (757 /4096)(7c2)3/? and ¢y = (15%/°/(147))(m@/(hy/a))®/®. Inside the cham-

ber, background atoms will impinge on the BEC resulting in quasiparticle excitations which

manifest as the loss of individual particles from the collective. Taking 7y as the lifetime
from this background effect, the averaged coherent rate equation is given by

(82 — 959 — 1163) 62 X*/2. (6.65)

1 dN 1
— X = _L.cea N3/5_ — 6.66
N dt cC5/2 o ( )

Because all experiments are performed at finite temperatures, quasiparticles will be
present leading to kinematic losses. But as the temperature of the system is lowered, there
are fewer excitations, thus rendering the collective decoherence the dominant mechanism.
As a test of this theory, a case is sought where the system is brought sufficiently close to
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quantum degeneracy. For the example of 8’Rb, the theoretically predicted three-body rates
(~ 1073 em® s71)! are an order of magnitude too small to be consistent with observation.
As a possible explanation of this discrepancy, we choose an appropriate value of § to fit
the time evolution of N [Eq. (6.66)] to the experimental loss data for ’Rb [Fig. 6.6].
Demonstrated in the inset, this data provides no appreciable distinction between the loss
as a coherent phenomenon and the best fit semi-classical three-body model.
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Figure 6.6: Fit of the decay rate given in Eq. (6.66) to the experimental loss data of
8TRb with an inset showing a close up view comparing the difference between the coherent
decay and the semi-classical three-body recombinant model described in Sec. 6.1. In a
least squares sense, the best fit is obtained for a decay rate coefficient of L, = 2.7732 x
10~22cm? 251 which, by Eq. (6.65) corresponds to an interaction strength A = (0.954)8a.
Also, the background lifetime is found to be 7y = 38.8 s, implying it is not the dominant
effect.

Due to a lack of detailed loss data, the value of A in other atomic species must be found
by a coarse one-point lifetime observation. A summary of some different cases is displayed
in Table 6.1. The 8"Rb strength was found from the loss curve in Fig. 6.6 whereas 23Na,
133Cs and *He were determined by matching a single observed lifetime measurement? to the
exponential rate —L.(p) 3/2_Tn the latter cases, an average trap density was used in finding
the 1/e lifetime. Depicted in the table are experiments in which the loss was primarily due
to the internal physics of the BEC itself, but not its interaction with the trapping potential.
The only exception is the case for the “He where the causes of the loss were unclear. Not
shown are the cases of “Li% and *'K* which involve additional physics thus prohibiting a
clean comparison from being made.

At this point it is appropriate to discuss the conditions under which the coherent decay
will be readily observed. Because we have no knowledge of the interaction strength, A, it is

'A. J. Moerdijk (1996) and P. O. Fedichev (1996).

2These respective lifetimes were obtained according to observations in K. B. Davis (1995); T. Weber
(2003); and A. Robert (2001).

3The "Li BEC has a negative scattering length, rendering it unstable against collapse. See C. C. Bradley
(1995).

4A condensate of 'K has been achieved only as an admixture with another species: G. Modugno (2001).
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difficult to determine whether this effect will dominate the three-body processes. However,
if the thermal energy, kp'T, is less than the quasiparticle excitation energy, ~ 8map, then
losses must occur in this coherent fashion. Moreover, the three-body effect and the coherent
mechanism may, after all, not be distinct effects. From the expansion of the chemical
potential, = 8map + w1 p>/2 + pa p® + ..., it is evident that the second order complex
term can be interpreted as a three-body process. It may in fact be the case that this term
dominates the series at some finite temperature.

Isotope | @ (nm) | B (G) | p (10 em™) | 7 (3) | &
8Rb 5.8 — 1 16 | 0.954
23Na 4.5 — 1 1 |0.940
133Cs | 15.9 23 0.1 15 | 0.956
‘He 20 — 0.1 ~3 | 0.988

Table 6.1: Table showing the numerical values of the interaction strength, A, as determined
from a fit of Eq. (6.65) to the observed lifetime, 7. For the *3Cs condensate produced using
a Feshbach resonance, we show the magnetic field value, B, corresponding to the scattering
length, a, at which the lifetime was observed.



Chapter 7

Macroscopic Quantum Tunneling

In uniform systems, it was shown in Section 5.7 that the collective excitations largely
occurred in a continuous spectrum. However, when confined inside a trap, the excitations
assume quantized vibrational modes. One interesting situation arises when the quantized
modes occur in condensates of species with a negative scattering length. In such cases, the
system will have a tendency toward collapse as can be seen from the low-density pressure:

P=up—u
= 8rap® — dmwap®
= drap?, (7.1)

where the expressions for the energy density, u, and the chemical potential, u, are obtained
from (5.42) and the argument directly after. But, as the particles become more confined, the
Heisenberg uncertainty principle imparts a kinetic energy which can act to counterbalance
the collapse, provided the interparticle attraction is not too strong. Being proportional
to the product of the scattering length with the square of the density, the interaction
strength is determined by the number of condensed atoms. Hence, beyond some critical
particle number, the Heisenberg pressure will no longer balance the attraction in the gas.
Clearly, there exists a potential energy barrier whose height is determined by the number
of condensate atoms as well as their scattering length. For samples close to the critical
number, it becomes possible for the condensate to coherently tunnel through the barrier
thereby initiating collapse. After obtaining an analysis for attractive atomic condensates,
the results are then applied to the collapsing, 1) = 0 molecular solution of Section 5.5.

7.1 Trapped Atomic Condensates with a < 0

When confined to a harmonic trap, the density distribution can be accurately approximated
by a Gaussian which, for the case of spherically symmetric traps, can be characterized by a
single parameter, the width of the cloud. According the local density approximation (LDA),
every point in the trap can be described by the locally uniform results, where an integration
is required to obtain the quantity in total.

By expressing all uniform results in terms of the coordinate dependent density, an ex-
pression can be derived for the total energy as a function of the cloud width. Introducing

145
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a conjugate momentum, a quantization is performed resulting in a single-particle quantum
description of the condensate as a whole, where the width is the coordinate of a an effec-
tive mass of a radial “breather mode” of the condensate, moving in an effective potential
determined by both the external trap and the interparticle interactions.

7.1.1 Statics

The total energy is given as a functional of the atomic condensate wavefunction, ¢, where
a kinetic energy and a trapping potential are added to the interaction term u = 4may?:

1

Ely] = / !17/1* (-V*+Qr?) L@b + dra|—=1
k

V2 V2 V2

where ) is related to the trap frequency, wg, and the unperturbed width of the cloud, dp,
by

4
] , 72)

0= (%)2 - dlg‘ (7.3)

As a model, the "Li parameters are used, as given by

a=—1.45nm (7.4a)
dp ~ 3.16 ym (7.4b)
wo ~ 9085 L, (7.4¢)

where wg = (wxwywz)l/ 3 is the mean trapping frequency of the experiments!.

At this point we could extremize Eq. (7.2) on ¢, subject to the constraint of a fixed
particle number, N, given by

N:r/ {/R(k)—i—;wQ zr/;dﬂ. (7.5)

The resulting nonlinear Schrodinger equation gives a condensate profile remarkably similar
to a Gaussian. Therefore, to illustrate the salient features of the theory while avoiding any
unnecessary computation, we use a Gaussian trial function,

U0 = e (7.6)

which, when substituted into Eq. (7.2) gives a total energy dependent only on the half-width
of the cloud, /,

3v2

'These parameters were obtained from C. C. Bradley (1997).

3 4
B(t) =3 Y2 732 (e + Q6 + —WQ a? £3> : (7.7)
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With the Gaussian form, an integration of (7.5) obtains the number in terms of 1y and the
half width,

N =g n3/26. (7.8)
After solving for 19, the energy can be expressed in N and ¢:

E() = gN <e—2 40+

4 -3

Wor aN/{ ) . (7.9)

Given 2 and a, there exists a range of particle numbers for which E(¢) has a local min-
imum. This minimum is an equilibrium point around which the condensate can oscillate,
where the mode is associated with a collective mass impinging upon the effective potential
barrier. As shown in Fig. 7.1(a), there exists some critical particle number, N., beyond
which the condensate simply collapses. As suggested, this number, along with its associ-
ated critical half width, £., may be found from the point at which the barrier disappears.
Mathematically, this happens for dE/d¢ = d*E/d(¢? = 0, which when solved gives'

f = (519)1/4 (7.10)

_2\/271' @

55/4 ¢

~ —0.671 @ .
a

N, =
(7.11)

7.1.2 Collective Dynamics

To calculate the collective dynamics, equation (7.9) is regarded as a potential energy through
which the breather modes move. As in the time dependent Gaussian trial functional, the
collective motion is found by adding a conjugate variable, 3, to the exponent of the trial
function in (7.6), giving?

() = o e 1), (7.12)

In addition, the action is defined by

S = /L(t) dt
— /dt/w*(r) <ih§t - H) W(r), (7.13)

where H = —V?2 + Q12 + 4waip|2. Substitution of the trial function of Eq. (7.12) into the
action yields

'To compare this with numerical results see, for example, A. Eleftheriou (2000).
2For notational simplicity, the 1/+/2 factor is dropped in the definition of the mean field.
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Figure 7.1: For the parameters of “Li, [see Eqs. (7.4)], (a) depicts the sensitivity of the
effective potential (7.9) with respect to the number of condensate atoms, N. When the
number is increased, the collective mass acquires more inertia which effectively lowers the
barrier height while concomitantly decreasing its width. Beyond some critical particle
number, N, ~ 1463, there will be complete collapse due to the disappearance of the well.
For 1—N/N. = 5x 1073, part (b) shows a comparison between the full potential (solid line)
and the quadratic approximations of (7.19) and (7.21), where the energy zero is chosen to
coincide with the local minimum. The lowest level excitation, F. = hw, is shown by the
top horizontal line, intersecting the barrier at points C and D. In principle, it would be
more consistent to evaluate the tunneling time between these two points, but the zero

energy points A and B are chosen for simplicity. Consequently, the penetration time will
be somewhat overestimated.

. 2 2
S = /dt [BHNE% - 3% NEZY? — ;—V(f) + total time derivatives| . (7.14)

m

Here, the static excitation energy of (7.7) is now the quasiparticle excitation potential,
or V() = E(£)'. From the action, the quantity 3ANY/ is recognized as the canonically

conjugate momentum to £. Therefore, the classical Hamiltonian associated with this action
is

) 2
H:pﬂ—L:3%Nﬁ2?+Vm

p2

= 3mN

+ V), (7.15)

1Using 2% = 8;(£*%) — 2005, the time derivative in the action (7.13) is given by —(3/2)AN£*S + total

time derivatives. The second term is [ 4 (r)* Hy(r) = (h%/2m)[6N¢*%? + V(¢)]. We remind the reader that
E is on the scale of i%/2m.
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from which the collective mass is read off as

me = ;mN. (7.16)

Having obtained the collective mass, any of the standard approximation techniques may
be used at this point to obtain the tunneling time. For macroscopic tunneling to occur,
the size of the cloud must be close to the critical half-width obtained in (7.10). Defining
x =/{ — {., we expand the potential to cubic order around the critical width:

N [9 4NY 121 N 24 1 NY
vz 3 (-aw) s (- x) + Fe (- 5)
1 ANY 5

Differentiating this expansion, then setting the result to zero, both the peak of the potential
barrier, x4, as well as the location of the well, z_, are found to lowest order in the parameter
1— N/N.':

(7.17)

2 N
- 12, 1
ry = ¥l 5( Nc> (7.18)

These points are the locations of the local maximum and minimum of the potential. To
find the approximate parameters of the effective confining potential, (7.17) is expanded to
quadratic order around z4. As shown by Fig. 7.1(b), the well is given by the expansion
around x_:

1 d*V
V,(a:):fw (z —x_)?
o (7.19)
N N )

Equating the coefficient with m.w?/2, we obtain the ground state harmonic frequency to
lowest order in 1 — N/N,,

N\ /4

w = (160)1wy <1 - > , (7.20)
N

which is in agreement with the result obtained by Ueda and Leggett?.

In quantum decay processes, the tunneling rate can be closely approximated by an
exponential form, I' = Ae~("/2m)% where the prefactor, A is proportional to the “attack”
frequency, w, given in (7.20). Since this prefactor is outweighed by the exponential, the
quantity of most interest is Sp. To evaluate this exponent we first use the instanton approach
then compare the result with that obtained in the WKB approximation. In simplifying the

'To lowest order in 1 — N/N., we have N/N. =1 — (1 — N/N,) ~ 1.
2M. Ueda and A. J. Leggett (1998).
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subsequent analysis, the potential in Eq. (7.17) is expanded around x4 to quadratic order.
Taking the height to be the difference between the local maximum and the local minimum,
V(xy) — V(z_), results in

1d*vV 9
Vi=V(zy) =V(e-)+ 5 . (z —z4)
yo (7.21)
16vV2 N N N N 9
=22 (11— ) —6V10 41— — (z —
5 dg ( Nc> VA0 G N, (&= w)

In the instanton formalism, the rate exponent is found to be the extremum of an imag-
inary time action,

mme |
5= / at [V ) + 5 a2 (7.22)
where the integral is evaluated between the two turning points, A and B, shown in Fig.
7.1(b). Extremizing this functional, the bounce trajectory is found from

§:0 = z=h L
ox ™mme

Vi(2). (7.23)

Substitution of the quadratic form of the potential in Eq. (7.21) results in

4(23/4) ho ( N >3/4
T = — (1= — cos(wt) . 7.24
R (1= 5 ) costen (7:29)
Using Eqgs. (7.23) and (7.24) in (7.22), the extremized action is found to be

h 1 [ N\
3,750 = ﬁ/o dt mei® ~ 2N <1 — N) : (7.25)

Between the same two turning points, A and B, in Fig. 7.1(b), the WKB approximation
provides an alternate expression for the exponent,

h B N\ 5/4
— Sy = / dz\/Vi(z) ~ 1.63V N (1 - N) . (7.26)
A

2m .

Comparing this with the instanton result, there is an unchanged dependence on the param-
eter 1 — N/N,., whereas the dependence on N is linear in the former case, as opposed to
the square root. Assuming a prefactor’ of A = w(15k4Sy/(4wm))'/2, equation (7.25) is used
to calculate a tunneling rate of I'y = 1.88s7 !, for 1 — N/N, =5 x 1073, As the number
of condensate atoms, N, is decreased, the barrier grows according to Fig. 7.1(a), and the
tunneling becomes less significant.

!The prefactor was taken from Ueda and Leggett. ibid.
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7.2 Trapped Molecular Condensates

Because molecules have inherently more degrees of freedom than their constituent atoms,
the production of molecular Bose-Einstein condensates could open up new directions into
the study of these degenerate gases. However, molecular condensate formation has remained
an elusive experimental challenge due to the added rovibrational energy level structure. To
overcome this difficulty, a number of experiments have been proposed whereby molecules
can be produced by changing an external field parameter, thereby altering the potentials
seen by the atoms. Included in these schemes is the melting of a Mott insulator! and mag-
netic field sweeps across a Feshbach resonance. In the latter case, molecular condensates
have been produced from fermionic species by traversing the BCS-BEC crossover regime?.
Although the application of the same method to an atomic BEC has only achieved ultra-
cold molecules®, the exploitation of a Feshbach resonance remains an encouraging avenue
for molecular BEC production.

As discussed in Sec. 5.4, the zero-temperature statics of an atom-molecule system cou-
pled through a Feshbach resonance naturally gives rise to a collapsing molecular ground state
exhibiting highly unusual properties, resulting from an admixture of condensed molecules
with correlated atom pairs. Due to the coupling between pairs and molecules, this solu-
tion has unusual properties that cannot be ascribed to a condensate created directly from
molecules alone®.

7.2.1 Effective Molecule-Molecule Scattering Length

Just as in the case of pure atomic condensates, the molecular condensate exhibits a macro-
scopic tunneling effect as well. Characterizing this effect requires an understanding of the
intermolecular interactions, arising from an effective molecule-molecule scattering length.
Since this scattering length is tunable, the tunneling rate is adjustable. However, finding
the effective scattering length requires a further examination of the uniform static results
in Secs. 5.4 and 5.5.

For large weakly bound molecules close to resonance, the interactions can be determined
by the two-body forces between each pair of atoms in the scattering reaction. With a di-
agrammatic method, the corresponding intermolecular scattering length, @, has been
shown to be proportional to the atomic scattering length® as a,,,, = 4a. However, it is un-
clear whether this result is applicable to the molecular condensate which is the true ground
state of the coupled system. In this case, amm, is found from an expansion of the energy
density to order ¢*.

Since there is no atomic field, the density is simply p = [ R(k) + ¢?. Taking p = —~2,
the expansions for both the pressure [Eq. (5.33)] and the pair density [Eq. (5.30b)], gives
the energy density as

'D. Jaksch (2002).

2C. A. Regal (2004).

3K. Xu (2003).

4A proposal to create an all-molecular condensate by the conversion of its coupled atom-molecule coun-
terpart can be found in S. J. J. M. F. Kokkelmans (2001).

M. W. J. Romans (2004).
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u=—P—%
L& L/ 2
= - R(k
12w A3 ) [/ () +¢ (7.27)
k
1 4 2 3 2
59127 v 327 32 vy

This expansion involves 2, £2 and ¢?, but we seek to eliminate the first two in favor of the
last. Facilitating this manipulation is the fact that only the low-density (£ — 0) results are
important. To find v to order &2, we use Eq. (5.31),

1 ¥ o? € 1

~ =0, 7.28
8map, 8T €+ 272 + 1287 ~3 (7.28)

the lowest order (€ = 0) solution of which gives the binding energy, 2+2:
1 8ra?
('y - ) _ Sma” (7.29)
Apg €+ 2§

Since any higher order terms will depend on a similar configuration of parameters, it is
convenient at this point to define the quantity

2ma’ 1
p= - (7.30)
70 (70 - 1/abg)
from which o? and e can be expressed as
2
2 ].
2ra” = <’yo — ) z (7.31a)
Qpg
2 1
(e+2v)=4v(nw—— ) =. (7.31b)
Qbg
The low-density expansion of ~ is
Y=+ (7.32)
where the coefficients are found from (7.28):
dry , 1 1
— =)= — . 7.33
Ay~ " RB1+2 (7.33)

Having explicitly obtained ~ up to order £2, it is now possible to express the molecular field,
¢, in terms of . Recalling the solution for ¢ given in Eq. (5.8b), we have
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ag
(b = - 9
€+ 2y
. (7.34)
o 4
_ 8 S(1- 20 ey )
€+ 27 €+ 27
Squaring this expression then inverting it gives £2 in terms of ¢?,
204872 1
€2 = 327102 ¢ + i L st (7.35)

’yo—l/abg % 1+ 2
Substitution of (7.32), (7.33) and (7.35) into (7.27) gives the energy density to order ¢*,

u = upd? + AT amme* (7.36)
where

up = —vo(1+ 2). (7.37)

The coefficient in front of the ¢* term is identified as the effective molecule-molecule
scattering length, given by

z 16 Y0 1 8
= |— |1+ —F - 7.38
o= [s O ) = Gers)] o

It is instructive to examine the forms of Gy,y, in both the limit of tight binding (9 — o)
and in the large molecule limit (79 — 0). In each case, we have

64ma’
amm —_ — 7T4Oé 7 "}/0 — O (7393)
Yo
7T2a4a§g
o — — s 7Y —0. (7.39b)
70

7.2.2 Statics

Analogous to the atomic condensate case, a Gaussian is taken for the position dependence
of the molecular field inside a trap:

B(r) = goe "2 (7.40)

In this case, however, the total atom number is

N = /U/R(k)+¢2], (7.41)
r k

where the atom pairing term is comparable in magnitude to the condensate term. Using
the expansion of R(k) to order ¢? we have
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uo
N:—2/¢2
Yo
r

up
=B gpmre,
70

(7.42)

from which the depletion ratio, {, defined as the fraction of condensate molecules, is given
as

_ %
(= e (7.43)

In ordinary atomic condensates!, this factor is unity because the lowest order pair correlation
density involves a term depending on the cube of the mean atomic field, not the square.
Since N will always be multiplied by (, it is convenient to define a renormalized particle
number as

N'=(N. (7.44)

Using Eq. (7.42), ¢p is eliminated in favor of N’, giving a total energy

E[l) = / [qb* (—;VQ + 2Qr2) o+ ug \(]5\2 + AT Ay \¢\4]
k

3 8
=uoN'+ N (7244907 + ——aymN'073 ] . 7.45
From the identification of the binding energy as —2+3, it follows that the first term in the
total energy is simply the energy of N atoms paired into molecules. Comparing this with
(7.9), we see that by setting Q — 4Q and a — 2 ayy, in Egs. (7.10) and (7.11), the critical

number of particles, N/, is found to be

N — VT do
¢ g5/4 i

~ —0.237-% ,

amm

(7.46)

whereas the critical half-width, £., is given by

1\ /4

As shown by Figure 7.2, the critical particle number becomes unbounded as the system
asymptotically approaches the noninteracting molecular regime.

!Compare with Eq. (7.8).
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Figure 7.2: A plot showing the renormalized critical particle number in Eq. (7.46), as a
function of the magnetic field. As a,,,, approaches zero with increasing magnetic field, the
system tends toward stability, having an unbounded particle number. Over the same field
range, the inset shows the behavior of the depletion ratio, (. Taken together, these results
suggest that increasing the molecular condensate fraction (( — 1) stabilizes the system
against collapse.

7.2.3 Collective Dynamics

With the replacement of N by the renormalized particle number in (7.44), all results from
Sec. 7.1.2 simply carry over. By defining the dynamic trial functional as

B(r) = poe " 1/ (7.48)
the effective mass is
3 /
Meff = meN , (7.49)

where m,, is the molecular mass (m,, = 2m). Also, the effective potential, along with its

corresponding approximations are!

NT , 9 AN\ 61 N 12 1 NY
S iy T B s Rl
Vie) =3 [“°£C+10< 9NC> 5£C< NC>”+5eg< N6>$

Vo (2) :3@2{?,/1— ]]\\[Tc(a:—x+)2 (7.51)

8v/2 N N\ 2 N [N 5
V+—5dg<1—Nc> _3\/Ed761 1—ﬁc($_l‘+)- (7.52)

Tn the molecular case, £. is given by (7.47), not (7.10).
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These results are summarized in Fig. 7.3

O FLP N WMo oo N @

Barrier Energy (10™' neV)

X ()

Figure 7.3: The full potential of Eq. (7.50) (solid line) is compared to the quadratic
expansions of Egs. (7.51) and (7.52) (dashed curves) for the 8°Rb parameters of Table 2.1.
We take a trap half width of dy ~ 320a;, with a critical number of molecules, N. = 1308,
and 1 — N/N, = 1073, These values give a combined molecule and pair average density
of 10" em ™3 with a depletion factor of ¢ = 0.75. As shown by the solid horizontal line,
the collective ground state excitation energy, F., is very near zero. All tunneling paths are
evaluated between A and B, the points where V; = E,. = 0.

Finally, the tunneling exponents corresponding to Eqs. (7.25) and (7.26) remain un-
changed in form, but are now dependent upon N’ instead of N:

5/4
2N’ (1 - N%) / ; Instanton
Sp = ” (7.53)
1.63V/ N (1 - Nﬂ) . WKB

2m

Taking a prefactor of A = w(15%Sy/(4wm))/2, we use the instanton result of Eq. (7.53)
to compare the tunneling rate, I'p, to the two-body relaxation loss rate, I';eq: of the
molecules. Since there is no current data on the molecule-molecule relaxation, we take a
number from the inelastic two-body losses seen in cold ®Rb clouds: Kj ~ 1071* cm?® /
s'. Using the numerical values from Fig. (7.3) gives I'r = 5 s~ whereas T'yejge ~ .01 s71.
Thus, the tunneling rate is seen to dominate the decay in this example. As shown in Fig.
(7.2), the critical number of particles may be tuned arbitrarily close to the number in the
original sample, offering a degree of flexibility not present in attractive systems without a
resonance.

There remain significant practical complications in the actual production of the molecu-
lar condensate. Reaching the BEC regime requires high molecular densities with an elastic
to inelastic collision ratio of greater than unity. Further, relaxation losses oppose the cool-
ing process by ejecting more particles from the center of the trap, in direct opposition to
the evaporative cooling process in which energetic atoms at the edge are expelled in greater

1J. L. Roberts (2000).
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number. When ejected, these molecules will heat the surrounding particles thereby inhibit-
ing the cooling even further. Although these limitations are restrictive, encouraging results
have been attained in the production of cold degenerate molecules. Furthermore, many
of these loss issues may be avoided by using a Mott transition for molecular condensate
formation. After overcoming these experimental challenges, many new aspects remain to
be explored in molecular condensates arising from a Feshbach resonance.

One interesting application can be seen from the plot of the depletion ratio, shown in
the inset of Fig. 7.2. Toward resonance, there is a dominance of correlated pairs whereas
further away, the molecular condensate comprises most of the density. Between these lim-
its exists a BCS-BEC crossover region analogous to that in fermionic systems. However, a
closer inspection of Fig. 5.1 reveals an important distinction from the fermion case. At some
magnetic field, the uniform system will reach a critical density at which a phase transition
takes place, thus giving rise to a discontinuity at the corresponding point in the bosonic
crossover. Further study of this effect and its implications could shed new light onto the
BCS-BEC transition.






Chapter 8

Further Considerations

This chapter concludes by discussing some other problems of current interest within the
BEC community. First, Section 8.1 applies the variational Gaussian formalism to the Bose-
Hubbard model. In this process, it is shown how the addition of an auxiliary field simplifies
the problem. Using a double resonance model, Section 8.2 discusses the interacting Fermi
gas, analyzed using the Bogoliubov transformations. By specifically including a molecular
component, some interesting issues arise as to the nature of the BCS-BEC crossover. In all
cases, the material presented here is not carried out to completion, as it is intended only to
provide an initial impetus into new directions.

8.1 Bose-Hubbard Model

One important problem in solid state physics concerns the theoretical distinction between
conductors and insulators. To address this issue, the Hubbard model was put forth. Based
on a tight binding scheme, this model describes an insulator as a lattice where the electrons
are tightly bound around their constituent atoms. Unlike the tight binding approximation,
however, the Hubbard model allows for the inclusion of the Coulomb repulsion between
electrons. If the repulsion exceeds the on site attraction, then the electrons may “hop”
between adjacent sites, thereby establishing a mobility that is characteristic of conductors.
Hence, there is a competition between the mutual repulsion and the on site attraction,
where equality marks the point of a quantum phase transition.

The same basic model applies to zero temperature, atomic bosons confined in an optical
lattice. Unlike the solid state case, the lattice here can be tailored by the interference
of multiple counter propagating laser beams. Hence, the relative strength of interparticle
repulsions compared to on site attraction may be tuned by adjusting the power of the
externally applied optical field. This degree of control allows a direct manipulation of
the analogous quantum phase transition between the Mott insulator phase and the Bose-
Einstein condensate!.

We discuss the case of the one dimensional lattice, as the two and three dimensional
cases follow from appropriate generalizations. The second-quantized Hamiltonian is

A A i L 1 o R R

H—uN = _JZ(C%@J' + a}ai) + iUZnZ(nz — 1) + Zemi — ,U,Zni, (8.1)

(i,3) i i i

'See the experiment in M. Greiner (2002). For theoretical studies see D. Jaksch (1998) and D. van
Oosten (2001).
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where dI and a; are the respective creation and annihilation operators for bosons on site

i, whence it follows that #; counts the number on each site. Having defined J' as the
“hopping strength,” the first term of Eq. (8.1) represents the energy lost or gained when an
atom jumps to an adjacent site?. The second term is the interparticle repulsion, with U the
strength of the interaction. Also, ¢; denotes a general energy offset which is introduced to
accommodate any other external field® aside from the optical lattice. Finally, the last term
reflects the constraint of N total particles, where the Lagrange multiplier, u, is identified
as the chemical potential in the usual way.

Before analyzing this Hamiltonian with the Gaussian formalism of Chapter 4, it is first
convenient to express (8.1) in the compact form

H—uN = Z al K + Z dld} Vijike Geay (8.2)
ij ijkt

which is made possible through the identification of the “kinetic” and “interaction” matrices:
Kij = —J(0ij—1 + dij1) + (€ — ) b (8.3a)

1
Vijike = 5U0i; Ok O - (8.3b)

Following the procedure of Eqgs. (4.3), the creation and annihilation operators are decom-
posed into coordinates and momenta:

1 .
af = ﬁ(qﬁj — i) (8.4a)
aj = i(éj + ifty) . (8.4b)

V2

The action of ngSj and 7; is the same as in Eqgs. (4.7).
As before, the many-body wave function has the variational Gaussian ansatz,

U(¢) = Ne 5411G3;'005 (8.5)

where G;jl is the width and ¢ is the field, ¢’ minus its mean value ¢. In this expression, G
and ¢ are the variational parameters determined by extremizing the expectation value of the
Hamiltonian. Finding the expectation value in terms of the variational parameters is most
easily accomplished by recasting the Hamiltonian in terms of the creation and destruction

operators (é;, ¢;) of the many-body state (8.5). The first step in this strategy is to construct
T

¢ and ¢; using the actions of qgj and 7; as a guide:

! Although J can be calculated from the intensity of the standing wave, it is just treated as some
parameter here. For further details, refer to M. Greiner, loc. cit. or D. Jaksch, loc. cit.

2The sum is over all nearest neighbor pairs, as indicated by the notation (i5).

3These may include the harmonic trapping potential.
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. - .
;[ = 27\/5((;5] — @ — QijZﬂ'k) (8.6a)

1
22

Here and throughout, the Einstein summation convention is used, where it is implicitly un-
derstood that repeated indices are summed. From these constructions, it is readily verified
that

A;( = ((Z)] — (ﬁj + 2ij’iﬁ'k) . (8'6b)

&W) =0 (8.72)

1

AT
cHW) =
]’ ) V2

S| W) (8.7b)

Finally, the commutation relations are

el &) = -5 Gy (8.8a)

[ehél] = [¢,] =0, (8.8b)

which follow from (8.6) and the usual commutator [i7y, qu] = Ok
The action of the boson annihilation operator on the many-body ansatz (8.5) gives

1 1)
;| W) = —( 09 e 11
a;|v) \/§<¢J+¢J+5¢j>’ ) o
- L5 Lo 150, ) 1w |
=7 $i+ & — 3G 00k v).
By this result, it is easy to express &;r- and a; in terms of éj and ¢;:
R R . 1
a} = a;rkc,z + a6 + \ﬁ% (8.10a)
R R 1
a; ajkcL + ozjkck + ﬁgbj (8.10b)
where we have defined
L,
ol = Gk + iij (8.11a)
_ 1 .4



162 Chapter 8. Further Considerations

It is now possible to use Egs. (8.7), (8.8), (8.10) and (8.11) to calculate the expectation
value. The kinetic term is

R e 1
(Wlafa;[0) = (Plag; & gy & + 5 4i65[ )

(8.12)
_1 _ 1
= Qy 5 GMO‘[]' + 5 ¢z¢] .
A straightforward calculation reveals that
1 _1/1
o ~Grr Oy = = <G + Gij — 5@')
t2m 2 (8.13a)
= R;j
1 1/1
+ = - _—_ |z ..
kO 0y =y <4G” G”) (8.13b)
= _Dij
Substitution of (8.13a) into (8.14) gives
ot 1
(W|ala;|w) = Rij + 5i®; - (8.14)
Similarly, the interaction term is found to be
ot a 1
(Ulalaa;an| V) =Dy Do — §¢j¢£Dik + RijRie + RigRjy,
1 1 1 1
+ 5 inRie + S0Pl + S didjRa + 5 dide Ry (8.15)
1 1
— 5%i0kDje+ 1 9idjdude.

With these results the expectation value of the Hamiltonian is

N N 1 1
(H—uN) = Z |:Kij <Rij + 2¢i¢j> +Vij <Di2j — 7 Djj +2R12j +207 Rij + 4@2%2‘)] , (8.16)

ij
where
1
Vij = §U5Z-j. (8.17)

Unfortunately, the corresponding variational equations do not admit an analytic solution
due to the quadratic terms in R and D. That is, taking the variation on G,,, results in
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1 1
Z{ [Kij + 2V;; (2Rij + ¢12)} 5 ( 4Gm1an + 5im6jn>
Y (8.18)

+Vij(2Dij — ¢7) 5 < ,mlGn] +5Zm5jn>} =0,

which is a quartic matrix equation. Due to this complexity, it is worthwhile to consider the
modified model discussed in Sec. 2.6.4, where the interactions are replaced by coupling to
a Feshbach state. Introducing the following replacement

S alal Vijwe acar — (e — 20)x* + %x > dijaa;+ Hoc. | (8.19)
ijke ij

leads to

A . 1 1
(H—pN)=>" |:Kij <Rij + 2¢i¢j> + 9x0ij (Dij + 2¢i¢j>} +(e—2ux*.  (820)
ij
Here, ¢ is the energy of the molecular state relative to the continuum, whereas g is the

coupling between the molecules and the scattering continuum (see Fig. 2.7). From the
two-body scattering, the strength of the potential is related to these parameters by
€
U=-5- (8.21)
The variation on the mean molecular field, y, obtains x = (e —2u)~tg >.(—Dyi; + ¢2/2).
Because g and € are themselves variables, it is simpler to define gy = &, then treating it as
an adjustable parameter. The simplification (8.20) is evident in the equation for G,

§(H — uN) 1/ 1,
G - ; [Kw2( 4Glme + dimdin
! (8.22)

1/1
+ 55ij2< GGl + 5”,15]”)] =0.

Because ¢ is arbitrary, this equation can be satisfied only if the quantity inside the sum
vanishes. Defining the matrices,
Aij = Kij - §5U (8.23&)
Bij = Kij + géw s (823b)

allows the variational equation for G can be cast in the matrix form

—iG*AG*+B:0, (8.24)
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which, as shown by the analysis leading up to Eq. (5.55), has a symmetric solution given
by

11 1
G=-— BAVB—. 8.25
5 o5 VVBAVE = (8.25)
Lastly, an extremization on the mean field, ¢;, gives
Kij¢j + &b =0 (8.26)

One solution to the above equation is clearly ¢; = 0V%, which corresponds to the Mott
insulator phase, where there is no condensate for the particles are bound to their local
lattice sites. The other solution corresponds to the atomic condensate, with the quantum
phase transition occurring at ¢ = 0. In either case, the complete solution can be obtained
from (8.25), (8.26) and the total particle number constraint:

N = Z <RZ~Z~ + ;@?) . (8.27)

8.2 Interacting Fermi Gas

Because of its application to superconductivity as well as other condensed matter systems,
the case of the interacting fermi gas is a topic of current interest. Due to the Pauli exclusion
principle, there can be no s-wave scattering between fermions in the same state. Hence,
we consider an equal mixture of fermions in two distinct spin states, which will be labeled
by the subscripts T and |. In the zero-range limit of an attractive potential, it is simplest
to model the interaction by a molecular coupling term, as was done for the bosons in Eq.
(5.2). The grand canonical Hamiltonian is

K=H-uN=Y" (k¥ p) bt +2(—20) > thotw
ko k

g N ~ A A ~
+= > X Fier xae (¢k¢¢—k'l - wfklwkw) +H. c.,
\/5 k' kK’

(8.28)

where Fyr i = O (k—k)/2 is the usual d-function form factor, x is the molecular field
operator producing the interaction, and o is the spin index. Taking the mean for the
molecular field operator gives

. A 1 P
K=" (kK = ) df o +2 (25 — u) VX*+E) i +H. ., (8.29)
ko k

where V is the volume and £ = gx. Using the standard Bogoliubov transformation, the new
operators, éy and (B are defined through!

'This is the approach used in Chapter 10 of A. L. Fetter and J. D. Walecka (2003). Alternatively, a
variational approach could have been used, with a trial functional given by |¢) = [], (u(k)+v(k)1/1fﬁ1pikl) |0Y,
which is a generalization of (3.67a).
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bt = u(k)ax +o(k)FT, (8.30a)
iy = u(k)Bok — v(k)af, . (8.30D)

A canonical transformation is achieved only if the new operators satisfy

{@k,@L/} = {Bk,BL} = Okk’

All other anticommutators = 0.

(8.31)

Imposing the initial anticommutation relations, {zﬁko, 1/311,0,} = dkk’0yq’, it follows that

u(k)? +v(k)? =1. (8.32)

The various terms in the Hamiltonian (8.29) can be expressed in & and 3. Starting with
the kinetic terms, we have

YLty =N @Lﬁﬁm) + () (8.33)

where the normal ordered product is given by

N (9yter) = N { [u)af, + vl [u() e + o), ]}

= u(k)u(k )l dr — v(k)o(k)B1 Bk + uk)o(K)al 1L + v(k)u(k) 6 d -

(8.34)
Defining the vacuum such that 37|0) = 4f|0) = 0, the mean value is
(g et = ([ul)éf + ()5 [k )éne + (k)51 ])
= v(k)* O - (8.35)
Similar results are obtained for the remaining terms
Py =N @lejk’l) + (k) (8.36a)
b =N (Jfkﬂ/?—k’i) — u(k)v(k)dww - (8.36b)

N (12111 lz,Z)kw) = u(®)u(K) B} b — vK)o(K)al L a i — uEoK)Blal , — o(k)uk)d i
(8.37a)

N (i) = u()u(K)arB s — vR)o(K)B! ol + koK) al ax+ uk)ok) B
(8.37D)
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Using (8.34)-(8.37), the Hamiltonian can be expressed as

K=U+H, + H,, (8.38)
where
_ 2 _ (k)2 1 o w(l)o

U—2¥(k 1) (k) +2<2 M)V <g> 25? (k)v(k) (8.39)
i1 =3 (ahanc+ 1 8) {[609? — 0] (82 — ) + 26u(i)o(i)} (8.40)

k
H=> (&Lﬁik + B_kak) {2u(k)v(k) (k2 — 1) — [u(k)? — v(k)*]} . (8.41)

k

Evidently, the Hamiltonian may be diagonalized by setting H to zero which can be done by
requiring 2(k% — p)u(k)v(k) = £[u(k)? — v(k)?], thus resulting in a total energy composed
of the ground state, U, plus the sum of quasiparticle excitations, H;. Solving the diagonal-
ization equation is facilitated by defining u(k) = cosfyx and v(k) = sin fy, from which we
have

Hy=0= (k:2 — ) sin 260y = & cos 20y
¢ (8.42)

tan 20y = 2

From this result, it is straightforward to solve for sin 260y and cos 26,

3

sin 20y = 2u(k)v(k) = 8.43a
= 20000000 = ot (3.43a)
k2 —p
cos 20 = u(k)? —v(k)? = . (8.43Db)
GRS
Finally, using the constraint, u(k)? 4+ v(k)? = 1, we have
w(k)o(k) = = § (8.44a)
2k = p)? + ¢
- - -
w(k)? =ty (8.44b)
i k2 = p)? + €2
_ - -
(k)2 =2 1 Mo (8.44¢)
2 k2 —)? + &
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8.2.1 Tha Gap Equation

After diagonalization, the Hamiltonian consists of a ground state part, U, and a sum over
the excitations, Hi, where

=3 V-2 +& (&Ldk + BT_kB,k) . (8.45)
k

Each quasiparticle contributes an energy of /(k? — )2 + &2, implying the existence of a
gap in energy between the ground state and the excitation spectrum!®. The equation for the

gap function is obtained by extremizing the ground state energy with respect to &:2

£=0 Normal Solution

oU

—=0= K 2 (8.46)
1 A k= dk

U3 1= Superconducting Solution

B N (R

Here, we have used g = /—2/) and ¢ = 2/A?, in accordance with Sec. 2.6.4.
The superconducting solution may be put into a more convenient form for numerical
computations by using the following integration by parts formulae:

k™ dk g2 k2 dk
Ve —ppee 1) m—ap e
n—3, ., k4 dk fin—3
_n—l(” +¢&%) \/m+n—1 (k2 — p)2 + &2

(8.47a)

k> (k* — p) Lo 2 -2 1 dk
—= dk = —k - |(k* — - . 8.47b
/[(kQ—u)QJr&?]d/z g (e +2/v(k2—u)2+€2 (ST

By defining
T = \/,Lﬁé2 (8.48a)
_ [zt

r=y o (8.48b)

the superconductor gap equation in (8.46) can be expressed in terms of elliptic integrals®:

L4 2Va[F(r) ~2B(r) = 0. (8.49)

"When compared to the bosonic case [see (5.27)] there is a sign difference in the expression for the
quasiparticle excitation spectrum. As a result, the zero-range fermionic case does not exhibit the coherent
decay, as found in Sec. 5.6.

2The gap function was first obtained by J. Bardeen, L. N. Cooper and J. R. Schrieffer (1957).

31. S. Gradshteyn and I. M. Ryzhik (2000), Sec. 3.165, p. 290.
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8.2.2 The Complete Superconductor Solution
According to (8.39), the ground state energy density is
K
€2 52 k2 dk

[ S . (850
At ) (R = )+ € (550
0

lj [1_ B —
B R R e

In addition to the gap equation (8.49) and the number density,

dk, (8.51)

Eq. (8.50) specifies the complete solution to the problem. Using the integration by parts
(8.47a) and the definitions (8.48), Egs. (8.50) and (8.51) can be more compactly expressed
as

2

u= gy (20— pVEB() — B r 4 p)ER() - T (8.52)
p— ?FM\/EE(T) + “%;;‘ VIF(r) . (8.53)

8.3 Interacting Fermi Gas with Two Feshbach States

A model is considered where, in addition to simulating the interparticle interactions, a
second bound state consisting of real molecules is introduced. In this case, superfluidity is
understood to emerge due to a condensation of the boson-like pairs'. The grand canonical
Hamiltonian is

K= Z W) ke +2(e = 2) Y X+ 2(e —21) Y dlo
Kk Kk
g R ~ ~ ~ ~
+ N Z XL/FkN,kk/ <¢kﬂﬁ—k'¢ - w—kmm) +H. c. (8.54)
k" kK

o ~ A oA o o
+—= > Pl Fer i <wkﬁb7k’l - lbfklwk’T) +H. c.,
\/§ k" kK

where the molecular fields (¢, x) with their associated detunings (e, €) and couplings («, g),
are all defined in accordance with the conventions of Sec. 2.6. Since this analysis proceeds

'E. Timmermans (2001).
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in much the same way as that of Sec. 8.2, only the end results are quoted here. Thus, the
complete solution to the double resonance case is!

xr — EO[Z O[2
w= (20— )VEE() — S (20 4+ ) EF () — (2 — 1) -2 !

572 1072 (e—2u)? €—2u 8ma
(8.55)
| v =y o2(a? - 12)
= — E F 2—————~ 8.56
p= g3 MWaE(r) + ——VaF(r) + CEE (8.56)
Given z, y is found from the gap equation
1 8ma? 2
- — F(r)—2FE = .
a+6_2u+ﬂ\/§[ (r) (r)] =0, (8.57)

where x and r are given by (8.48).

8.4 BCS-BEC Crossover

In work undertaken by Leggett (1979), attention has been drawn to the distinction between
BCS pairs and the molecular BEC. In particular, the question to be addressed is whether
there is a phase transition that separates the regime of correlated Cooper pairs from that
of the molecular BEC. Although it was found that such a “transition” occurs continuously,
a criterion for the crossover is the change of sign of the chemical potential, u. For positive
values of i, the system is BCS-like, whereas p < 0 implies a condensate. Unlike Leggett,
we have explicitly included a molecular component, suggesting an alternate way to identify
the transition, by using a direct comparison of the molecular BEC density to the BCS pair
density.
From the expression

B /v ) 52
p— { 102 +27 s (8.58)

it is evident that & — 0 corresponds to the low-density limit. However, care must be
exercised when taking this limit, since it is really the ratio

(8.59)

w
Il
= |

that must be considered small, thus leading to a logarithmic expansion of the gap equation.
Defining k¥’ = /1 — 72, we have?

'For specifics as to how the zero-range limit is taken, see the double resonance boson case in Chapter 5.
2The expansion of F(k') and E(k) can be found in 8.113.3 and 8.114.3 of Gradshteyn and Ryzhik, p.
852.
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1
p(z)7 = \/i[F(k") —2E(K)] = \/i [1114—111]4:’ + Z(—31n4+3lnk" + 1)K+ ...

8 1, 3 1 9 159 4
—lnz 162 lnz+8<1+21n2>z —1—10242 Inz—....
(8.60)
Taking p(z) ~ —1/1In(2/8), the gap equation can be solved for z, giving
s 1
z:8exp{} : 8.61
2y/pale —2p) (86L)

where 1/a(e — 2u) = 1/a + 4mwa?/(e — 2u). Using the expansions of the elliptic integrals, F
and F, the leading order pair density can be obtained in terms of the chemical potential as

!
1
o= [ 00 = o, (3.62)
k

whereas the molecular condensate density is

a2§2
= e 2p)?
N 128042,u2 T 1
= e o)e exp {\//7 ale— 20 } . (8.63)

A comparison of these two populations indicates that even for u > 0, there may be a
dominance of the molecular BEC, depending on the value of the scattering length which is
tuned through the external magnetic field. Hence, some question arises as to whether the
sign change of p is an adequate indicator of the crossover transition.



Appendix A

RPA Expansion for a Model
Hamiltonian with a Two-Body
Potential

In this section the grand canonical Hamiltonian of Eq. (4.22) is expanded to second order
in the variations given by Eqs. (4.48).

A.1 Expansion of R, D and ?

Assuming a separable form for the potential [see Egs. (2.107) and (4.35)], the Hamiltonian
of Eq. (4.22) in the momentum space representation is

K= [ = ) (RO K1)+ 06 00 1)
k

)\ / , y w k + k/ k// + k///
+3 /6(kkk +k)v( 5 )v( .

k7k/ 7l<//71{///

) [D*(k, K, #)D(K", K", 1)

— D*(k, K, )y (K", )y (K", 1) + 2R(K', k", t) R(k, k", 1)
+ 49 (K )Y (K" ) R(k K", 1) — D", K", e (k, v (K, 1)

+ ¢<k1//’ t)w(k//7 t)?b*(k, t)’(/J*(k/, t)i|

(A.1)
where
/ 1 1 —1 / / !
R(k,k,t)zi ZG (k, k', t) + G(k,k',t) — 6(k — k)
/ (A.Qa)
+ 2 / Y(k, k”,t)G(k”,k’”,t)E(k”’,k',t)
k/l,k///

171
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/

[iG‘l(k, K t) — G(k, k/,t)} + 2/ Sk, K, OGEK" K" H)S(K" K 1)

) k//’k/// (A2b)
_i/ [S(k, K", t)G(K" X, t) + Gk, k", t)S(k" X, t)]

k//

D(k, K, 1) :é

Uk 1) = =60k 1) + il 1)) (A.20)

V2

The small, time-dependent, nonuniform deviations in G, X, ¢ and 7 are given in Eqgs. (4.48),
(4.50) and (4.51), but are reproduced here for convenience.

Gk, X' t) = G(k)d(k — K') + 6G(k, K, 1) (A.3a)
Y(k, k') = 0X(k, X', 1) (A.3b)
p(k, t) = ¢pd(k) + do(k,1) (A.3¢)
m(k,t) = om(k,1) (A.3d)

kK, 1) =Gk) Tk -K) - Gk) Gk K, )G (K )
(A.3e)

!/
-1 / 6G* (k, XK' H)G(K") G (K" K, 1)G(K) !

kll

Expanding K to second order first requires an expansion of R, D, and %, in terms of
the variations in Eqs. (A.3). Using the general forms of Eqs. (A.2) obtains

Rk K, t) = RO K t)+ RV (kK t) + R? (kK 1), (A.4)

where

RO, K, 1) = = [1G(k)1 +G(K) — 1} 5(k — k')

2 14 (A.5a)
— R(K)5(k — K)
ROk, K, 1) = % [—iG(k)_lG(k’)_l + 1] 5G(k, K, 1) (A.5b)
R (k, K, 1) = é / 5G* (K, K, 1) G(K") L 5G (K", K, 1) G (k) !
K (A.5¢)

+2 / 5% (k, K" 1) G(K") 62 (K", K, 1)
kl/
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Similarly, the first few orders of the other fluctuations are:

DOk, K t) = % [

%G(k)_l — G(k)} Sk — k)
(A.6a)

= D(k)d(k — k')

DD (k, K, ¢) = —% [1G(k)1G(k’)1 + 1] 5G(k, K1) — i [G(K) + G(K)] 5S(k, K., 1)

4
(A.6Db)
/
D@ (kK t) = éG(k)l/ §G* (kK" 1) G(K") oG (K" K t)G(K) !
k//
+2 [ 65 (k, K", ¢) G(K") 62 (K" K, 1) (A.6c)
kll
/
—1q / [05*(k, K", t)0G(K" X', t) + 6G*(k, k", )65 (k" K, 1)] .
kll
An expansion of products of the atomic field gives,
1
v Ok K1) = 26 3(k)o(K) (A.Ta)
P9 (K1) = 200K 1660k, 1) — iom(k, 1)
. (A.7b)
+ 50 §(k) [6p(K',t) + idm (K, t)]
1

VP (kK 1) = o [66" (k )3k, 1) + 00" (k, 1)om (K, 1)

T2 (A.7¢)
—idp(K', t)om* (k, t) + on* (k, t)om (K, )]

v O (kX' 1) = %dﬁ 5(k)o(k) (A.8a)
YW (kK t) = %cf) S(K') [6p(k,t) + idm(k,t)]
; (A.8D)
+ 5(;5 §(k) [6o(K',t) + idm (K, t)]
1

v (kK 1) [60* (k, t)6p(K', t) + id¢™ (k, t)om (K, t)

T2 (A.8¢)
+i6p(K',t)om* (k,t) — on* (k, t)om (K, t)] ,

Using these expansions, we calculate the second order contributions from each of the
terms in K.
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A.2 Second Order Kinetic Contribution

The kinetic energy part is contained in the first integral of Eq. (A.1). From Egs. (A.5),
/

the second order part of / (k? — ) R(k, k,t) is
k

/ 2 — RO (kK1) = / k2 0 [;6G*(k’, k. 1) GK)"2 GK)15G (K, K, 1)

k kK

46T (K, Kk, ) 2G(K) 05 (k, K/, t)]
= /l [(q + %P)2 — ,u] [ééG*(q, -P, t)G(q + %P) 72G<q — %P)iléG(q, P,t)
0% (q, — P, 1) QG(q — %P) 5% (q, P, t)]
= [ 56" (@ P00 ~ WA (@ P)sGla ot

q,P

+ 52*((1’ P7 t)(k2 - :U’)RE2 (q) P)(SZ(q, Pv t)} s

(A.9)
where we identify
P=k-¥kK P =k’ — K" (A.10a)
1 / !/ 1 " n
:§(k+k) q :§(k + k™). (A.10Db)

As given by Eq. (4.52), we have used the transformation 6G*(k’, k, t) — dG*(q, P, t), where
the symmetry under the inversion P — —P is implicit in the following definitions

(k* = w)Re2(a,d, P) = 1%[( w)G2G + (a2 )G:QG;l]a(q—q') (A.11a)
(K = ) Rs2(a, 4. P) = | (@} — G-+ (a® — )G |d(a —d). (A.11b)

For notational simplicity, we use the + subscript to denote a coordinate shift of £P/2 in
the argument of any function f such that

fe=s(axyP).  fi=fld=5P). (A12)
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/
Using Eq. (A.7), the second order contribution from / (k2 — p)v* (k, t)(k, t) is
k

/

[0 = vk = [0 =g (500 + 1m0

g g
= [ 156" (0 — 0 (P3O 1 (A.13)
A
+ 6 (P, 1) (k? — )" v (P)om (P, 1))
where
( — 194 (P) = 5(P* — p) (A.142)
(¥ — p)o™,2(P) = L (P* — ). (A.14b)

In contrast, the second order potential is somewhat more complicated as it involves products
of the quantities expanded in Egs. (A.4)-(A.8).

A.3 Second Order Potential Contribution

It is convenient to separate the two types of products in the potential. Discussing each
individually, the first is characterized by a self product whereas the other involves a cross
product.

A.3.1 Products of Quantities with Themselves

We list the second order contribution for each of the self-product terms, D*D, RR and |¢|*,

respectively.

D*D:

/ / " n
Sk — K — k”+k”’)v(k+2k >v<k ;k

k7k/’kll7k///

) [D*(O) (k, k/, t)D(Q) (k”, k///’ t)
+D" Ok, K, ) DOK" K" t) + D@ (k, K, t) DO (K" K", t)] (A.15)
Using the zero, first and second order terms in Eqgs. (A.6), this becomes

_ / (K)o (K" D(K") / / [(5G*(k’, K, t)éG(k)‘QG(k’)_léG(k, K1)
Ik K/

+ 65K k, 1) 2G(K) 65 (k, K| t)}
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+ / / v(k)v(k")D(k) / , [5G*(k’,k”,t)éG(k”)_QG(k’)‘léG(k”, K, t)

k, k"’ Kk’
+ 0% (K, K", 1) 2G(K) 65 (K, K, t)}
' / " " k+ k, k// + k/” * / 171 —1 Nn—1
+ S(k—K —K'+k )v( . )v( : )50 (kK1) | 7G0T GI) T +1
kK’ k"’ k"
% |:31‘:G(k//)1G(kl//)1 4 1:| 5G(k//,k///,t)
/ / " "
+ / 5(k—k’—k”—|—k”’)v<k—;k)v(k ;k )65 (1, X, 1) [G (k) + G (K]
k7kl,k//7klll

x [G(K") + G(K")] 65(K" k" t), (A.16)

which can be written more compactly as

/

[5G* (qa Pa t)D2G2 (qa qlv P)(SG(C[/, P’ t) + 62*((1’ Pa t)D2E2 (qa qlv P)éz(qlv P> t)} )

a,q9’,P
(A.17)

where we have used the momenta in Eqs. (A.10) with P = P’. In the notation of Eq.
(A.12), it can be deduced from (A.16) that the matrices D7, and D3, are given by
D? ') = [ waD) | 'p)azgt 4 ] 'p)a2eit| s !
ta(a.q P) = [ 01D |5v(a+ 5P)G67 + v(a - 3P)6=26T | dla - q)
k

1/1 1 /
+ v(q)v(q’)z <4G;1 GZ'+ 1) <4G+_1 G-+ 1) (A.18a)

D2.(a.q,P) = /l v(k)D(K) [21} (q + %P)G_ + 2 (q - ;P)G+] 5(a—q)

k
+v(q@)v(q) (G4 + Go) (G, + G) (A.18Db)
2RR:
/ k_|_k/ k//+k/1/ (0) (2)
R VAR W/ 7 * W/ m
Sk —K —K'+k )1}( . )v( . )Q[R (K, K", ) R® (k, K", 1)
k7k/’k//7k///

+R* DK K ) RMW (k, X" 1) + R* O (K K", ) RO (k, k", t)] (A.19)
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Using the zero, first and second order terms of Eq. (A.5), this becomes

" (k+Ky kK , a1 I .
N / U< 2 )U( 2 )QR(k) [5G (k. k ’t)gG(k) GK")15GK" Kk, 1)
k’k/7k///

+6%%(k, kK", 1) 2G (k") 65(K" K, t)}

/ / ~k -K
b [ (ST (T aRao [0 (KK 1) L G G BG0C K )
2 2 8
k,k/ k"

+ 65 (K K" 1) 2G(K") 62 (K" K, t)}

/

+ / 6(k_k/_k//+k///)v(

k’k/’k//’k///

k—l—k’)v<k” + k"

* n
. 5 )5(; (k, k")

N =

1 N— " —
[—4G(k) Neli's 1+1]
X [iG(k)_lG(k’”)_l +1] G, K" 1), (A.20)

In analogy to (A.17) this can be written concisely as

!/

[5G* (qa Pa t)R2G2 (qa q/7 P)(SG(qla P7 t) =+ 52*((17 Pa t>R222 (qa q,a P)(SZ(q/, P7 t)} )

q.9.P
(A.21)
where
! 1 1 1 1 1 1 1
2 / _ 1 4 4 S TR DU R G P, R |
R2(q,q,P) = 2/ R(k) [v(2k+2q+4P)v( 2k 54 4P>8G+ G_
1.1 1 1.1 1.N1 o ,
”<2k+2q 4P)“< oK 2q+4P>8G— G*]é(q )
1 1 1 1 1 1 1 1 1 /
*k ) *P —*k—* / *P - _ - -1 —1 1 _ —1 -1 1
+”<2 a4ty )”(2 2q+4)2<4G+GjL O G
(A.22a)

R%:(q,q,P) = 2//R(k) v(1k+1q+1P)v(—1k—1q— 1P)zG_
R 2" 27ty 27 270 4
k

+v<%k + %q _ %P)v(—%k _ %q + iP) 2G+] . (A.22b)

To express the arguments of R as q, q' and P, it is necessary to change variables such that
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P=k+k" P =K' +¥K (A.23a)
1 " R "
= (k—K") q = 5K - K. (A.23b)
UG
' / " " k+ K k" + k" 0) (11 1M /
Bk — K =K+ K)o (S Jo (S ) [ Kk ) v D e K1)
k7k/,kll7k///

+ww(1) (k,/,, k”, t) 'Qb*'gD* (1)(1{7 k/, t) + 7,[)7/}(2) (k,/,, k”, t) 'Qb*'gD* (0) (1<7 k/, t)

= [ o010(P)37 [156(P. 0 ~ 57, 1)

P

/ k—}—k, k//+k/// 1
I A " 42
+ / Sk =K K+ K" (S Jo(=—) 70
k,k’,k”,k”/

X {5(k”’)5(k) (60" (K, t) —ion™ (K, )] [6p(K",t) + iom(K",t)]
+ 6(k")o(K') [60*(k,t) — idm* (k, t)] [6p(K",t) + idm(K",1)]
+ 0(k")o(k) [60* (K, t) — iom* (K, t)] [6p(K",t) + iom (K", t)]

+O(K")S(K) [66" (k, t) — i7" (k, 1)] [56 (K", 1) + iom(K" )]}

= [ [56°®.0) WP 50(P1) + 652, ) ol (R r(P. 1)
P

(A.24)

where
¥ (P) = ¢ [;U(O)U(P) + v(;P)v(;P)] (A.252)
(P = & [o(5P)o(5P) - 0] (A.25b)

A.3.2 Cross-Products Between Quantities

In a similar vein, the cross terms in the potential are also evaluated using the expansions
of (A.4)-(A.8).
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D"+ Dy
! k _|_ k/ kl/ + k/l/
Sk —K — XK'+ k"’)v( . )v( . ) [D* O (1, K, ¢) P (K", K", )
k7k/’k//7k///

+ D* Wk, K, 1) v D (K" K", t) + D* D(k, K, ) po O (K", K", t) + H.c.] (A.26)

Using the zero, first and second order terms of Eqgs. (A.6) and (A.8) gives

- / o(k)o(K) D (k) [[66 (K 1) — |67(K, 1)
Kk’

! k+k k" + k"
ERTARE W/, 1
+ / Sd(k—k'—k"+k )v( 5 )v( 5

k’k/7k//7k///

)6G* (i K. 1 (—%) [iG(k)l GK) '+ 1}

x ¢ [6(k") dp(K",t) + (k") 6p(K", t)]

/ k k/ k// k///
n / 5(k—k’—k”—|—k’”)v(—; )v( ;

k,k/,k//,k///

)52*(k, K1) [-G(k) — G(K))]

x ¢ [5(K") 5m(K” 1) + 6(K") 6m(K", t)]

+ /lv(O)v(k)qﬁz // [5G*(k,k',t);G(k)2 G(K)'6G(K Kk, t)
k k'’

+65%(k, K, 1) 2G(K) 65(K, K, t)

= / [6G*(q, P, t) Dy g2(q, q', P)6G(q, P, t) + 65*(q, P, t) Dy sz (q, q', P)6%(q, P, t)]

a,9’,P

+ / 6" (, P, ) Db o (@, P)SS(P ) + 55° (q, P, £) Dbt sr (q, P) (P, 1)
q,P

+ /, [5¢*(P,t)D¢w¢z(P)5¢(P,t) + 07" (P, t) D) 2 (P)(SW(P,t)] , (A.27)
P

where
1

Diverla,d P) = o030 [o(a+ 3P) 5626 +o(a- 3P) 56261 ota - a)
(A.28a)

Dits2(a,q', P) = 0(0) [v (a+4P) 20 +v(a-4P)2 G+} Sa—d) (A28H)
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D ig(a, P) = — [v(q)v(;P) + v(q)v(—;P)} %¢ (ia;l G+ 1> (A.28¢)
Diwss(aP) = - |ofae(5P) + v(@o(~5P) | (G4 +62) (A.280)
Dy (P) = o(P) [ 0(k) D9 (A.28¢)
4
Dua(P) = o(P) [ 0019 DK). (A.281)
4
4 YR :
kK K+ K" (k J; k,)v (k” Z km) (1076 O 0K, 1) RO (1, K", 1)
e

+Hap DK 1) R (kK 1) + 4yt (K K 6) RO (6 K1) | (A.29)
Using the zero, first and second order terms of Egs. (A.5) and (A.7) gives

- //U<1k)v(—;k> 2 2 [5G*(k, k’,t)éG(k)_g G(K)10G (K K, t)

+ 65 (k, K, 1) 2G(K )% (K, k, t)]

/ 11 1 171 y
+/ 5(k—k’+k”’)v<§k+§k’)v<§k”’)4¢5¢*(k’,t)§ [—4G(k)_1 GK") ™ + 1| 6G(k, K", 1)
KK/ K"

4 / /v<1k + 1k')v(—lk - 1k') 2 [56" (K, ) ROK)SH(K, 1) + 67° (K, ) R(K)5m (K, 1)} .

2 2 2 2
Kk’

(A.30)

Employing the coordinate transformations of Eqgs. (A.23) results in the more compact form

= / [6G*(q, P, 1) ¥* R 2(q,q', P) 6G(q, P, t) + 6X*(q, P, t) " Y Ry2(q,q', P) 65(q, P, t)]

q,q',P

q,P

+ / / [66"(P, 1) 4" R 42 (P) 56(P, t) + 07 (P, £) * ) R2(P) 67(P,1)]  (A.31)
P
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where

v oRela.aP) = 1 [o(ga+ {P)o(~ya- {P)6 G

V*URys(q,q, P) =27 [v(lq + 1P)v(—%q - ip)a,

+ v(%q - %P)U(—%q + iP) G+] §(q—q') (A.32b)
VPR ao(q, P) = (%q + ZP)U(—%Q + iP) 26 <—iG;1 Gl 1) (A.32¢)
o= [o(ber S Be- )
k
W R o (P) = // v(%k + %P)v(—%k - %P)R(k) . (A.32¢)
k

A.4 Matrix Form of RPA

Expressed in a compact matrix form, the grand canonical Hamiltonian of Eq. (A.1) has the
second order expansion

Krpa :% [5G*(q7P) (5(25*(]?)] |:QLG'G<q7qI7P) Q(G¢<q,,P):| |:5G(q/7P):|

Ayc(q, P) Ao (P) 6p(P)

+3lrap) ) (SRR R B[R]

(A.33)

where the matrix elements are found by combining the results given in Eqs. (A.11), (A.14),
(A.18), (A.22), (A.25), (A.28) and (A.32).

A.4.1 A Matrix Elements

Starting with the terms involving §G?, we simply read off the corresponding contributions
from each of the previous expansions, thus obtaining

QlGG(CL qlv P) =2 (k2 - IU’)RG2 (q7 q/7 P) + A [D2G2 (q7 qla P) + R2G2 <q7 qlv P)

—Dp2(q,q,P) + v*YReg2(q.q, P)] (A.34)
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An explicit substitution of each of these quantities results in the rather lengthy expression

[(a+? = )G G2+ (-2 — )G G 6(a — o)

co| =

+ )\// v(k) D (k) E o(a+ %P)Gf G+ % v(a- %P)G:2 G;l] 5(aq—dq)

1/1 1 sy
+Av(a)v(d) <4G;1 G+ 1) <4G+‘1 G+ 1>

! 1 1 1 1 1 1 1 _
+2/\/ R(k) [v<2k+2q+4P)v<—2k— S ZP)gc;ﬁa_l

k

+ v(lk + 101 - 1P)v(—%k - %Q-l- %P)%G? G+1] o(a—d')

2" 297 ]
+ Av(éq - %q’ - %P)v(—%q —~ éq’ - %P)% <—iG;l Gl + 1) <—iG'+—1 G+ 1)
- )\’U(O)%gﬁ2 [v(q + %P) éG;Q G~ +o(a- %P) % G? Gf} 3(a—q)
o5 r(gar jP)e(-ga- gp)erten

+ v(lq - 1P)v(—%q + iP) G2 GQ] Sa—q).  (A.35)

With the separable potential we define V' (k, k/, k" k") = ’U(%k—l— %k’)v(%k”—l— %k”’) and
v(k) = v(—k). Hence, this allows 72 and &, defined in Eqs. (4.47), to be written as

Y(K)2 = —p+ 2 /lv(k J; k/>v<—k J; k/)R(k’) + Ag?u(k)v(—k) (A.36a)
k/
¢(k) = Av(k) / v(K)D(K') — %(b%(O)U(k). (A.36b)
k/

From (A.35) it can be seen that A g can be conveniently split into a sum of diagonal and
off-diagonal pieces:

Aca(a,d,P) =sk(q,P)é(q—q') + Sk(q.q',P). (A.37)

Using Eqs. (A.36), the respective diagonal and non-diagonal parts can be more compactly
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written as

_1
8

1

SK(qa P) 8

GPPG (e +7 +&0) + S G2GT (- +92 + &) (A.38a)

A ]. ]_ ! /
Sk(q,q,P) = Zu(q)v(q’) (40;1 GZ' + 1) <4G+_1 G-+ 1)

A1, 11, 1 1 1 0
+—v<§q+ 79+ fP)v(ffq* 54+ fP) <4G+1 G~ +1> <4G+1G—1+1>

2 4 2 2 4
(A.38b)
The remaining matrix elements are calculated similarly.
Acg(a, P) =Asc(a,P) = cx(q, P)
A A,

=5 Dvae(a, P)+ 59" Ras(q, P)

1 1 1 14y (A.39)

=230 [“@”(2") * “@“(—2")] <4G+ G 1)

+ A¢v(%q+ gP)v(—%q—i- %P) (—iG;I G+ 1> .
Ao (P) = A(P) = 2 (k* — 1)1 52 (P) + Ao (P) = AD 9t) 2 (P) + A"t R 2 (P)

1

= P2+ A [;U(O)U(P) + v<2P>v(;P>] ~\u(P) /,v(k)D(k)
k

+2) /,v@k + %P)v(—%k _ %P)R(k)
k

=P?+4(P)? - £(P).
(A.40)

A.4.2 B Matrix Elements
Byx(a,qd,P) =2(k* — p)Rx2(q,q, P) + X [D32(a,d,P) + R3»(q,q, P)

—-D W/)Z?(qa qlvp) +¢*wR22(qa ql’P)] (A41)

=2 [(a+* = G-+ (a-* — p)G+] 6(a - d)

2 {/v(k)D(k) [v(q—i— %P)G_ + v(q - ;P)G+] (a—dq)
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+ Av(qQ)v(d) (G4 + Go) (G + G)

+4)\//R(k) [v(;k+ %q—k iP)v(—%k— %q— %P)G_

o e 3B (B e B s

~ A0(0)¢? [v (q + %P)G_ + v(q - ;P)G+} S(a—d)

rorg? [U<;q+ %P)v(—%q— iP)G_

+ v(%q - iP)v(—%q + ip)@} Sa—dq). (A42)

In analogy with Eq. (A.37), B sy can be split into diagonal and off-diagonal parts as well:

Byx(a,q,P) =su(q,P)d(a—d) + Su(a,d,P), (A.43)

where
s(@P) =2 (a2 +73 +&) G +2(a?++2 +€) Gy (A.44a)
Su(a,d,P) = ANG+ +G_) (G +G"). (A.44b)

The remaining elements follow in like fashion.

%EW(CL P) = %Wz(qa P) = CM(CL P)

= —%D VYsx(a, P) (A.45)
=59 |ol@e(5P) +u@p(-3P)| (@ +o0)

%WW(P) = B(P)

=2(kK — )" 2(P) + A [[¢[12(P) — Dt 2(P) + ™) R 12 (P)]

1 1

_P2 g ag? |:U<;P>U(2P> - 2v(O)v(P)} +xu(P) [”(k)D(k) (A.46)

+2)\//v<;k+ %P)U(—%k— %P)R(k)
k

=P? +7(P)’ +¢(P)
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RPA Expansion for a Double
Resonance Model

In this section we expand the grand canonical Hamiltonian of Eq. (5.4) to second order in
the variations given by Eqgs. (5.57). This procedure is carried out in much the same way as
was accomplished in Appendix A, except that a molecular coupling term takes the place of
the potential.

B.1 Expansion of R, D, ¢?, ¢?, x* and ¢

The general time-dependent, nonuniform representation of the Hamiltonian in (5.2) is given
by

K= [ (8 = (RO K1)+ 06 00 1)
k

ey 5k D00k, 1) + (c — 20) [xtnxien
k

k (B.1)

+ % / (k" —k + k’)v(q){ﬁ*(k”,t) [D(k, k' t)+ w(k,t)z/z(k’,t)]
K,k k"

+ (K", 1) [D7 (ke K1)+ 7 (e, )9 (K, 1)] |

where v(q) is the molecular form factor given in the separable potential of Eq. (2.107).
The fluctuations R and D are given by Eqgs. (A.2a) and (A.2b), respectively, whereas the
mean fields assume the form of (A.2c):

17 . 7
Uk, t) = \ﬁ _@b(k,t) + m(k,t)_ , (B.2a)
17 . 7
o1e.t) = = [ol1c. )+ iw(k.1)]. (B.2b)
(k. t) = \2 (k1) 4 v, )] (B.2¢)

185
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with 1, ¢ and x representing the mean atomic field, the mean molecular field and the mean
auxiliary field, respectively. The expansions of R and D are identical to those of Eqgs. (A.5)
and (A.6), while the required mean field product terms are

O (kK 1) = %zﬁ 5(k)o(k') (B.3a)
YOI, 1) = 50 0(K) 150l 1) — id(lc 1)
X (B.3b)
+ §¢ §(k) [ow (K t) +idm(K',1)]
* / _ 1 * / WA /
V@ (kK ) = 3 (69" (k, t)6v (K, t) + idy* (k, t)om (K, 1) (B30
—idp (K, t)om* (k, t) + o7*(k, t)om (K, t)] |
O (kK t) = %qp? 5(k)o(k') (B.4a)
PN (kK 1) = %w S(K') [6(k, t) + idm(k, t)]
| (B.4b)
+ 51/} §(k) [0y (K, t) +idm(K,¢)]
1

= 5 (00" (k)30 (K, 1) + 60" (k, £)om (K, ) (B.4c)

+io (k' t)om* (k,t) — 67" (k, t)om (K, t)] |

vy (k, K, t)

0O 1K 1) = 67 SO (B.5)
o K1) = 5680 [F9(1c 1) — 0l 1)
; (B.5b)
+ 5@%) (k) [6o(K',t) + idw(K', 1))
* / _ 1 * ! s ¢k !
oo (kK t) = 3 (60" (k, t)do (K, t) + id¢* (k, t)dw (K, t) (B.50)
—idp(K', £)0w* (K, ) + dw* (k, t)6w(K', 1)] |
XK, 1) = 2 5(0)5(K) (B.6a)
XD K1) = Sy 80 Bx (i, 1) — vk, )
(B.6b)

+ %x d(k) [ox (K, t) +idv (K, t)]

1 " / P8k !
= 5 [0X" (e, )0X (I, ) + 0" (e, )oK 1) (B.6c)

—idx (K, t)ov* (k, t) + ov*(k, t)ov (K, t)] |

X (k, K t)
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O, 1) = £5(k")
= (Aag + gx)d(k"),
€DK 1) = 6E(K" 1)
= [Xado (K", t) + gox (K", t)] +i [Aadw(k",t) + gov(kK",1)] .

(B.7a)

(B.7b)

Along with Egs. (A.2a) and (A.2b), these expansions are used to calculate the second order
contributions from each of the terms in the Hamiltonian given by (B.1).

B.2 Second Order Kinetic Contribution

To second order in the variations, the kinetic energy is given by

/ [ (RO (k1) + v 0@ (k)] = / [5G (@, P 0K — 1) R (a.P)3C(a, P.1)
k q,P

+05*(q, P, t)(k* — ) Ry2(q, P)0%(q, P, t)]

+ / S (P, 1) (k* — )ity (PYIY(P, 1) + 07 (P, 1) (k* — p)a 1hr2 (P)OT (P, 1)
i} (B.8)

where the (k% —pu) R and (k?—p)1*) terms are given by Eqs. (A.11) and (A.14), respectively.
There remains the second order molecular contribution as well as that of the coupling, both
of which are far more easily obtained when compared to the corresponding potential terms
calculated in Section A.3.

B.3 Second Order Contribution from Molecules

As seen in the Hamiltonian of (B.1), the molecular detunings are part of the total energy.
As such, their RPA terms are

(e — 2p) '¢*¢<2><k, K, t) + (e — 2u) 'x*x@) (k. k, 1)
/ /

k

- /l[5¢*(P,t)¢*¢¢2(P)6¢(P,t)+5w*(P,t)¢*¢wz(P)6w(P,t) (B.9)

P
X (P, )X X2 (P)X (P, 1) + 60 (P, £) XX 2 (P)5w(P, t)] .

Reading off the results from Egs. (B.5¢), (B.6¢), we identify

56 2(P) = 6"0,2(P) = e, (B.100)
1
X'Xx2(P) =x"X2(P) = 5e — . (B.10Db)

2
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B.4 Second Order Contribution from the Coupling

The last integral of Eq. (B.1) gives the energy due to the coupling of atoms to both of the
molecular states. In this energy component, there is a £*D term with a second order part
given by

/

S(K" — k + K )v (%k + %k) [g*“)) K", ) D@ (k, K, ) + &D K", t)DD (k, K, t) + H. c.

k»k/,k//
/
1
— / ’U(k)f |:5G*(k///7 k, t) ZG(k)_2G(km)_15G(k, k”/, t)
k,k///
5% (k”/7 k, t)4G(kI”)52(k7 k///7 t):|
/
" / S0 e )0 ke 5¥) {_M&?*(kﬁ’ n[je00em) ! 1]scac K,y
k.k’ k"

— g (K" 1) EG(k)*la(k’)*l n 1] 3Gk, K, 1) — 22adw* (K", 1) [G(k) + G(k’)} 5 (k, K, 1)

— 2980 (K", 1) [G(k) + G(k')} 55(k, K, t)} ,

(B.11)
which can be more compactly written as
!/
06" (a, P, ) Dz (.0, P)3G(q, P, 1) + 05 (a, P, 1) Ds2 (. 0, P)oX(a, P, 1)
q.9".P
- / (66" (P, 1) D io(a, P)IG(a, P, ) + X" (P, ) Dy (a, P, 1)G(a, P, ) (B-12)
q,P

+5w*(Pa t)DEw(qv P)éz(qv Pa t) + 6V*(P? t)DEV(qv P)éz(qa Pa t):| ’

where

1 1 5, 1 1 5
Dea(a,d,P) = ¢ [ (a+5P)5672 67 +v(a—5P) 56 G+1] 5a—q) (B.13a)

Ds2(q,q,P)=¢ [v(q—i— %P) 2G_ + v(q — %P) 2G+} S(a—d) (B.13b)



B.4. Second Order Contribution from the Coupling 189

Dol P) = —rav(q) (ia;l Gl 1) (B.13¢)
Day(q,P) = —gu(q) (ia; G-+ 1) (B.13d)
Dy,(q,P) = —2)av(q)(G4 + G-) (B.13e)
Dsy(q,P) = —2gv(q)(G+ + G-). (B.13f)

In this compact notation we have used the definitions of q and P given by Egs. (A.10) as
well as the shorthand of (A.12). In a like manner, the second order part from the £*in)
term is

/

S(k" —k+ k’)v(%k + %k) [£*<°’(k“, @ (kK t) + &O K", 1) (kK t) + H. c.

KK K
_ / /v(k)f[éw(k,t)2 ~ bm(l, 1]

k

+ / K — k4 K)o (%k + %k’) { [)\aéqﬁ(k’/, £) + goy (K", t)] [@Z)é(k’)&b(k, £) + o (k)6 (K, )
kK’ k'

[Aa(sw(k", t) + gov (K", t)] [wé(k’)éw(k, £) + o (k)om (K, t)] } .
(B.14)

After multiplying out the integrands, this becomes

[ 50 2003 (10 0) + 5 (B, )02 (IIR(P, 1) + 56° (B )07, (PSP 1
P

+ 60X (P, 1))p%, (P)OY (P, t) + 6w* (P, )02, (P)om (P, t) + 6v* (P, t)%  (P)om(P,t) |,

(B.15)
where

22(P) = v(P)¢ (B.16a)

V22(P) = —u(P)¢ (B.16b)

¥30(P) = 20(5P)vAa (B 16¢)

2w(P) = 2v<%P)wg (B.16d)

¥20(P) = 20(5P o0 (B 16¢)

x(P) = 2v<%P)w9- (B.16f)
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B.5 Matrix Form of RPA

Using the same matrix notation as in Sec. A.4, the second order grand canonical Hamilto-
nian of Eq. (B.1) can be written

Ace(a,d,P) Ugy(a,P) Agy(q,P) Acy(q,P)
Uy (d,P)  Ayy(P)  Ayg(P) (P)
Apc(d,P)  Apyp(P)  App(P) Ay (P)
me(qla P) lew(P) m)«b(P) (P)

Bre(q,q,P) Bsq(q,P) Bsu(q,P) Bs,(q,P)

1
Krpa =§5PT(q, P)

1 T ﬂZ(q P) %TWF(P) %ww(P) %TFV(P)
TP (@ P) Bn(P)  Be(P)  Bu(P)
VZ(q P) %W(P) %uw(P) ‘BW(P)
(B.17)
with the coordinates, §Q, and momenta, dP, defined as
5Q'(q,P) = [6X(q,P) o7(P) dw(P) dv(P)] (B.18a)
§PY(q,P) = [0G(q,P) 6¢(P) d¢(P) ox(P)] . (B.18D)

To find explicit expressions for the matrix elements, it is required to combine the results of
(A.11), (A.14), (B.10), (B.13) and (B.16). Although this form appears somewhat more com-
plicated than the 2 x 2 matrices found in A.4, it will be seen that the increased dimensionality
is an equitable trade-off with the resulting simplification of the elements themselves.

B.5.1 2 Matrix Elements

Taking the step function v(k) as defined in Eq. (2.111), the contributions from the expansion
are read off, thus allowing the identifications

Q[GG(qv q/7P) - 2]%G2 (q7 qlv P) + DG2 (q7 q,a P)
=-[(d —p+ GG + (¢ —p+8G2GT5(a—-dq)  (B.19)
=sk(q,P)d(q—d).

In the above case, for instance, the terms were obtained from (A.11a) and (B.13a). Similar
matchings obtain the remaining elements:

Ay (a, P) = Ayc(q,P) =0 (B.20)

1
Acy(q, P) = Aya(q,P) = *chs(qv P)

N (B.21)
B _7<4G+1G—1 * 1)
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1
QlGx(qa P) = QlXG((L P) = §DGX(q7 P)
) (B.22)
N s e |
B 2<4G+ Gt 1)
Ay (P) = 2(k* — p)y" 2 (P) + 9732 (P)
(B.23)
=P —p+¢
In Eq. (B.23), the expression for (k% — p)1*1 42 (P) was obtained from (A.14a).
1
Wps(P) = Ay (P) = =92, (P
vo(P) = gy (P) = 5v5,(P) (B.24)
=l
1
Wy (P) = Ay (P) = =0p2 (P
i(P) = 1 (P) = 202, (P) -
=gy
Agp(P) = 2070 42(P)
v ¢ (B.26)
=€—2u
Uy (P) = Ay s(P) = (B.27)
A (P) = 2x"x 2 (P)
o X (B.28)
=c—2u
B.5.2 ‘B Matrix Elements
sBEZ(% q/7 P) =2 REQ (q7 q./7 P) + DZQ (q7 qu P)
=2[(¢} —u+€&G-+(2 —p+8Gi]d(a—d) (B-29)
=su(q,P)d(q—dq).
Analogous to (B.19), the terms here were obtained from (A.11b) and (B.13b).
Bsr(q,P) =Bxn(q,P)=0 (B.30)
1
%qup :st an :7qu7P
5(aP) = Bus(a,P) = ;D (a,P) )

= - (G+ + G_)
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1
%Eu(qu P) = %VE((L P) = §D2V(q7P)

(B.32)
=—9(G4++G-)
Bror(P) = 2(k* — )9 " P2 (P) + ¢22(P)
(B.33)
=P —p—¢
In Eq. (B.33), the expression for (k? — p)1*v .2(P) was obtained from (A.14b).
1
Bo(P) = B (P) = 2 (P
(P) = B.n(P) = 42, (P) s
= )
1
B (P) = B,r(P) = —0p (P
(P) = B,-(P) = Lu?,(P) )
=gy
%ww(P) = 2¢*¢w2 (P)
(B.36)
=€e—2u
B,,(P)=2x"x,2(P)
(B.38)

=¢c—2u

Note that unlike the previous case discussed in Sec. A.4, the % and B8 matrices have a
diagonal continuum in q and ¢'. Consequently, this leads to a simplification in the analysis
that determines the continuous spectrum of 2 - 5.



Appendix C

Fluctuation Expansions

The purpose of this appendix is to expand the quantum fluctuations [ D(k) and [ R(k)
for each of the three cases: (i) |£] < [v?], (ii) |€| ~ |¥?| and (iii) |¢| > |7?|, corresponding to
sections 6.3.1, 6.3.2 and 6.3.3, respectively. In each case, the starting point is the expressions
n (6.18).

C.1 Case (i): [¢] < |92

In both the integrands of (6.18), the denominator is expanded in powers of &/

1 SRS N PO S S SR A
VIE @ R 2P 8 R ) 16 R+

+....

Evaluation of [ D(k) and [ R(k) requires the integrals [(k*+~?)~"dk, which can be found
by induction:

7 K
/ — tarf1 <> (C.2a)
v
0
7 1 d 7 dk
[ @ =i | e (C.20)
0 0

Using the expansion in (C.1) gives
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k2dk
\/(k2 i 72)2 _ 52

K
0/

TRk 1 2
:—52/2 21+*%+---
4w k= 4+~ 2 (k% +~2)

0

K
|
0

2 2 2.2
o 1 & 1 (C.3)
k24++42 2 (k24+42)2 2 (k2 +42)3

The integrals in this expansion are performed with Egs. (C.2):

- L@\ L (KY 1¢& K & K
D(k)—ﬂ_|:—K+< —’y3>tan ()-1672[{24»724—8%72)24- .

16 ¥
(C.4)
Assuming the cutoff K to be much larger than ~ allows the following expansions
(K\ 7 v 1 2 1

tan (=) =2y o 32 o AL C.5

o <7> 2 K 33 T T (C-52)
K 1 72 ’74
—— = ... C.5b
K212 K KK (C.5b)
K 12,

= — — — e C.5

(K2++2)? K% K5 7 (C.5¢)
Substituting expansions (C.5) into (C.4) gives the desired result in (6.24b):
! 2
¢ 1 1¢ 11,
D)= 2K+ —¢y[1- =
/ W=l el "%5) iS¢
11y, 1 &2 1 1 73 &2
1272 K3 ¢ ( 2 4) s s I Taggar) F

(C.6)

A similar procedure obtains [ R(k). To order £2/9* we have
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195
! £2 T k2dk
/R(k) = 2/ 2 ~2)2
8m (k% +~2)
k 0
£2 dk £2~2 7 dk
_ S ST
~ 8n? / k2+~2  8n? / (k2 4 ~2)? (C.7)
0 0
£ 1. G (K\ & K
= tan ' (=) - >~ ——
1672 ~ y 1672 K2 + ~2
e &1
27 v 8m2 K’
which is the same as (6.24a).
C.2 Case (ii): [¢] ~ |
Defining a dimensionless integration variable as x = k/~, the fluctuations (6.18) become
K/~
/ 2
/D(k):_fz/ xdx __
4 ™ ; \/x4+2a:2+”/_45
B!
(C.8a)
K ¢ K/ )
v x
s e
2 2
4 4 / \/x4 1942 4 74;462
K/
/ 3 2 1
/ Rk) = -1 [ 2%da vt “1). (C.8b)
am NN EE
k 0 ~4

It is simpler to first examine the case of [ D(k). For K >> |v|, the elliptic integral in (C.8a)
can be approximated by

K/~

2 ® 2
/( :z: = 2—1>da::/< x = 2—1>d:1;
) \/x4+2x2+77—45 ) \/x4+2$2+77—4§
K/~
—|—hm{ d /( v 1) dac( )]} vy
=0\ d~ — )
=0 | dry ) \/5644_2:624_ */47452 8l

(C.9)



196 Appendix C. Fluctuation Expansions

Here, the first integral is expressed in terms of the complete elliptic integral of the second
kind, E'. With this expression, [ D(k) is

' K 1 3 28 1 &42 v
/D(k)——wﬁJrW&fy,/H—ryzE( 5+72>—47T2K+0<K2>. (C.10)

k

Because ¢ ~ 72, it follows that the quantity § = 1 — 2£/(¢ ++?), is small compared to one.
In this regime, the elliptic functions have the logarithmic expansion?

EW1-6)=1- %5 In(8) + (mz — i)a - 3% 62 In(8) + O(5?) (C.11a)

F(VI=3)=2m2— % In(s) + % (22— 1)6 — %5 In(5) — % 52 n(8) + 0(5?) (C.11b)

Since ¢ ~ 72, which is a small parameter at low density, it is assumed that the higher order
corrections can be accounted for in a series in powers of ~:

E=&V+ar +&v' +..., (C.12)
where the coefficients &g, &1, &9, ... have yet to be determined.
Defining the parameters
28

bo=1——— 1

0 1+ & (C-132)
26
0= —— C.13b
& 1+ 3¢

= > C.13c
2T 1+ & (€150

it is convenient to expand the following quantities in powers of ~

57\/14—52250\/1+§0(73+5274+-«~) (C.14a)

28
£+
Assuming that §; v < &g, the logarithm of § may be approximated by

0
In(6o — 01y +...) ~Indy — —

do
Substitution of this approximation into the elliptic functions gives expansions dependent
only on ~ and the coefficients in (C.13)

v. (C.15)

1. S. Gradshteyn and I. M. Ryzhik (2000), p. 277, 3.153.1.
2These expansions are given by 8.113.3 and 8.114.3 of Gradshteyn and Ryzhik (2000), p. 852.
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E(V1-46)= 1+(50<1n2— 1) _% <1+350> In

4 4 8
(C.16a)

01 300 300
4

—l—Z 2—41112—1—?—!- 1+> 1n50:|’}’+0[((50—(517)2}

F(V1-9) :21n2+50<1nf—jl) — [5; <1+91%°> +;] In &

16 1 01 909

01

94
+3 <1 + 80) 1n50} 7+ O0[(d0 — 617)*]

Expressions (C.12), (C.14a) and (C.16a) are used in (C.10) to obtain [ D(k) as an expansion
in 7y

!

K 2 K 3 K 1 50 4
/D<k):_4ﬂ_2§07 +(d1—47_r2§1>’7 +<d2—4ﬂ_2§2—4ﬂ_2K>’y +..., (C17)
k

where
1 1 do 3dg
dy = mﬁo V1+& [1+5O<1n2 — 4> ~ 7 <1+ 8) lnéo] (C.18a)

1 1 1) 30
dg—47_‘_250\/14-50{52+(5052—51)<1n2—4) —i—zl (1+80>

1 350 3do
—i—Z [(51 <1 + 4) — 0g 09 (1 + 8>:| 11150} .

Similar calculations lead to the analogous expression for [ R(k). For K > |y, (C.8b)
can be approximated by

(C.18b)

K/y

2 n 2
1 1
/$2dx< T - 2—1)—/$2d$< i = 2—1)
\/x4+2x2+7 ¢ \/x4+2x2+7 ¢

0 ¥ 0 ~

d vy 241 K
+Iim{!d/x2dx< vt — —1)] (—2>}-7.
y—0 Y 0 \/l-4+2$2+7’y_4§ Y

To express the first integral in terms of standard elliptic integrals, we use the decomposition

(C.19)
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3 2 4d
1
/m%lx( i o )-hm{/ < :
- u—00 2 2
0 \/374—1—23:24—774 \/x +1-— x—i—l—i—A/)

/ 22 dx —1u3}
\/x2+1—— x2—|—1+ ) 3

Application of 3.154.1 and 3.153.1 of Gradshteyn and Ryzhik, p. 277, allows the expression
of (C.20) in terms of the elliptic integrals of the first and second kind!:

u

4
lim v . 1+i{4E—<1—i>F]+1u3—u
u~>ooO \/($2+1 5)(.%'24-14- 5) 3 Y Y 3
(C.21a)
2
lim/ v de —u- 1+%E. (C.21b)
uee ) \/(x2+1—f—2)(x2+1+f—2) g

Substitution of Egs. (C.21) into (C.20) gives

o0

9 2t +1 R D O _( _5) ]
/ac dm(\/x4+2x2 s 1) 3 1+ 2 [E 1 2 F|. (C.22)
vy

0

Additionally, the second term on the right hand side of (C.19) is found to be —&3/(2K).
Combining this with (C.22) then inserting the result into (C.8b) yields

/ 3 1 2
/ R(k) = 1;772 ,/1+52 [E— <1— 52>F] —m%y4+0(75). (C.23)
k

Finally, Egs. (C.14) and (C.16) are employed to obtain the required expansion in v, which
to lowest order is proportional to 73,

/
/ R(k) =117, (C.24)
k
where

ry= '112—7’;260 {1_(1—50)21112—1—;[(1—1—50)11&2—;fg} do
(C.25)
+;[1—g0—‘if(1+§0) i’gg( +3§0)} ln50}

'For simplicity of notation, we drop the argument in the elliptic integrals, E and F.

2§
£++2
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Arising in the expansion of the chemical potential, the combination, 1 + £yd1, depends
on a single parameter, dg. This dependence is made explicit through the following algebraic
simplifications. From (C.18a) and (C.25) we have

1+ 1 1
r1+ &ody = Wfo {1 —(1-¢&)2m2+3¢& + 3 [(1 +& +6&5)In2 - 550(1 + 350)] do
1 8o 3 5 36\ 362
+§ |:1 — & — Z(l —|—§0) - 550 50(1 + 8> — m(l +360) In dg
(C.26)
This can be more compactly written by first simplifying the following parts.
1—4do
= 2
=1 v (C.27a)
1+¢& = 2 (C.27b)
T 115 '
200
=8 =1 o (C.27c)
4 — 25y
1 = C.27d
+3% =7 oo ( )
1—(1-&)2n2+3& = @[1 — (14+1n2)d + (1 —In2)55] (C.28)
0

1 1
14+&+663)In2— =&(1+3&) =———[8In2—2
(148 +65) 2~ 3%(1 +3%) (1+5o)2[ ' (C.29)

+(3-10In2)do + (6In2 — 1)d3]
3 &

8o B
P-o- 8 =577,

(C.30)

3, 360\ 362 3 & 5 3
_2 +2%0) 2% (1 4 — = %0 (32 +962+1153). (C.31
5 %0 % <1 8 ) 1 (L 138) =—¢ (1+50)2(3 20% +9% %) (G5

Combining Eqs. (C.27 - C.31) gives

1
ﬂQ 1 - [4_560+<11—9ln2>5§+<3ln2_)53

82— 98y — 11 53)531@0]

r1+&od1 =
(C.32)

+128(
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C.3 Case (iii): [£] > |¥?]

For this case, we let & = in then expand in 7?/n. Defining k = /nz, [ D(k) in (6.18)
becomes

// = Wf\/ Viedr (C.33)

2 4
k m 77 +1

The integrand can be easily expanded as

3t _ 1
(@1 +1)*7 (et +1)%?

1 _ 1 72 z? 1~4
\/(x2+72)2+1 VAT (et 1) 2
n

6
)
+O<773>

(C.34)

Inserting this into (C.33) obtains a result valid to order % /n3:

K K
/ /2 A 72 A2 A 7
D(k) = —i-—; doe — — dx
47 1'4 + 1 n (374 + 1)3/2
k 0 0

(C.35)

Since f D(k) is required up to order 775/ 2 each integral must be expanded up to order 7.
Because the first integral is divergent as n — 0, it can be handled by splitting the range
into two pieces:

2 K 1 3/2 1
(x—1>dx+n+n——.... (C.36)
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Allowing the cutoff go to infinity obtains

2

x Ji z? K 11
——de= [ | — 1) de+ —+ > =2+ O0(*?). C.37
2T+ 1 /< 2t +1 ) Vi 6K () (€37

S g

The remaining integrals are expanded in order of their appearance in expression (C.35).
Each integral is differentiated the appropriate number of times to obtain terms to linear
order in 7.

K
5
d xt K°
d\/ﬁo/ (x4+1)3/2 dx———(K4+n2)3/2 (C.38a)
%
m
d? xt K>
dr=6—— /2 C.38b
dWQO/(x4+1)3/2 ’ (K* + 2)5/277 (38
vi 4 ? 4
a - ’ do — O (/2 .38
0
\Lﬁ
mn
d x0 K7
d\/ﬁo/ (x4+1)5/2 d:z:———(K4+n2)5/277 (C.39a)
K
v o0
:>/:106d1:—/966dm+0(173/2) (C.39b)
S @) ) (@)
\Lf
mn
d 22 K3
dﬁo/ ) dx———(K4+ 2)3/277 (C.40a)
K
Vv o0
:>/$2dx—/l‘2da:+0(n3/2) (C.40b)
S+ ) (@)

It is convenient to define the above integrals as
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1:175“2—1 dx (C.41a)
' a2 ) xt4+1 '
oo
1 x?
L= /dx (C.41b)
An? S (2t 4 1)
1 ab 1,2
L= / Al Ry (C.41c)
47T2 ; (x4 + 1)5/2
2 4
I=n- L+ g, (C.41d)
n n?

Substitution of (C.37 - C.41) into (C.35) gives [ D(k) to order n*:

2

/!
K e L L 3
/D(k)— 12 Lin 47T2K77m +0(n’). (C.42)
k

By first decomposing it in terms of [ D(k), the other fluctuation, [ R(k), is calculated in a
similar way. Again using £ = ¢n, we have

k
1 i k* dk v [ K3
= / ol e A e
A \/(kQ _{_72) +7]2
K
vn
3/2 24 de K 2 4
_ 7 2/ t g P P = L Ly
4 N 4 n n
0 (mQ + 7;) +1 (C.43)

K3 1 194,

T TR

Using (C.34), the integrand of the first integral is expanded to order v*/n%:
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K5 K K

7 ztdx v z? 'yQW 0

/ = :/ = 1d:n—/ y 3/2dm
AN e R AT

(C.44)

On the right-hand side of (C.44), the last integral given by (C.38¢c), whereas the first three
can be calculated as was done in (C.36):

ZLA 2 1K3 3/2
=\ )ty o) (C.45)
K K
v v

—70 2 dm+£+0( 3/2) (C.46)
S L+ 1) Vit |
K
Vi 28 7 .8

dx:/dx+o n*/?) . (C.47)
0/(x4+1)5/2 ) (at+1)%? (%)

Hence, the expansion (C.44) becomes
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K
v 9]
zt dx B z? 2) 4 1 K3 42 x5 14
VIR T11 T3 32 gy 1 \3/2 r
0 (:v4+%) +1 9 v " (95 +1)
2 4 F 08 _ 1.4
Ky r —3 3/2
vt o)
) (2t +1)

(C.48)

Substituting this along with the explicit expressions of I;, I and I3 [see Egs. (C.41)],
[ R(k) is obtained to order n:

' 3, 1 140, 3
k
where we define

1 7 x4 )
0

1 T x?
0
00

1 x?

J3 = 47T2/ (:1:4 N 1)5/2 dr (C5OC)

0

JEJ1+%J2—7,;—J3. (C.50d)
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