Reduced-Basis Approximation and A Posteriori Error Estimation
for Parabolic Partial Differential Equations
by
Martin A. Grepl

S.M. Mechanical Engineering (2001)
Massachusetts Institute of Technology

Dipl.-Ing. Luft- und Raumfahrttechnik (2000)
Universitdt Stuttgart, Germany

Submitted to the Department of Mechanical Engineering
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy in Mechanical Engineering MASSACHUSETTS INSTITUTE |
OF TECHNOLOGY
at the
JUN 16 2005
MASSACHUSETTS INSTITUTE OF TECHNOLOGY

June 2005 LIBRARIES

(© Massachusetts Institute of Technology 2005. All rights reserved.

Depar%qent of Mechanical Engineering
April 15, 2005

Certified by...........oocoeiicar
i Anthony T. Patera

Professor of Mechanical Engineering

Thesis Supervisor

Accepted by ... ..o e
Lallit Anand

Professor of Mechanical Engineering

BARKER Chairman, Committee on Graduate Studies






Reduced-Basis Approximation and A Posteriori Error Estimation for Parabolic
Partial Differential Equations
by
Martin A. Grepl

Submitted to the Department of Mechanical Engineering
on April 15, 2005, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy in Mechanical Engineering

Abstract

Modern engineering problems often require accurate, reliable, and efficient evaluation of quantities
of interest, evaluation of which demands the solution of a partial differential equation. We present
in this thesis a technique for the predicition of outputs of interest of parabolic partial differential
equations. The essential ingredients are: (i) rapidly convergent reduced-basis approximations —
Galerkin projection onto a space Wy spanned by solutions of the governing partial differential
equation at N selected points in parameter-time space; (i) a posteriori error estimation — relax-
ations of the error-residual equation that provide rigorous and sharp bounds for the error in specific
outputs of interest: the error estimates serve a priori to construct our samples and a posteriori to
confirm fidelity; and (4i¢) offline-online computional procedures — in the offline stage the reduced-
basis approximation is generated; in the online stage, given a new parameter value, we calculate
the reduced-basis output and associated error bound. The operation count for the online stage
depends only on N (typically small) and the parametric complexity of the problem; the method
is thus ideally suited for repeated, rapid, reliable evaluation of input-output relationships in the
many-query or real-time contexts.

We first consider parabolic problems with affine parameter dependence and subsequently extend
these results to nonaffine and certain classes of nonlinear parabolic problems. To this end, we
introduce a collateral reduced-basis expansion for the nonaffine and nonlinear terms and employ an
inexpensive interpolation procedure to calculate the coefficients for the function approximation —
the approach permits an efficient offline-online computational decomposition even in the presence
of nonaffine and highly nonlinear terms. Under certain restrictions on the function approximation,
we also introduce rigorous a posteriori error estimators for nonaffine and nonlinear problems.

Finally, we apply our methods to the solution of inverse and optimal control problems. While
the efficient evaluation of the input-output relationship is essential for the real-time solution of these
problems, the a posteriori error bounds let us pursue a robust parameter estimation procedure which
takes into account the uncertainty due to measurement and reduced-basis modeling errors explicitly
(and rigorously). We consider several examples: the nondestructive evaluation of delamination in
fiber-reinforced concrete, the dispersion of pollutants in a rectangular domain, the self-ignition of
a coal stockpile, and the control of welding quality. Numerical results illustrate the applicability of
our methods in the many-query contexts of optimization, characterization, and control.
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Chapter 1

Introduction

1.1 Motivation

The role of numerical simulation in engineering and science has become increasingly important.
System or component behavior is often modeled using a set of partial differential equations and as-
sociated boundary conditions, the analytical solution to which is generally unavailable. In practice,
a discretization procedure such as the finite element method (FEM) is used.

However, as the physical problems become more complex and the mathematical models more
involved, current computational methods prove increasingly inadequate, especially in contexts re-
quiring numerous solutions of parametrized partial differential equations for many different values of
the parameter. Even for modest-complexity models, the computational cost to solve these problems
is prohibitive.

For example, the design, optimization, control, and characterization of engineering components
or systems often require repeated, reliable, and real-time prediction of performance metrics, or
outputs, “s®,” such as heat fluxes or flowrates. These outputs are typically functionals of field
variables, “y®,” — such as temperatures or velocities — associated with a parametrized partial
differential equation; the parameters, or inputs, “u,” serve to identify a particular configuration of
the component — such as boundary conditions, material properties, and geometry. The relevant
system behaviour is thus described by an implicit input-output relationship, “s®(u),” evaluation of
which demands solution of the underlying partial differential equation (PDE).

Classical approaches such as the finite element method can not typically satisfy the requirements
of real-time certified prediction of the outputs of interest. In the finite element method, the infinite
dimensional solution space is replaced by a finite dimensional “truth” approximation space of
size N. We shall assume — hence the appellation “truth” — that the approximation space is
sufficiently rich such that the FEM approximation y(u) (respectively, s(u)) is indistinguishable
from the analytic, or exact, solution y°(y1) (respectively, s¢(u)). Unfortunately, for any reasonable
error tolerance, the dimension N needed to satisfy this condition — even with the application of
appropriate (parameter-dependent) adaptive mesh refinement strategies — is typically extremely
large, and in particular much too large to provide real-time response.

Our goal is the development of numerical methods that permit the efficient and reliable eval-
uation of this PDE-induced input-output relationship in real-time or in the limit of many queries
— that is, in the design, optimization, control, and characterization contexts. To further motivate
our methods and illustrate contexts in which we develop them, we consider several examples.
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1.1.1 Application Problems (AP)
AP I: Nondestructive Evaluation of Delamination

Our first example is the nondestructive evaluation (NDE) of civil engineering structures. Fiber-
reinforced polymer (FRP) composites are used widely in civil engineering for bridge column seismic
retrofits to strengthen concrete and masonry structures, as well as in the rehabilitation of existing
infrastructure [44]. FRP composites, which are also widely used in aerospace applications, are two-
phase materials consisting of long unidirectional fibers within a polymer matrix. To enhance the
structural capacity of the design, layers of FRP composites are bonded to concrete structures using
adhesives such as epoxy resins. The success and performance of this reinforcement depends strongly
on the quality of the bond between the FRP composite and the substrate. However, the mechanical
properties of the composite are affected by environmental aspects such as temperature, moisture,
and contaminants. Furthermore, the quality of the bond is influenced by the manufacturing process
and the location in which the composite is fabricated; the latter is often “in the field” rather than
in a controlled environment. Since debonds or delaminations at the composite-concrete interface
often occur, effective quality control — i.e., providing reliable information about the thickness and
fiber content of the composite, and the amount, location, and size of defects — is vital to safety.
There is thus a need not only for the detection of flaws, but also for accurate characterization of
the detected defects.

There exist two major classes of NDE techniques: electromagnetic methods and mechanical
vibration methods. Infrared (IR) thermography, which belongs to the former, has been successfully
applied to detect flaws in FRP composites bonded to concrete [114] due to the fact that it is sensitive
to the presence of defects near the surface and allows for the efficient investigation of large surface
areas. In active IR thermography, the structure is actively heated and the surface temperature is
monitored using an IR imaging system. The heat transfer in the structure is affected by flaws in
the structure, which gives rise to localized hot or cold spots on the surface. The goal is then to
infer the location and size of defects from the surface temperature readings. The methods used
thus have to be reliable (to guarantee safety) and efficient (to allow for real-time characterization
in the field).

A model for a FRP composite bonded to concrete similar to the one discussed in [114] is shown
in Figure 1-1. The concrete slab considered has length I = 60 and thickness tc = 10, and the FRP
layer has thickness tprp = 1. We assume that there exists a delamination of unknown width, wp,
centered at 1 = 0 along the composite-concrete interface. The thermal conductivity of concrete
is denoted k¢, and the thermal conductivity of FRP is denoted krrp; while the former is assumed
known (the uncertainty is very small in practice), the latter depends on the direction of the fibers
and the fiber content. We also define s = kprp/kc to be the ratio of the two thermal conductivities.
The (non-dimensionalized) heat flux, ¢(¢) = g(t)trrp/ (kc (Trrp max — 1)), is applied to the surface
of the structure, I'iop, for t € ]0,0.5]; here, (t) is the heat flux, T is the ambient temperature, and
TFRp,max is the maximum allowable temperature of the FRP. The surface temperature is measured
for t € ]0,10] at two locations on the surface: Measurement 1, denoted by s1, is taken over a small
region around z; = 0; and Measurement 2, denoted by s;, is taken over a small region around
r1 = 14.5.

The temperature distribution, T'(z,t), in FRP and concrete is then governed by the (appropri-
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Figure 1-1: AP I: Delamination of FRP bonded to concrete.

ately) non-dimensionalized unsteady heat or diffusion equations

MF—P:;;(E,_t) = %V’Tere(z,t), in QFre, (1)
%ﬂ = VTo(s,t), in Qc, -2

with initial temperatures Tprp(z,t = 0) = 0 and T¢(z,t = 0) = 0; here, z = (x1,72) is the spatial
coordinate, and T(z,t) = (T — To)/(TFRP max —Ty) is the non-dimensional temperature, To is
the ambient temperature, and TFRP,me is the maximum allowable temperature of the FRP. The
temperature and heat flux at the composite-concrete interface (excluding the delaminated area)
are continuous, i.e.,

Trrr = To, on 0Qprp N g, (1.3)
—%VTrRp - Myq = —VIc n|y . on dQrre NI (1.4)

Since the conductivity of air is much larger than that of FRP and concrete, we may impose a
homogeneous Neumann boundary condition at the delamination boundary, Tael,

VIrgp-n = 0, onIDge, (1.5)
Vic-n = 0, onDge. (1.6)

The heat source g(t) is reflected in the boundary condition on the surface, given by
— %VTrrp-n = ¢(t), onze =11, z; € [-30,30]. (1:7)
Finally, we assume that the heat flux on the left and right boundaries is zero ,

VIc'n = 0, onz ==x30, 2 € [1,10], (1.8)
VIrrp-n = 0, onz; ==30, z2 € [10,11], (1.9)
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and that the temperature at the bottom boundary is at ambient level,
Tc = 0, onx € [—30,30], zo = 0. (1.10)

Note that the dimensions of the domain are chosen such that those boundary conditions (1.8)—
(1.10) which result from consideration of only a small section of the slab do not substantially affect
the temperature measurements.

From the problem description and the governing equations (1.1)-(1.10) it is evident that the
temperature distribution, T¢(x,t) and Tpgrp(z,t), and hence the measured surface temperatures,
s1 and s2, depend on the (known) heat flux, ¢(t), the (unknown) delamination width wgqe, and
the (unknown) ratio of the conductivities, 2. We can thus identify the input parameter set p =
(1, p2) = (wael, ) € D € RP=2, where D is the (input) parameter domain. We assume that
the delamination width satisfies 2 < wgeq < 20 and that the ratio of the conductivities satisfies
0.4 < 5 < 1.8; we thus have D = [2,20] x [0.4,1.8].

We note that given the input parameter u, we directly determine the temperature outputs
s1(,t) and so(p,t) — this is referred to as the “forward” problem. However, in the characterization
context we have to infer the parameter u from given measurements of s1(p,¢) and sp(p,t) — this is
referred to as the “inverse” problem. The solution of the inverse problem is usually obtained in an
iterative procedure which requires repeated evaluation of the input-output relationship s1{u,t) and
s2(u,t). The computational cost can be prohibitively large if classical discretization and solution
approaches, such as finite element methods, are used to solve (1.1)-(1.10). We will return to this
problem in Sections 4.7 and 7.5 where we will consider the reduced-basis approximation and solution
of the inverse problem, respectively.

AP II: Dispersion of Pollutants

In this example we consider the dispersion of a pollutant or contaminant released at a specific
location Qp in a two-dimensional domain 2. We assume that the underlying flow or velocity field,
U = (U,Us), is fixed, i.e., the pollutant concentration has no effect on the nature of the flow. A
sketch of the flow field is shown in Figure 1-2. The pollutant is released at the (possibly unknown)
location €2p and the (nondimensional) concentration of the pollutant, ¢, is measured at eight sensors
evenly distributed throughout the domain of interest.

The governing equation for the concentration is the unsteady convection-diffusion equation,

a—cg;’—t)— + U - Ve(z,t) = 6 Vie(z,t) + ¢75 () u(t), (1.11)
with initial condition
c(z,t = 0) = co(z) = 0. (1.12)

Here, = (21, x3) is the spatial coordinate, & is the (mass) diffusivity, U is the known velocity field
which is incompressible (V- U = 0)!, and u(t) is the control input which represents the strength of
the pollution source term. Note that we nondimensionalize the concentration ¢ by ¢ = (¢ — ¢9)/Q
and the time via L./Up; here, Q = [ [¢"5(z) u(t)ddt, L. = 1 is the characteristic length and
Up = 1 the average velocity. We further note that x = 1/Pe, where Pe is the Peclet number.

!The velocity field (provided by K. Veroy [121]) represents a natural convection (steady Navier-Stokes) flow with
Gr = 10® and Pr = 0. Note that the solution is unique for these parameter values.
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The pollution source, g¥5(z), is modeled as a Gaussian distribution with standard deviation oS

centered at zFS = (25, 25'S), given by

B = W‘lps)a o~ ((@1-2F%) 2+ (@2 —F®)%)/(2(07S)?) (1.13)

The outputs of interest are the concentrations, s;, 1 < i < 8, measured at the eight sensor locations.

From (1.11)—(1.13) it follows that the concentration, ¢(z,t), depends on the diffusivity , the
control input u(t), and the location (xlfs, x5S) and standard deviation oFS of the source term. We
can thus identify the input parameter pu = (u1, po, 43, Ha) = (K, zPS, 288 oPS) € D c RP=. Given
the parameter y, we can directly solve the forward problem to determine the output concentrations
si(), 1 < i < 8. However, inferring the source location from given measurements si(p) requires

the solution of an inverse problem and is therefore much more complex.
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Figure 1-2: AP II: Dispersion of pollutants

We note that the Reynolds number for the specific application considered here is relatively low.
However, problems of a similar kind — usually, considering turbulent flow with higher Reynolds
numbers — have recently received a lot of attention in support of Homeland Security (17, 38, 119].
In this context a possible chemical indoor attack (for instance, in airports) is considered. The
goal is the development of algorithms and capabilities for the real-time characterization of the
unknown source location given the sensor measurement data [17]. First, the airflow is determined
from the known location of supply and return vents in the airport. Second, the dispersion of the
chemical agent is considered and the location of the source is estimated. Finally, given the known
source location, containment and control strategies, or remediation and evacuation efforts have to
be executed. Thus, real-time response in estimating the source location is critical for successful
countermeasures.

We will revisit this problem several times in this thesis: in Section 4.8.5 we first consider the case
where the source location is known and only the diffusivity varies; in Section 5.6 we additionally let
the location of the source term vary in a certain region; and in Section 7.6 we discuss the inverse
problem: locating the source from the concentration measurements.

AP III: Self-Ignition of a Coal Stockpile

For our next example we consider a one-dimensional non-isothermal reaction-diffusion model for
the self-ignition of a coal stockpile with Arrhenius type nonlinearity [23, 103, 105]. In practice this
problem arises if large piles of coal are stored, e.g., in harbors, over extended periods of time. As
the oxygen in the air reacts with the coal, the pile starts to heat up and can eventually self-ignite
if certain conditions — e.g., on porosity, oxygen concentration, and coal size — are met. We also

21



note that similar models are used in combustion theory, biology, and in the description of porous
catalysts. This problem is just one of many possible examples in the large class of reaction-diffusion
systems [26]. Reaction-diffusion systems are an interesting area of applications because they have
inherently many parameters and appear in a large number of real-world applications.

The field variables are the temperature of the reactive medium (here, the coal) normalized
by the ambient temperature, T'(x,t) = (T(2,t) — Too)/T oo, and the concentration of the reactant
(here, the oxygen in the air) normalized by the concentration of oxygen in the ambient air, ¢(z,t) =
(E(x,t) — Coo)/Coo- The coupled set of equations governing the first order exothermic reaction in
the one-dimensional layer of reactive medium through which a gaseous reactant diffuses are given

by

% = VT(z,t) + B (cla,1) + 1) e/ TN, (1.14)
PBY Lo V(e t) — 0 (ela, ) + 1) /T4, (1.15)
with initial conditions
T(z,t—=0) = Tp=0, (1.16)
ozt =0) — cO:(MlTUQ—L (1.17)

Here, x € 2 C R! is the spatial coordinate and €2 = [0,1] is the spatial domain. A snapshot of
the distribution of temperature and concentration for ¢ > 0 is shown in Figure 1-3. The boundary
conditions are

T(z,t)|z=0 = 0, T(z,t)|lz=1 = 0,
oc(z,t) (1.18)
c(m,t)|x=0 = 07 — = 0.
o =1

Note that o = 0 corresponds to the top of the pile at which 7'(x,t) and c(z,t) are equal to the the
ambient temperature and concentration, respectively; and z = 1 corresponds to the bottom of the
pile at which T'(x, t) is equal to the ground (ambient) temperature, and the concentration gradient
is zero. The output of interest is the temperature and concentration at x = 0.2 denoted by s; and
s2, respectively.

There are several parameters governing the dynamic behavior of the system: the Arrhenius
number or activation energy, «v; the Prater temperature or nondimensional heat of reaction, 3; the
Lewis number, Le, which is the ratio of mass and heat diffusivities; and the Thiele modulus, ®.
Note that the Thiele modulus is related to the maximum possible temperature of the system: the
temperature satisfies 1 < 7T < 1 4 3 for Dirichlet boundary conditions and Le = 1. We can thus
identify the input parameter u = (u1, p2, t3, ua) = (v, 8, Le, ®2) € D € RF=%. (As we will see in
Section 6.6.1, the model exhibits a very rich dynamic behavior for certain parameter ranges.)

We analyze and discuss the dynamic behavior of this model in Section 6.6.1.

AP 1IV: Control of Welding Quality

For our last example we look at the control of a gas metal arc welding (GMAW) process [113].
More specifically, we consider bead-on-plate welding of two metal plates being joined together
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Figure 1-3: AP III: Model for the self-ignition of a coal stockpile. Sketch of temperature and
concentration for ¢ > 0.

with a partial penetration weld. A sketch of the joint-section and the welding torch, moving with
(nondimensional) velocity Pe over the workpiece, is shown in Figure 1-4. One of the key geometric
features for the quality of the weld is the welding depth, dy, since it indicates the strength of the
joint. The welding depth is defined as the depth of the joint penetration (through liquefaction and
subsequent solidification). However, the welding depth cannot be directly measured for real-time
control because (i) it is not directly visible during the welding process, and (4i) the weld pool
boundary is a very hot solid-liquid interface. It is thus necessary to estimate the pool depth from
quantities which are available for measurements. One such approach is proposed in [111, 112], where
surface temperature measurements taken from the back of the workpiece are used in a real-time
depth estimation algorithm — acceptable accuracy and speed of the depth estimate for in-process
control are achieved.

Z Pe=vL./k
—_—
T'p
K
& —» T
I'n 3.5 5
Measurement 1 Measurement 2

Figure 1-4: AP IV: Control of welding quality.

The depth estimation algorithm employs an inverse three-dimensional analytical heat conduc-
tion problem. To this end, the heat flux from the welding arc is modeled as a moving heat source
with a dual Gaussian distribution [111]: a top Gaussian heat source — which is largely responsible
for the width portion of the pool, and a lateral Gaussian heat source — which causes the “finger
penetration” and accounts for the depth portion of the weld [112]. This model results in a good
description of the entire weld pool shape and the temperature distribution in the workpiece. For
the estimation of only the weld pool depth of moderately thick materials, however, it suffices to
consider only the lateral Gaussian heat source.
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To model the welding process we restrict our attention to the two-dimensional temperature
distribution, T'(z,1), in the joint-section shown in Figure 1-4; here T'(x,t) = (T(z,t) — Too)/(Trm —
Tw) is the non-dimensionalized temperature where T, and T, are the ambient and melting
temperatures, respectively, and x = (z1,22) € & = [0,5] x [0,1] is the nondimensional spatial
coordinate. The melting point of the material is thus obtained for T(z,t) = 1. We note that the
latent heat has only a minor effect and can therefore we neglected [62]. We consider a coordinate
system moving with the same velocity as the torch; in this coordinate system, the torch is stationary
and the velocity enters as a convective term in the governing equation. The (appropriately) non-
dimensionalized governing equation is thus the unsteady convection-diffusion equation

OT (z,t) e OT (z,t)

ot I K V2T (2,t) + gw(@) ult), (1.19)

with initial condition
T(z,t =0) =To(z) =0. (1.20)

Here, Pe = vL./k is the nondimensional velocity or Peclet number, v is the velocity of the torch,
L, is the characteristic length, « is the thermal diffusivity, and u(t) is the (nondimensional) heat
input. Note that we consider the start-up process and the temperature is thus zero initially. The
spatial (Gaussian) distribution of the heat input, centered at the torch position zT = (3.5,1), is
given by

Tlw —((wl zT)2+(z2—27 )? )/(2a'w) (1'21)
2ro?

gw(z) =

where 7y, is the efficiency and o is the distribution parameter. The outputs of interest, s;(u,1),
i = 1,2, are the temperatures at the two measurement locations 1 and 2, respectively. We assume
homogeneous Neumann boundary conditions on I'y, and homogeneous Dirichlet boundary condi-
tions on I'p, i.e., the temperature of the workpiece is equal to the ambient temperature sufficiently
far upwind from the torch position.

The velocity, Pe, and total heat input, u(t), can be controlled during the process while the
efficiency, nw, and distribution, oy, are the system parameters that have to be estimated. Given
estimates for 7, and oy, (and the known inputs Pe and u(t)) we can solve (1.19)-(1.20), search for
the isotherm T'(x,t) = 1 2 (corresponding to the melting temperature), and determine the weld
pool depth dy,. We thus identify the parameter u = (u1, 42) = (N, 0w) € D C RF=2,

The in-process control of the weld pool depth dy hence requires the real-time and reliable
solution of the input-output relationship s(u,t) for (¢) the online parameter estimation algorithm
and (é¢) the subsequent control action to obtain the desired weld pool depth dy 4. We will discuss
the parameter estimation as well as control problem in detail in Chapter 8.

1.1.2 Computational Challenge/Thesis Objectives

The applications described above have several common features: first, the governing equations are
time-dependent (parabolic) partial differential equations whose dynamic behavior strongly depends
on the parameters characterizing the problem; second, the transient behavior of the system (and
not only the steady-state case) is crucial for the solution of these problems; and third, the efficient

?Note that in the case where an analytic expression for the temperature field T'(z, t) is known, we can (analytically
or numerically) solve T(z,t) = 1 for z at each time ¢.
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solution of the inverse and/or control problem requires the fast (possibly real-time) and reliable
evaluation of the input-output map u — s(u,t*), k € K.

In actual practice, of course, we do not have access to the analytic solution of these problems
and a discretization procedure such as the finite element method is used. The algebraic equations
obtained using these procedures are, in general, very high-dimensional and their solution is ex-
pensive — applying these methods in the many-query context is thus prohibitive, and real-time
solution infeasible.

Our goals are twofold. Our first goal is the development of computational methods that permit
accurate, reliable, and rapid evaluation of input-output relationships induced by parabolic partial
differential equations in real-time and in the limit of many queries. In particular, we seek to develop
techniques for (%) accurate approximation of the relevant outputs of interest; (i) inexpensive and
rigorous error bounds yielding upper and lower bounds for the error in the approximation; and (%)
a computational framework which allows rapid online calculation of the output approximation and
associated error bounds.

Our second goal is the application of these computational methods to problems requiring re-
peated evaluation of these input-output relationships. In particular, we seek to use these techniques
to solve representative problems involving the control and characterization of engineered systems.
To achieve these goals we pursue the reduced-basis method.

1.2 Earlier Work

1.2.1 Reduced-Basis Method

The reduced-basis method was first introduced in the late 1970s for nonlinear structural analysis [4,
77, and subsequently abstracted and analyzed [9, 16, 37, 85, 98] and extended [43, 48, 83] to a much
larger class of parametrized partial differential equations. The reduced-basis method recognizes
that the field variable is not, in fact, some arbitrary member of the infinite-dimensional solution
space associated with the partial differential equation; rather, it resides, or “evolves,” on a much
lower-dimensional manifold induced by the parametric dependence.

The reduced-basis approach as earlier articulated is local in parameter space in both practice
and theory. To wit, Lagrangian or Taylor approximation spaces for the low-dimensional manifold
are typically defined relative to a particular parameter point; and the associated a priori conver-
gence theory relies on asymptotic arguments in sufficiently small neighborhoods [37]. As a result,
the computational improvements — relative to conventional (say) finite element approximation —
are often quite modest [85]. Later work [40, 60, 61, 76, 91, 121, 123, 124] differs from these earlier
efforts in several important ways: first, global approximation spaces are developed; second, rigorous
a posteriori error estimators are introduced; and third, off-line/on-line computational decompo-
sitions are exploited (see [9] for an earlier application of this strategy within the reduced-basis
context). These three ingredients allow us — for the restricted but important class of “parameter-
affine” problems — to reliably decouple the generation and projection stages of reduced-basis
approximation, thereby effecting computational economies of several orders of magnitude.

Much progress has been made in a posteriori error estimation for reduced-basis approximations.
In particular, a posteriori error bounds have been successfully developed for (i) linear [40, 60, 61,
91, 124] and (#%) at most quadratically nonlinear [76, 121, 123] elliptic partial differential equations
that are affine in the parameter. These two assumptions enable the development of very efficient
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offline-online computational strategies relevant in the many-query and real-time contexts. The
operation count for the online stage — in which, given a new parameter value, we calculate the
reduced-basis output and associated error bound — depends only on the dimension of the reduced-
basis space (typically small) and on the parametric complexity of the problem, but is independent of
the dimension of the underlying “truth” finite element approximation space (typically very large).

The case of non-affine parameter dependence has also been recently addressed. In particular,
problems which are locally non-affine — i.e., non-affine only in a small part of the domain — are
treated in [110]. More general non-affine problems are addressed in Barrault et al. [15] in which a
technique is introduced that recovers the efficient offiine-online decomposition even in the presence
of general non-affine parameter dependence. In this approach, a (necessarily affine) “collateral”
reduced-basis approximation is developed for the non-affine terms. The essential ingredients to
this approach are (i) a “good” collateral reduced-basis approximation space, (ii) a stable and
inexpensive interpolation procedure by which to determine the approximation, and (éii) an effective
a posteriori estimator with which to quantify the newly introduced error terms.

Finally, reduced-basis approximations and error estimators have also been developed in [101,
102] for parabolic partial differential equations in which (i) the temporal forcing or controls are
known, and (%) the outputs of interest are independent of time; see also [56, 86] for an application of
the reduced-basis method to initial value problems. However, because of these limiting assumptions
this earlier work is, in general, not applicable to the control, optimization, or characterization
context. One of the contributions of this thesis is to address and lift these restrictions — thus
allowing for a much wider field of applications — and to considerably simplify the methodology
developed in [101, 102]. Furthermore, we also extend the theory to consider nonaffine and certain
classes of nonlinear problems.

1.2.2 Model Order Reduction

Many model-order reduction techniques for linear time-dependent systems are proposed in the
literature: the most well-known are proper orthogonal decomposition (POD or Karhunen-Logve
decomposition) [109], balanced truncation [69], and various related hybrid [55, 127] techniques.
In POD — probably the most popular model-order reduction technique — time is considered the
varying parameter, and “snapshots” of the field variable at different times are obtained from either a
numerical or experimental procedure. The optimal approximation space is constructed by applying
the singular value decomposition to these vectors, and keeping only the N vectors corresponding to
the largest singular values. Since the singular values are related to the “energy” of the system, only
the modes preserving the most energy are preserved. The reduced-order model is then obtained by
a Galerkin projection onto the space spanned by these vectors. POD has been successfully applied
in many fields: turbulent flows [59], fluid structure-interaction [35], non-linear structural mechanics
[54], turbo-machinery flows [127]. On the other hand, balanced truncation is a very popular method
on control theory. In this approach, the Hankel Singular Values (HSV) of the controllability and
observability gramians of the system are computed. The state-space dimensions with low HSVs are
truncated, leading to a reduced-order model. For high-dimensional systems, computation of the
required gramians is very expensive; combining POD and balanced truncation can overcome this
limitation.

A large number of model-order reduction techniques has also been developed in particular
to treat nonlinear time-dependent problems [8, 29, 28, 68, 84, 97, 108, 125]. Linearization ap-
proaches [125), for example, usually suffer from a lack of efficient representation of the nonlinear
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terms, whereas polynomial approximation approaches [84, 29] usually exhibit a fast exponential
growth of computational complexity with the degree of the nonlinear approximation order. These
two methods are thus quite expensive and do not address strong nonlinearities efficiently; other
approaches for highly nonlinear systems (such as piecewise-linearization) have also been proposed
[104, 97] but also at the expense of high computational cost and little control over model accuracy.

Furthermore, although a priori error bounds to quantify the error due to model reduction have
been derived in the linear case, a posteriori error bounds have not yet been adequately considered
even for the linear case, let alone the nonlinear case, for most model-order reduction approaches.

Finally, it is important to note that most model-order reduction techniques focus mainly on
reduced-order modeling of dynamical systems in which time is considered the only “variable;” the
development of reduced-order models for parametric applications is much less common [30, 25].

Our focus is (z) the simultaneous dependence of the field variable (and output) on both time
and parameters, and (i) the introduction of rigorous a posteriori error estimators.

1.2.3 Inverse Problems

Inverse problems are pervasive in engineering and science: ranging from geophysics [115, 128], to
ecology [14], image processing [27], heat transfer [18, 19, 2, 80],physiology [11], continuum mechan-
ics [12], medicine (e.g., hyperthermia treatment) [89, 31], and nondestructive evaluation [44]. The
objective of the inverse problem is to determine unknown system parameters from observations (or
measurements) of the state variables or outputs of the system.

Because of its practical importance, many methods have been developed to solve inverse prob-
lems; see [116] for a very recent review. Unfortunately, inverse problems are generally ill-posed and
their solution thus difficult. One solution approach employs statistics: the to-be-estimated parame-
ter is considered a random variable with unknown statistics which are estimated using, e.g., Monte
Carlo Methods [52, 90] or simulated annealing [99, 100]. Probably the most common approach is
to consider inverse problems as an optimization problems: a cost functional is defined to measure
the difference between the measurements and the computed outputs from the system model. The
parameter estimate is then found by minimizing the cost functional subject to the governing equa-
tions being satisfied. However, if the computational cost to solve the governing equations is high
— as is the case for partial differential equations — the solution of the optimization problem may
become unattainable [34]. Furthermore, regularization techniques are often employed to obtain a
well-posed problem. Since the regularization changes the nature of the problem, the regularized
solution differs from the original solution and valuable information can be lost.

In [74] a solution method for inverse problems governed by elliptic partial differential equations
is proposed which explicitly quantifies the uncertainty in the problem formulation. In Chapter 7,
we extend and generalize these ideas to the parabolic case: the outputs are then functions of time
and measurements are taken at several discrete points in time. We consider several application
and present numerical results that show the validity and indeed very good performance of this
approach.
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1.3 Scope

1.3.1 Thesis Contributions

In this thesis we focus on the development of reduced-basis output bound methods and associated
a posteriori error estimation for parametrized parabolic partial differential equations. We improve
and extend on earlier work {101, 102] in this field in several directions.

First, we consider a new class of problems and output families — we rigorously treat (a)
temporal forcing/control inputs that are not known a priori (often a problem within the model
reduction context) and (b) outputs, or functionals of the time-dependent field variable, that are also
(scalar) functions of (discrete) time. We thus need to develop a new a posteriori error estimation
procedure that provides rigorous bounds for the error in the energy norm and in the output at all
(discrete) points in time. This generalization allows us to treat a much wider class of applications.

Second, based on our new a posteriori error bounds, we propose a “greedy” adaptive procedure
to optimally construct the parameter-time sample set. This sampling procedure can help avoid
ill-conditioning of the reduced-order model — a problem that easily occurs for a random sample
set without a priori knowledge of the temporal forcing (e.g., given a periodic forcing in time only
samples within one period should be chosen). Furthermore, under the assumption of linear time-
invariance (LTT), we follow an impulse approach to construct our basis. The resulting reduced-basis
approximation is then valid for all control input histories and the method applicable to (say) optimal
control.

Third, we extend the methodology to treat nonaffine and (certain classes of ) nonlinear problems.
To this end, we will employ an empirical interpolation method introduced earlier [15] to approx-
imate the nonaffine and nonlinear terms. We will introduce a posteriori error bounds which are
rigorous under certain conditions on the function approximation, and offline-online computational
procedures which are valid even in the presence of nonaffine and highly nonlinear terms.

Finally, we apply our methods to inverse and optimal control problems representative of ap-
plications requiring repeated and rapid evaluations of the outputs of interest. We illustrate how
reduced-basis methods lend themselves naturally to existing solution methods, and how they al-
low the development of new methods (e.g. quantifying the uncertainty in the solution of inverse
problems) which would have been intractable with conventional methods.

1.3.2 Thesis Outline

In Chapter 2 we introduce the necessary mathematical background and give a short overview of the
finite element method. We also present a short review of the empirical interpolation method for
nonaffine coefficient functions. In Chapter 3 we summarize the reduced-basis method formulation
and associated a posteriori error estimation for linear coercive elliptic problems.

Linear parabolic problems with affine parameter dependence are discussed in Chapter 4. We
develop reduced-basis approximations and associated a posteriori error estimation and adjoint pro-
cedures for symmetric as well as nonsymmetric problems. We also propose a new greedy adaptive
procedure to “optimally” construct the parameter-time sample set. In Chapter 5 we relax the
condition on affine parameter dependence and extend the results from Chapter 4 to problems with
nonaffine parameter dependence. We particularly focus on a posteriori error estimation and on
efficient offline-online computational procedures. We extend our results to nonlinear parabolic
problems in Chapter 6. Since nonlinear problems do not allow the same generality as linear prob-
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lems, we focus on a certain class of problems with monotonic nonlinearity. At the end of this
chapter we apply the proposed method to a particular nonlinear reaction-diffusion system.

In Chapter 7 we then apply the method developed in this thesis to several parameter identifi-
cation problems. We first briefly discuss solution techniques for inverse problems and summarize
a new method to characterize the uncertainty in the parameter estimation. The application of the
proposed method to an optimal control problem is considered in Chapter 8. Our specific example
is the control of welding quality, which combines parameter estimation and control techniques.

Finally, in Chapter 9 we summarize our work and conclude with some suggestions for future
work.
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Chapter 2

Preliminaries

2.1 Introduction

This chapter serves to provide some necessary background information for the work to follow. In
Section 2.2 we review the basis function spaces used throughout this thesis; in Section 2.3 we
introduce our “truth” approximation which is the point of departure for the reduced-basis method;
and in Section 2.4 we review the empirical interpolation method introduced in [15] which is an
essential building block for our discussion of nonaffine and nonlinear problems in Chapters 5 and 6.

2.2 Function Spaces

In this section, we introduce some notation and review some basic definitions that will be used in
the following. The summary provided here is largely based on [71, 102]. To begin, let & ¢ RY,
d=1,...,3 be an open bounded domain with Lipschitz-continuous boundary 02; we denote the
closed domain by €.

We can then define the following function spaces:

2.2.1 Spaces of Continuous Functions
Definition 1. Let k a non-negative integer. The space C*(Q) is then defined as

C*(Q) = {v | D™ is bounded and uniformly continuous on Q, Ya s.t. 0 < |a| < k};

where, for given multi-indez o = (a1,...,a4), 0 > 0,1 <i<d,
d
ale
D% = —r——=1 o] = ;.
8:1:1 o Ol P

Then C*(Q) is a Banach space (i.e., a complete normed linear space) with a norm

= = sup | D% (x)|.
[llcw ey oéﬁiﬂ’ékzegl ()|
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We recall that C§°(2) is the space of continuous, infinitely differentiable functions with compact
support, i.e., vanishing outside a bounded open set £’ C Q.

2.2.2 Lebesgue Spaces
Definition 2. Let p > 1. The Lebesgue space LP(§2) is then defined as

L2(Q) = {v | [Jvllze(e) < oo}

where .
»
HUHLP(Q) = (/Q lv‘p d:L‘) ) 1< p <00,
lvllpee(y = esssuplv(z)f, p=o0.
ze

We note that Lebesgue spaces are also Banach spaces. Here (and in subsequent chapters), “[,”
denotes the Lebesgue integral, and that, in theory, v is not a function but rather an (equivalence)
class of functions that differ over a set of measure zero. Finally, the essential supremum of a
function v, esssup,cq v(x), is defined as the greatest lower bound Chyax of the set of all constants
C, such that |v(z)| < C “almost everywhere” on Q.

2.2.3 Hilbert Spaces
Definition 3. Let k be a non-negative integer. The Hilbert space H*(Q) is then defined as

Hk(ﬂ) = {v | D% € LQ(Q), Va st |al < k} ,

with associated inner product
(w,v) gr(q) = Z D%w D%v dz,
jof <k /2

and induced norm

Nj=

ey = | 3 /Q Do do

le|<k

Hilbert spaces, which are the natural generalization of Euclidean spaces in the functional setting,
will be used extensively in the subsequent chapters. We note that L?(Q2) (= H°(Q)) is the only
Lebesgue space that is a Hilbert space. Finally, since the Hilbert norm is induced by an inner-
product, the Cauchy-Schwarz inequality holds:

(w, v) eyl < Nwll gyl vl mee)-

2.2.4 Sobolev Spaces

Definition 4. Let k be a non-negative integer and p > 1. The Sobolev space W*P(Q) is then
defined as
WkP(Q) = {v | D% € IP(Q), ¥V « s.t. o] < k};
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the Sobolev spaces are Banach spaces with norms

S

Z/[Dav|pdw , 1<p< oo,
Q

“U”W’W(Q) =
le|<k
lvllwrooy = maxesssup|D(z)], P = 0.

l|<k T€eN

The Sobolev spaces are the natural setting for the variational formulation of partial differential
equations. The case k = 0 for which W%?(Q) = LP(Q2) (and hence the Lebesgue spaces are included
in the Sobolev spaces), and the case p = 2 which corresponds to a family of Hilbert Spaces, are of
particular interest. Finally, we note that the derivatives here should be interpreted in the proper
distributional sense [46].

2.2.5 Dual Hilbert Spaces

Definition 5. Given a functional f, Hilbert space Y, and associated inner product and norm, (-, -)y
and || - ||y, respectively, we define the corresponding dual space Y' as

Y'={f | Iflly < oo},

where the dual norm || - ||y+ is given by

| flly: = sup f(v) | (2.1)
vEY HUHY

The space Y is also a Hilbert space, and for Y = H*(Q), we denote Y’/ = H~*(Q); in general:
H*Q)c---c H(Q) c HYQ) c HY(Q) c---c H Q).

From the Riesz representation theorem we know that for every f € Y’ there exists a unique u}/ €Y
such that
(uf,v)y = f(v), VveY.

Tt follows from the Cauchy-Schwarz inequality applied to the Y-inner product that

Y
Wl = sup L2y
veY HU”Y

This result is widely used in subsequent chapters.

2.3 “Truth” Approximation

In general, solving a partial differential equation exactly is difficult: a closed form solution is
often unavailable. Classical discretization methods (such as the finite element method or the finite
difference method) are therefore employed to obtain numerical approximations to the exact solution.

The point of departure for the methods presented in this thesis is the “truth” approximation
— a numerical approximation that is sufficiently accurate such that the resulting approximate
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solution is “indistinguishable” from the exact solution. We now describe how we obtain such an
approximation and introduce associated notation.

2.3.1 Exact Problem: A Simple Example

To begin, we consider, for the sake of illustration, the (linear) partial differential equation

99°(z,t) _ 9%9°(z,1)

% - 2 z€Q=10,1[, t € I =)0,ty], (2.2)
with initial condition
§(z,0) = go(x), =z €, (2.3)
and boundary conditions
7°(0,t) = 0, tel, (2.4)
9y°(1,¢)
- 1, tel,; 2.5
6.'1,' b E b ( )

(2.2) represents (say) the one-dimensional heat equation. Equations (2.2)-(2.4) are called the strong
form of the initial-boundary-value problem.

2.3.2 Temporal Discretization: Finite Difference Approximation

Throughout this thesis, we directly consider a time-discrete framework associated to the time
interval I =10,ts] (I = [0,ts]). We divide I into K subintervals of equal length At = ¢;/K and
defineth = kAt, 0 < k< K = t s/ At; for notational convenience, we also introduce K = {1,..., K},
and I = {t°,...,¢*}. Clearly, our results must be stable as At — 0, K — oc.

We now employ a finite difference scheme to our initial-boundary-value problem. In particular,
we approximate the time-derivative of a function g at time t* by a first-order difference:

k
W) o (o)~ o). (26)

Our finite-difference approximation, y°(z,t*), k € K, then satisfies

ye(:l,‘,tk) _ ye(l‘,tk_l) _ 62ye(z,tk)

A7 52 % €, Vk ek, (2.7)
with initial condition
¥ (z,0) =y5(z), z€ (2.8)
and boundary conditions
y(0,65) = 0, VkeK, (2.9)
e k
Qy—éi’—” 1, Vkink; (2.10)

It can be shown that this Euler-Backward scheme is unconditionally stable [94].
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Note that we can also employ higher-order schemes such as Crank-Nicolson; details for the
Crank-Nicolson scheme are summarized in Appendix B. There are also other time-discretization
methods (aside from finite difference methods) which may be employed for time-dependent prob-
lems [51, 94, 117]. For example, if the finite element method is used for the spatial discretization,
the discontinuous Galerkin method often lends itself well to the time discretization because of its
variational origin. It was first introduced in the context of time-dependent problems in [50] and
further analyzed in (63, 106]. The discontinuous Galerkin method has also been successfully applied
to reduced-basis approximations of parabolic PDEs [101, 102]. However, finite difference methods
are also widely used [42] and are the method of choice employed in this thesis.

2.3.3 Spatial Discretization: Finite Element Approximation

In this section, we provide a brief overview of the finite element method as applied to our simple
one-dimensional example (2.7)—(2.10). Detailed treatment of the finite element method for partial
differential equations may be found in [94], for example.

Variational or Weak Form

We now derive the weak form of the problem (2.7)-(2.10). In this and the following sections, we
shall omit the dependence on the spatial variable, x; we thus write y°(t¥) for y°(z, t*).
To begin, we multiply (2.7) by an arbitrary function v (= v(z)) and integrate over the domain

{2 to obtain 218
1 ek e k—1 / 0 ye ¢
— - = — 2.11
a7 [0 (@) =t = [T (2.11)
Integrating the right-hand side by parts, we have
1 ershy _ (k-1 / 9 ( dy°(th) Qv dy° (t+)
— - = | = (o= - | =2 2.12
At/ﬂv(y(t) v ) 05z \" oz N (2.12)
Rearranging terms and applying Green’s Theorem, we obtain
=1
1 erik erik—1 v aye(tk) aye(tk) ’
il — = = . 2.13
At_/Qv(y(t) vE) + 097 Oz Yo |, (2.13)

From the boundary conditions (2.4) and (2.5), we have

é /Q v (ye(tk) - ye(tk_1)> + /. g_zaygfk) = Vot — V]z_o _a_yfg)x,_@ R (2.14)
It then follows that
m(y®(t*),v) + At a(y®(t5),v) = mye(tF 1), v) + At f(v), Vv eYe, (2.15)
where the function space Y© is given by
Ye = {ve HYQ) | v(0) = 0}, (2.16)

and the linear form, f € Y¥, and bilinear forms, a: Y° x Y® — R and m: Y®* x Y® — R, are

b
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defined as

flv) = vlg=1, VveYs,
Ov 0w .
a(w,v) = 9z 91 Vw,veYe (2.17)

m(w,v) = /wv, Yw,velYe
Q

Equation (2.15) is the weak form of (2.7)—(2.10); the weak form is the point of departure for the
finite element method, which will be discussed in the following section.

Triangulation

We now decompose the domain €2 into a collection of J elements (in this one-dimensional case,
segments; in general, simplices), T}, 1 < j < J. Such a decomposition, which we denote 7}, is
known as a triangulation of Q; an example is shown in Flgure 2-1(a). Note that the elements are
open (i.e., the TJ exclude the nodes) and satisfy T’ T,Jl = ( for j # j/; furthermore, the union of
the (closure of the) elements reconstitutes the orlgmal domain, that is,

Q= | T, (2.18)

ThET,

where T}, refers to any particular member of the triangulation 7,. In general, the sizes of the
elements in a mesh are different; here, the subscript “A” denotes the maximum diameter over all
elements.

[y} I; LA
AR
(a) (b)

Figure 2-1: (a) Triangulation of the domain 2 =10,1(; and (b) nodal basis functions ¢;(z), 1 <i <
N, forY.

Finite Element Approximation

We now define the “truth” finite element approximation space Y C Y¢ as
Y ={veX|vly ePy(T)), 1<j<J) (2.19)

in other words, Y is the space of functions which are linear over each element. We note that any

element v of Y may be written as
N

v(z) =Y vnn(z), (2.20)

n=1
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where N is the dimension of Y, the ¢,(z), n = 1,...,N form a basis for Y, and the coefficients
v = [v1,...,0n]T € RY are unique. For our one-dimensional example, (2.7)-(2.10), N' = J, and
we take the ¢, (x) to be the hat functions shown in Figure 2-1(b).

We may now define our “truth” finite element approximation to y°(t*) of (2.15): we calculate
y(t*) € Y which satisfies

m(y(tF),v) + At a(y(th),v) = m(yE*),v) + At f(v), VYveY, kekK. (2.21)

It can be shown that as h — 0 (and therefore N'— 00), y(z,t*) — y°(tF), Vk € K; we assume that
Y is sufficiently rich that y(z,t*) is sufficiently close to 4°(¢t*), V k € K. The truth approximation
of the form (2.21) is the point of departure for the reduced-basis method. The reduced-basis
approximation shall be build upon the truth approximation, and the reduced-basis error will thus
be evaluated with respect to y(t¥) € Y.

Discrete Equations

We note that since y(z,t*) € Y, we can express y(z, t*) in terms of the basis functions ¢;(z):
N
j=1

where the coefficients _y_(tk) = [1(t*), ..., yn(tF)]F € RY associated with the basis functions ¢y, (),
n=1,...,N,Vk € K. Substituting (2.22) into (2.21), and choosing for the test functions v = ¢;(z),
we obtain the algebraic system of equations

My(t*) + At Ay(tF) = My(t*!) + At F, (2.23)

where
M’ij = m(¢j’¢i)7 1< Z)] <N

Fo= f(6),  1<i<A.

2.4 Empirical Interpolation Method

2.4.1 Coefficient-Function Approximation

We begin by summarizing the results in [15]. We consider the problem of approximating a given p-
dependent function of sufficient regularity, g(-; u) € L*(Q), Vu € D, by a reduced-basis expansion
gnm{ ;). To this end, we introduce the sample sets

SGy={weD,... €D}, 1<M< M, (2.25)
and associated reduced-basis spaces

W3, =span {&n = g(z;08,),1 <m < M}, 1< M < Mpax, (2.26)
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in which our approximation gps shall reside. Note that the sample sets and therefore the reduced-
basis spaces are, by definition, nested: S{ C S§, € §3, , and W7 c Wy, ¢ Wy, . We also
introduce the best approximation

gu(-;p) =arg z?v% lg( -5 1) = 2l oo (2.27)
and the associated error
ent () = g5 ) — g () Lo () (2.28)

The construction of S§, and W¥, is based on a greedy algorithm. To begin, we select our
first sample point to be puf = argmax,cze [|g( - ; p)llLo(0), and define 57 = {uf}, & = g(z; 1),
and WY = span {£1}, where B¢ is a suitably fine parameter sample over D. Then, for M > 2,
we set pj, = argmax czo eh,_;(p), and define 7, = S%,_, U pdy, én = g(z;43,), and WY, =
span {&m, 1 < m < M}. In essence, WI-‘\’{[ comprises basis functions on the parametrically induced
manifold MY = {g(-;u) | u € D}. Thanks to our truth approximation, solving for g3, {(-;x) and
hence e},_, (1) is a standard linear program.

Before we proceed, we note that the evaluation of €},(p), 1 < M < My, requires the so-
lution of a linear program for each parameter sample in =9; the computational cost involved
thus depends strongly on the size of =9 as well as on Mpyax. In the parabolic case this cost
may become prohibitively large — at least in our current implementation — if the function g is
itself time-varying either through (i) an explicit dependence on time, or (#) an implicit depen-
dence on time in nonlinear problems, where g is a function of the time-dependent field variable
u(p, t%). In these cases the parameter sample 29 is in effect replaced by the parameter-time sam-
ple 9 = Z9 x [, i.e., the number of samples in =9 is multiplied by the number of timesteps K;
even for modest K the computational cost can be very high. We thus propose an alternative
way of constructing S%,: we simply replace the L®(£)-norm in our best approximation by the
L?(Q)-norm, where L?(f2) is the space of functions square integrable over {2 — our next sam-
ple point is thus based on u}, = argmax = inf ews llg(-;n) — 2llL2(q) — which is relatively
inexpensive to evaluate; the computational cost is O(MN) + O(M?3): we first solve for the co-
efficients Aps_1,(1), 1 < m < M -1, from ((ZM-DTZM=1)\p 1(p) = (ZM-1Tg(-; u), where
ZM=1 = [¢; .. . €£37_4], and then evaluate the norm ||g(-;u) — ZM_:[)\M_]_(/J,)HL2(Q). Although the
following analysis is not rigorous for this alternative {or “surrogate”) construction of Sﬁ/[, we in
fact obtain very similar convergence results in practice (see Section 2.4.3).

We begin the analysis of our greedy procedure with the following Lemma.

Lemma 1. Suppose that Mumax is chosen such that the dimension of MY exceeds Max,; then the
space Wy, is of dimension M.

Proof. Tt directly follows from our hypothesis on Mmax that e0 = €, (“?\/Imax +1) > 0; our
“arg max” construction then implies €}, ;(u%;) > €0, 2 < M < Mpax, since er_ (W) =
ehr_1(lre1) 2 €334, 1). We now prove Lemma 1 by induction. Clearly, dim(W{) = 1. Assume
dim(W§,_,) = M —1; then if dim(W};) # M, we have g(-; u$;) € W3, ; and thus e}, _,(u$,) = 0;

however, the latter contradicts e}, (1%,) > €0 > 0. a

We now construct nested sets of interpolation points Ths = {t1,...,tm}, 1 < M < Mpax. We
first set ¢; = arg ess sup,eq [&1(2)], ¢1 = &1(2)/é1(t1), BY; = 1. Then for M = 2,..., Mpax, we
solve the linear system Z]Aizl UJM_l g;(t;) = €m(ty), 1 <i < M -1, and set ry(z) = {u(x) —
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M- —
St oM gi(2), tar = arg ess sup,eq |rm(@)], am(z) = rar(e)/ra(ty), and BY = g;(t),
1 <4,7 < M. It remains to demonstrate

Lemma 2. The construction of the interpolation points is well-defined, and the functions {q1,...,qm}
form a basis for W3;.

Proof. We shall proceed by induction. Clearly, we have W{ = span {q;}. Next we assume W3, | =
span {q1,...,qm-1}; if (4) |rpr(tar))] > 0 and (i) BM~1 is invertible, then our construction may
proceed and we may form WY, = span {q1,...,qsm}. To prove (i), we observe that |ras(ta)| >
ehr_1(18y) = o > 0 since e%,_,(u3,) is the error associated with the best approximation. To
prove (i), we just note by the construction procedure that B%—l = r;(t;)/r;(t;) = 0 for i < j;
that BiA;I._l = r;(t;)/r;j(t;) = 1 for i = j; and that B%‘l‘ = |rj(t;)/r;(t;)] < 1 for ¢ > j since

t; = arg ess SUp,eq |1i(z)},1 <i < M. Hence, BM~! is lower triangular with unity diagonal. O

Lemma 3. For any M-tuple (o;)i=1,. .M of real numbers, there exists a unique element w € Wf,f
such that w(t;) = a;, 1 <1< M.

Proof. Since the functions {qi,...,qnm} form a basis for W§, (Lemma 2), any member of W§,
can be expressed as w = Ej‘il q;(z) k;. Recalling that BM is invertible, we may now consider
the particular function w corresponding to the choice of coeflicients x;, 1 < 7 < M, such that
Zé\il B%K,j = Gy, 1 < ) < M; but since B{y = q]'(ti), w(t,,) = Z]]Vil Qj(ti) Ky = Z;\il Bz];/l Kj =
a;, 1 < i < M, which hence proves existence. To prove uniqueness, we need only consider two
possible candidates and again invoke the invertibility of BM. O

It remains to develop an efficient procedure for obtaining a good collateral reduced-basis ex-
pansion g (-;p). Based on the approximation space Wj, and set of interpolation points Ty, we
can readily construct an approximation to g(z; ). Indeed, our coefficient function approximation
is the interpolant of g over Ty as provided for from Lemma 3:

M
gm(z;p) = Z oM m{t) gm(z), (2.29)
m=1
where (1) € RM is given by
M
> BY o) = gltiin), 1<i< M; (2.30)
j=1

note that gas(t;; 1) = g(t;; 1), 1 < i < M. We define the associated error as
em(p) = llg(-50) — gm (50l Lo () (2.31)

2.4.2 Error Analysis
A Priori Stability: Lebesgue Constant

To begin, we define a “Lebesgue constant” [93] Ay = sup,cq ZTA,/{:l |[V.M(z)|. Here, the VM () €
W7, are characteristic functions satisfying VM(t,) = 8mn, the existence and uniqueness of which

is guaranteed by Lemma 3. It can be shown that
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Lemma 4. The characteristic functions V.M are a basis for W3, And the two bases g, 1 <m <
M, and VM, 1 <m < M, are related by

M
gi(z)=> BIVM@), 1<i<M. (2.32)

Proof. We first consider z = t,, 1 < n < M, and note that EM BM VM(t ) = EM B PO =
BM = ¢;(tn), 1 <1 < M; it thus follows from Lemma 3 that (2 32) holds It further follows from
Lemma 2 and from Lemma 3 that any w € W3, can be uniquely expressed as w = Zf” | Kigi(z) =

il 1/@,(23 . B VM(x)) = Z] 1(2z 1f-zZBM)VM( )= Z] 1a]VM(a:) where a; = w(t;), 1 <
j < M; thus the VM 1 <j< M, form a (“nodal”) basis for W§,.

d

We observe that Ay depends on W3, and Ty, but not on p nor on our choice of basis for W§,.
We can further prove

Lemma 5. The interpolation error car(p) satisfies epr(pe) < €3, ()L +An), YV € D.

Proof. We first introduce e}, (z; ) = g(x; u)—grs(x; 1) and gar (25 1) — gy (@ p) = Z%d K (1)qm (T)-
It then follows that

epmtop) = (gt w) — gn(ts; p) + (g (tos ) — gar (tis 1)

= > BMkmp), 1<i<M. (2.33)

Furthermore, from the definition of €5/(u) and €},(x), and the triangle inequality, we obtain

em(p) = lg(-5m) —gm(-s)lize)
lg(5m) —agrn (i) + aae (i) — g (-5 0 || ooy
< ey +llgm (s ) — g (s i pes ()

The desired result

m(p) —ep() < lgr(-5m) = gar (-5 )l Lo ()

M M
= Hz Z Blf:wm Km (1) VkM(ﬂﬁ)HLm(Q)

k=1 m=1
M
= Z (ti; 1) VM (@) 1o (0
< (M) Am
then immediately follows from (2.32), (2.33), and |e},(ti; 1)| < &3y (), 1 <i < M. |

We can further show

Proposition 1. The Lebesgue constant Ayy satisfies Apy < 2M — 1.
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Proof. We first recall two crucial properties of the matrix BM: (i) BM is lower triangular with
unity diagonal — ¢m(tm) = 1, 1 < m < M, and (4i) all entries of BM are of modulus no greater
than unity — [|gm||z=(@) < 1,1 < m < M. Hence, from (2.32) we can write

Vial(z) = Z B VM (z
i=m-+1

M
1+ Y VM@, 1<m<M-1.
i=m+1

(A

It follows that, starting from |V (2)| = |gm(z)] < 1, we can deduce Vi (@) £ 14|V ()| +
+ |V o (@) <2771 2 <m < M, and thus obtain S"M_ |V M (z)] < 2M — 1. O

Proposition 1 is very pessimistic and of little practical value (though &%,(u) does often converge
sufficiently rapidly that €},(u) 2M _, 0 as M — o0); this is not surprising given analogous results
in the theory of polynomial interpolation [93]. However, Proposition 1 does provide some notion of
stability.

A Posteriori Error Estimation

Given an approximation gps(z;p) for M < Mpax — 1, we define Ey(z; ) = Ep{p) qu+1(z),

where €a(p) = |9(Em+15 1) — gu(tvrt1; )| In general, enr(p) > énr(p), since enr(u) = |lg(; ) —
gm G5 )l peo () > g 1) — gae(; )| for all 2 € Q, and thus also for = tar41. However, we can
prove

Proposition 2. If g(-;u) € Wi, then (i) g(z;p) — gm(z; p) = £Em(z; p) (either Epr(z; p) or
—En(z; 1)), and (it) [lg(- ;1) — gm (5 )l Lo ) = Ena (i)

Proof. By our assumption g(-; u) € Wy, ;, there exists k(1) € RM*! such that g(z; p)— g (z; 1) =
SMAL (1) gm(z). We now consider z =t;,1 <4 < M + 1, and arrive at

m=1

M+1

D bm() gmlts) = gt w) — gur(tizp), 1<i<M+1. (2.34)

m=1
It thus follows that xp(u) = 0, 1 < m < M, since g(t;;u) — gm(ti; ) = 0,1 < i < M and the
matrix g, (t;)(= BM) is lower triangular, and that &are1(p) = g(tarei; i) — gar(tarer; 1) since
gm+1(tar41) = 1; this concludes the proof of (7). The proof of (i) then directly follows from

larr+1ll Loy = 1. O

Of course, in general g(-; u) € W3, ,, and hence our estimator €x7(u) is indeed a lower bound;
however, if epr(u) — O very fast, we expect that the effectivity,

il

Em(p) (2.35)

(1) em(p)’

shall be close to unity. Furthermore, the estimator is very inexpensive — one additional evaluation
of g(-;u) at a single point in Q.
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Figure 2-2: NE 1: (a) Parameter sample set S§;, Mmax = 51, and (b) interpolation points t,,, 1 <
m < Mmax, for the nonaffine function (2.36).

2.4.3 Numerical Exercise 1: Approximation of a Nonaffine Function
Problem Formulation

We consider the nonaffine function

G(z;p) = L (2.36)

\/(361 — pe))? + (22 — p2))?

for = (z(1),2(2)) € 2 =]0,1[? and p € D = [-1,-0.01]2. We choose for Z9 a deterministic
grid of 40 x 40 parameter points over D and we take uf = (—0.01,—0.01). Next, we pursue the
empirical interpolation procedure described in Section 2.4.1 to construct S%,, Wf,f, Ty, and BM |
1 < M < Mmax, for Mimax = 51. We note that the parameter points in S%;, shown in Figure 2-2(a),
are mainly distributed around the corner (—0.01,—0.01) of the parameter domain; and that the
interpolation points in T/, plotted in Figure 2-2(b), are largely allocated around the corner (0, 0)
of the physical domain 2.

Numerical Results

We now introduce a parameter test sample =7, . of size Qrest = 225, and define
Test

EMmax = Mmax gj(p), (2.37)
HEST gt
_ . 1 EM(JU')
= 2.38
P = Qe X 00+ A G
HE=Test
T = Qe D num(w)i (2.39)
HEE g,



here nar(p) is the effectivity defined in (2.35), and s is the condition number of BM. We
present in Table 2.1 e}‘w,max, Pus Aur, My, and 3¢ as a function of M. We observe that e}, ..
converges rapidly with M that the Lebesgue constant provides a reasonably sharp measure of the
interpolation-induced error; that the Lebesgue constant grows very slowly — exs (1) is only slightly
larger that the min-maz result 3,(p); that the error estimator effectivity is reasonably close to
unity; and that BM is quite well-conditioned for our choice of basis. (For the non-orthogonalized
basis &, 1 < m < M, the condition number of BM will grow exponentially with M.) These results
are expected since the given function G(z; i) is quite regular and smooth in the parameter p.

M E?M,max M Apm k3Yi KM

8 8.30E-02 0.68 1.76 0.17 3.65
16 4.22E-03 0.67 2.63 0.10 6.08
24 2.68E-04 0.49 4.42 0.28 9.19
32 5.64E-05 0.48 5.15 0.20 12.86
40 3.66 E-06 0.54 4.98 0.60 18.37
48 6.08E-07 0.37 7.43 0.29 20.41

Table 2.1: NE 1: €}/ ..o Pary Am, Tag, and 32y as a function of M.

Using the L?(2)-norm surrogate in our best approximation we can construct Sﬁl much less
expensively than using the L%°(Q)-norm. We present in Table 2.2 numerical results obtained from
this alternative construction of §%;. The results are very similar to those in Table 2.1, which implies
that the approximation quality of our empirical interpolation approach is relatively insensitive to
the choice of norms exploited in constructing the sample.

M EM’max Pum Ay Ty M

8 1.18E-01 0.66 2.26 0.23 3.82
16 3.96E-03 0.45 4.86 0.81 7.58
24 3.83E-04 0.43 3.89 0.28 13.53
32 3.92E-05 0.45 7.07 0.47 16.60
40 4.10E-06 0.43 6.40 0.25 18.84
48 6.59E-07 0.30 8.86 0.18 21.88

Table 2.2: NE 1: EM max? PM> A, Tiag, and sep as a function of M here S, is constructed using
the L2(Q)-norm as a surrogate for the L*(2)-norm.
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Chapter 3

Reduced-Basis Method for Elliptic
Problems

3.1 Introduction

In this chapter, we present a more detailed discussion of the reduced-basis output approximation
method for linear coercive elliptic problems. We focus particularly on the global approximation
spaces, a priori convergence theory, and the assumption of affine parameter dependence.

We begin by stating the most general problem (and all necessary hypotheses) to which the
techniges we develop will apply.

3.2 Abstraction

3.2.1 “Exact” Problem Statement

We consider a suitably regular (smooth) domain Q@ € IR¢,d = 1,2, or 3! with Lipschitz-continuous
boundary 85, and associated (infinite-dimensional) Hilbert space Y® satisfying H{ () C Y© C
(H'(€2))4. The inner product and norm associated with Y'® are given by (-, -)ye and ||-||ye = (, ~)§//e2,
respectively. The corresponding dual space of Y* is denoted Y®¢'. We also define a parameter set
D c RF, a particular point in which will be denoted JTn

Our “exact” problem may then be stated as: Given a parameter u € D C RY, we evaluate the

output of interest,

s%(u) = €(y°(1); (3.1)
here the field variable, y®(u) € Y©, satisfies the weak form of the y-parametrized linear elliptic
partial differential equation

a(y(p)vip) = f(v), YveYe (3.2)

The form a(:,-;u): Y® x Y* — R is bilinear — i.e., linear in the first and second argument; and f
is a bounded linear functional.

'Note that {2 is a reference domain and hence does not depend on the parameter.
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3.2.2 “Truth” Finite Element Approximation

In actual practice, we replace Y® with a “truth” finite element approximation space ¥ C Y¢ of
finite (but large) dimension A/ —- as discussed in the last chapter. Note that the inner product
and norm associated with Y, (-,-)y and || - ||y = (-, )i,/ ?  respectively, are inherited from Y. Our
“truth” finite element approximation y(u) € Y to y°(u) is then defined as the Galerkin projection

of y*(u) onto Y

aly(p),v;p) = flv), Vvey; (3.3)

our output approximation is then given by
s(u) = £y(u))- (3.4)
We shall assume — hence the appellation “truth” — that the finite element discretization is suf-

ficiently rich such that y(u) and y°(u) (and hence s(u) and s®(u)) are indistinguishable. The
reduced-basis approximation shall be built upon our “truth” finite element approximation, and the
reduced-basis error will thus be evaluated with respect to y(u) € Y and s(u). Clearly, our methods
must remain computationally efficient and stable as A" — oo.

We now make several assumptions on the well-posedness and the nature of the parametric
dependence of our problem.

3.2.3 Well-posedness

We first assume that the bilinear form a(-,-; 1) is continuous,

(v,v; 1)

a
Yo(pt) = sup — < W<oo, YueD; (3.5)
vey [l
coercive,
e alv,uip)
= inf ————= > >0 VYueD; 3.6
a(p) = inf g =% p (3.6)

and symmetric, a(w, v; u) = a{v, w; ), Vw,v €Y, ¥V u € D; and that the linear functionals f and ¢
are bounded. Note that the coercivity constant a,(u) and continuity constant v,(u) are functions
of u.

3.2.4 Affine Parameter Dependence

We shall now make certain assumptions on the parametric dependence of our problem. In particular,
we shall suppose that, for some finite (preferably small) integer Q,, a(-,-; #) may be expressed as

Qo
a(w,v;p) = O%(n) a¥(w,v), Yw,veY,VueD, (3.7)
g=1

where the functions ©f(u): D — R depend on y, but the bilinear forms a?(-,-): ¥ x Y — R are
independent of u. This assumption of affine parameter dependence is crucial for the computational
efficiency of our method. Finally, for simplicity of exposition, we assume that the linear forms f
and £ do not depend on the parameter; however, (affine) parameter dependence is readily admitted
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(see for example [120]).2

3.3 Reduced-Basis Approximation

3.3.1 Critical Observation: Dimension Reduction

The reduced-basis method recognizes that the field variable y(u) is not an arbitrary member of
the N-dimensional solution space Y (N > 1) associated with the partial differential equation;
rather, it resides, or “evolves,” on a much lower-dimensional and typically very smooth manifold
M = {y(u)|p € D} induced by the parametric dependence [91]. In the case of a single parameter
(P = 1), for instance, y(u) describes a one-dimensional filament that winds through Y’; this is
illustrated in Figure 3-1(a).

M = {y(p) | 1 € D} y(phew) M = {y(p) | p € D}
LOW DIMENSION

Y
HIGH DIMENSION

(a) (b)

Figure 3-1: (a) Low-dimensional solution manifold M induced by the parametric dependence; and
(b) dimension reduction obtained by restricting attention to M.

The finite element approximation space Y is thus much too general — Y includes many functions
that do not reside on the manifold of interest. Hence, to approximate y(u), we need not represent
every single function in Y, but rather only those which lie on M. This observation presents a
clear opportunity: we can effect significant (in many cases, Draconian) dimension reduction and
therefore considerable computational economies if we restrict attention to the parameter-induced
low-dimensional solution manifold. We may therefore pre-compute N “points” y(pn), n =1,..., N
along M as shown in Figure 3-1(b), and approximate y(u"®") by taking an appropriate linear
combination of the sample points y(u,). We now make these ideas more precise.

3.3.2 Formulation

We first introduce a set of nested samples in parameter space,
SN={;).1€D,...,,LLN€D}, 1 < N < Nuax, (3.8)

such that S; € Sy C Sn,.... We then define the associated Lagrangian [85] reduced-basis approxi-

mation space as
Wn =span{¢, = y(in);1 <n <N}, 1< N < Ny, (3.9)

2Note that the assumption of affine parameter dependence can be relaxed; see [15, 121] for extensions to problerns
exhibiting non-affine parameter dependence or nonlinearities.
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where y(u,) € Y is the solution to (3.3) for u = u,. Note that, by construction, W1 € Wy C
WNmax‘

Our reduced-basis approximation yn(u) is then obtained by a standard Galerkin projection:
for any p € D, yn (1) € Wy satisfies

alyn (), vip) = f(v), VveWy; (3.10)

our output approximation is then

sn(p) = £(yn () (3.11)

Since M is low-dimensional and smooth, we thus anticipate that yn(u) — y(u) very rapidly, and
therefore we may choose N << . We now attempt to qualify our claim.

3.3.3 A Priori Convergence Theory

We consider here the rate at which yy(r) and sy (u) converge to y(u) and s(u), respectively.

Optimality

To begin, it is standard to demonstrate the optimality of yn(u) in the sense that

Jall) (1) inf

2 r) il W) —wwlly (3.12)

ly() —yn(w)lly <

To prove (3.12), we first note from (3.3) and (3.10) that
a(y(p) — yn(p),vip) =0, Vve Wy. (3.13)

It then follows that for any wy = uy + vy € W (vn #0),

a(y(p) —wn,y(u) —wniu) = a(y(u)—yzv(u)*vzv,y(u)-yzv(u)—vzv;u)

= a(y(p) —y~n (1), y(p) —yn(p); ) — 2ay(p) — yn (1), vns p) + a(on, vNs 1)
= a(y(p) —yn (), y(1) — yn(p); ) + alon, N 1)
(1) ()3 1)

> a(y(p) - yN(u),yu —yn(p); (3.14)

from the symmetry of a, Galerkin orthogonality (3.13), and coercivity (3.6). Furthermore, from
(3.6), (3.14), and (3.7), we have

aa(mlly(e) —yn Wy < aly(e) —yn(w), () — yn(w); 1)

= wNiIelgV aly(u) — wn, y(pw) — wy; i)

Yalw) inf lly(k) - w3 (3.15)

INA

This concludes the proof.
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Furthermore, for the case of compliance, £ = f, we have

ls(u) —sn(W)] = [ly(n) — yn(w)]

= la(y(w), y(1) — yn(p); )|
la(y(p) — yn (), y(p) — yn (p); 1)
Yoy (1) — yn (W)l

2
28 inf () - wnl} (3.16)

IA

IA

from (3.4), (3.11), (3.3), the symmetry of a, Galerkin orthogonality (3.13), (3.7), and (3.15). The
output approximation, sy (u), thus converges to s(u) as the square of the error in yn{(u).

We observed in Section 3.3.1 that the parametrically induced manifold M is typically low-
dimensional, and note that M is smooth under our hypotheses on stability and continuity — we
consider the detailed proof for the parabolic case in Section 4.3.2. We thus expect that the best
approximation will converge to y(u) very rapidly, and hence N may be chosen small.

3.3.4 Offline-Online Computational Procedure

The arguments of Sections 3.3.1 and 3.3.3 suggest that to obtain an accurate reduced-basis approxi-
mation yn (1), N need not be very large. We now develop off-line/on-line computational procedures
that exploit this dimension reduction and enable us to evaluate our approximations in real-time.

We first note that since yn(u) € Wi, there exists a unique set of coefficients yn ; (1), 1 <j < N,
such that

N
yn () =D un () & (3.17)
j=1

We then choose as test functions in (3.10) v = (;, ¢ = 1,..., N; it then follows from (3.10) that
QN(N) = [yni(u), ..., yN N(#)]T € RY satisfies

An(wyy () = Fn (3.18)

where An(p) € RY*N and Fy € RV are given by Anij(p) = a5, Gisp), 1 < 4,5 < N, and
Fni= f(¢;), 1 <i < N, respectively; note that Ay (u) is symmetric positive-definite.
Invoking the affine decomposition (3.7) we obtain

Qa
Anig(p) = 0%(u) a?(¢F, ) (3.19)
g=1
we may therefore write
Qa
An(p) =) 0%(u) AL, (3.20)
g=1

where the parameter independent quantities matrices A}, € RN*N  are given by

A%, =a%(6,¢), 1<4,5<N, 1<¢< Q.. (3:21)
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Our output approximation can then be evaluated as

N
sv(p) = D v AG)

j=1
N
= > v Lnj (3.22)
Jj=1
where
Lj=0G), 1<j<N. (3.23)

We now observe that the A}, and Ly are independent of the parameter u; we may thus pursue an
offline-online computational strategy.

In the offline stage — performed once — we compute the Gi, 1 < i < Npax: this requires
Nmax expensive finite element solves; we then form and store Ly j» 1 £ 7 < Npax and A?Vi,j’
1 <4%,7 < Nmax, 1 < ¢ < Q: this requires O(QN2,, ) operations and O(QN2,,) storage.

In the on-line stage — performed many times, for each new value of y, we perform the summa-
tion (3.20) for An(p): this requires O(QN?) operations; we then solve (3.18) for the reduced-basis
coefficients gNj(u), J € IN: this requires O(N?3) operations; and finally we evaluate the output
approximation from (3.22): this requires O(V) operations.

The essential point is that, as required in the many-query or real-time contexts, the online com-
plexity depends only on @ and N and is independent of M, the dimension of the underlying “truth”
finite element approximation space. Since N <« N, we expect — and often realize — significant
(orders-of-magnitude) computational economies relevant to classical discretization approaches.

Finally, we note that classical model-order reduction techniques, such as modal decomposi-
tion [36] and POD (7], require the evaluation of a new set of eigenmodes or basis functions — and
thus a return to the (very fine) “truth” approximation — for each new parameter value encoun-
tered. In contrast, reduced-basis methods need not invoke the “truth” approximation in the online
stage, and are therefore far more efficient in evaluating input-output relationships in the limit of
many queries.

3.4 A Posteriori Error Estimation

A posteriori error estimation procedures are very well developed for classical approximations of,
and solution procedures for, (say) partial differential equations [20, 81, 1] and algebraic systems
[33]. However, until quite recently, there has been essentially no way to rigorously, quantitatively,
sharply, and efficiently assess the accuracy of reduced-basis approximations.

As a result, for any given new u, the reduced-basis solution yx (1) typically raises many more
questions than it answers. Is there even a solution y(u) near yn(p)? Is [s(u) — sy (p)| < €tol,
where €;) is the maximum acceptable error? Is a crucial feasibility condition s(p) < S (say, in a
constrained optimization exercise) satisfied — not just for the reduced-basis approximation, sy (u),
but also for the “true” output, s(u)? If these questions can not be affirmatively answered, we may
propose the wrong — and unsafe or infeasible — action in the deployed context. A fourth question
is also important: Is N too large, [s(u) — sy(i)| < €401, With an associated steep (N3) penalty
on computational efficiency? An overly conservative approximation may jeopardize the real-time
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response and associated action — with corresponding detriment to the deployed systems.

We may also consider the approximation properties and efficiency of the parameter samples and
associated reduced-basis approximation spaces, Sy and Wy, 1 < N < Np.c. Do we satisfy our
global “acceptable error level” condition, |s(u) — sy (u)| < €01, ¥V o € D, for (close to) the smallest
possible value of N7 And a related question: For our given tolerance €, are the reduced-basis
stiffness matrices (or, in the nonlinear case, Newton Jacobians) as well-conditioned as possible —
given that by construction Wy will be increasingly colinear with increasing N? If the answers are
not affirmative, then our reduced-basis approximations are more expensive (and unstable) than
necessary — and perhaps too expensive to provide real-time response.

In short, the pre-asymptotic and essentially ad hoc or empirical nature of reduced-basis dis-
cretizations, the strongly superlinear scaling (with N) of the reduced-basis online complexity, and
the particular needs of deployed real-time systems virtually demand rigorous a posteriori error
estimators. Absent such certification, we must either err on the side of computational pessimism
— and compromise real-time response — or err on the side of computational optimism — and risk
sub-optimal, infeasible, or potentially unsafe decisions.

In [60, 91], and [121, 122, 123], a family of rigorous error estimators for reduced-basis approx-
imation of a wide class of elliptic partial differential equations is introduced (see also [68] for an
alternative approach). As in almost all error estimation contexts, the enabling (trivial) observation
is that, whereas a 100% error in the field variable y(u) or output s(u) is clearly unacceptable, a
100% or even larger (conservative) error in the error is tolerable and not at all useless; we may
thus pursue “relaxations” of the equation governing the error and residual that would be bootless
for the original equation governing the field variable y(u).

We now present further details for the particular case of elliptic linear problems with exact affine
parameter dependence (3.7): the truth solution satisfies (3.3) and (3.4), and the corresponding
reduced-basis approximation satisfies (3.10) and (3.11).

3.4.1 Formulation

Error Bounds

To begin, we assume we are given a positive lower bound &, (p) for the coercivity constant g (u):
aq(p) > Gop) >0, VpeD. (3.24)

We next introduce the dual norm of the residual

en() = | R(; )y = sup 04, (3.25)
vey |vly
where
R(v;p) = f(v) —alyn (), vin), Yvey, (3.26)

is the residual associated to yn(u). We also specify the inner product (w,v)y = a(w,v; Pres(s)) for
some reference value(s) i) We then define our “energy” error bound

B =2 Ejj)) , (3.27)
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the effectivity of which is given by

An ()
nv (k) = Tet)y” (3.28)

We may then state

Proposition 3. For the error bound An(p) of (3.27), the effectivity satisfies [91, 123]

L < 2B yuep . (3.29)
a(ﬂ)

jol

for alll < N < Npax.

Proof. Given our reduced-basis primal solution yy(x), it is readily derived that the error e(y) =
y(u) —yn(p) € Y satisfies
ale(u),v;pu) = R(v;u), Vvey. (3.30)

Furthermore, we note from standard duality arguments that

en(p) = )]y, (3.31)

where é(u) is given by
(é(u)7v)Y = R(Uv /-L)’ Vvey. (332)

‘We then note that

2

ao(mlle(lly < ale(u),e(p); 1)
= (&(u)e(w)y
< le()llvlle(w)lly (3.33)

from (3.6), (3.32), and the Cauchy-Schwarz inequality; and

ey = ale(u), é(u); p)
< Yalw)lle(w)lly el lly (3.34)
from (3.30), (3.32) and (3.5). The desired result directly follows from (3.33), (3.34), (3.28), (3.31),
and (3.24). a

From the left inequality of (3.29), we deduce that |le(y)|ly < An(p), ¥ 1 € D, and hence that
Apn(p2) is a rigorous upper bound for the true error® measured in the || - |y norm — this provides
certification: feasibility and “safety” are guaranteed. From the right inequality, we deduce that
An{p) overestimates the true error by at most v, (u)/Ga(p),* independent of N — this relates to
efficiency: an overly conservative error bound will be manifested in an unnecessarily large N and
unduly expensive RB approximation, or (even worse) an overly conservative or expensive decision
or action “in the field.”

3Note however that these error bounds are relative to our underlying “truth” approximation, y(u) € Y, not to
the exact solution, y*(u) € Y*°.

“The upper bound on the effectivity can be large. In many cases, this effectivity bound is in fact quite pessimistic;
in many other cases, the effectivity (bound) may be improved by judicious choice of (multi-point) inner product (-, -)y
— in effect, a “bound conditioner” [124].
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We can now define a (simple) error bound for the output of interest in

Proposition 4. For Ax{(u) of (5.27),

|s(p) —sn(W)| < Aj(w), VYpeD, (3.35)
where
A () = 1y An(p) - (3.36)
Proof. We note that
Is(u) —sn(p)| = [€(e(w))]
ele(u)l
TGl 1Y
< sup Tk ey (3.37)
The result directly follows from the (3.4), (3.11), (2.1) and Proposition 3. O

We note that this output bound — although very easy and efficient to evaluate — might not
provide very sharp bounds and is thus not very useful in actual practice; this will also become
evident from the numerical results. However, we can obtain a more rapid convergence of the
reduced-basis output approximation as well as a sharper bound by introducing a dual (or adjoint)
problem. We will discuss the adjoint formulation in detail in Chapter 4 in the parabolic case.

Offline-Online Procedure

The real challenge in a posteriori error estimation is not the presentation of these rather classical
results, but rather the development of efficient computational approaches for the evaluation of
the necessary constituents. In our particular deployed context, “efficient” translates to “online
complexity independent of N',” and “necessary constituents” translates to “dual norm of the primal
residual, ey (u) = | R(-; p)|]y’, and lower bound for the coercivity constant, d,(i).” We now turn
to these issues.

The Dual Norm of the Residual

To begin, we note from duality (3.31), (3.32), our reduced-basis expansion (3.17), and our
assumption of affine parameter dependence (3.7), that é(u) satisfies

(é(w),v)y = f(v) - Z 29"(#) ynn(p) a¥(Cn,v), Vv ey (3.38)

g=1 n=1

It then follows from linear superposition that we may write é(u) € Y as

Q N
é(u) =F+ 3 ¥ 0Up) ynnlp) A% ,

g=1 n=1
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where 7 € Y and A} € Y satisfy

(Fov)y = flv), Vvey, (3.39)
(Al v)y = —a(Gn,v), YveY, neN, 1<¢<Q, (3.40)

respectively; note that (3.39),(3.40) are simple parameter-independent (scalar or vector) Poisson,
or Poisson-like, problems. It thus follows that

>

eI} = (F P+ 3 5 09y () {2(F. Ay

g=1 n=1

Q@ N , ,
+ 2 2 0T (wynw(w (A%,AZ,)Y}. (3.41)

¢'=1 n'=1

The critical observation [60, 91] is that the expression (3.41) — which we relate to the requisite
dual norm of the residual through (3.31) — is the sum of products of parameter-dependent (simple,
known) functions and parameter-independent inner products. The offline-online decomposition is
now clear.

In the offline stage — performed once — we first solve (3.39), (3.40) for F and A%, 1 < n < Npax,
1<g<Q;we then evaluate and save the relevant parameter-independent inner products (F,Fy,
(F, A%y, (A%, A2 )y, 1< n,n < Npax, 1 € ¢,¢' < Q. Note that all quantities computed in the
offline stage are 1ndependent of the parameter p.

In the online stage — performed many times, for each new value of 4 “in the field” — we simply
evaluate the sum (3.41) in terms of the ©%(u), yn (1) and the precalculated and stored (parameter-
independent) (-,-)y inner products. The operation count for the online stage is only O(Q2N2) —
again, the essential point is that the online complexity is independent of N, the dimension of the
underlying truth finite element approximation space. We further note that, unless @ is quite large,
the online cost associated with the calculation of the dual norm of the residual is commensurate
with the online cost associated with the calculation of sy {(u).

Lower Bound for the Coercivity Parameter

Obviously, from the definition (3.6), we may readily obtain by a variety of techniques effective
upper bounds for o,(p); however, lower bounds are much more difficult to construct. We do note
that in the case of symmetric coercive operators we can often determine G (p) “by inspection.” In
particular, we define our “minimum coefficient” coercivity lower bound (60, 124] in

Lemma 6. Assume that a(w,v; ) is given by (3.7) where @(u) > 0, ¥V u € D, and ad(v,v) > 0,
VoeY,1<¢g<Q. Then, given i € D,

R _ L) _
Go(p) = (qe Fin oy W) ao(B) < aq(p), YpeD. (3.42)
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Proof. We note that for any p € D,

. a(v, v )
= inf 208
aq (1) inf Tolly

. Y 09(u)ald(v, v)
veY lvlly

T3 (5) e mate,)
veY lvlly

2( . @"(u)) o 2ot O%(m)at(v, v)

gellrn@) OU(T) ) vey Wlly
. eqm)). a(v, v; o)
= f
<qe%if?3m 69(m) ) ver  [ully

B (qeglf.r.l,cz} QZEE)) @(F)

Qo (i) - (3.43)

|

@
=

Finally, we note that the choice of the Y-norm and associated bound conditioner does affect
the quality of the error bound. The effectivity at a parameter value u close to & in (3.42) will,
in general, be smaller than for a value p farther away from 7z — in fact, for p = 7 the effectivity
is one. If the parameter domain D is large, multi-point bound conditioners can be introduced to
exploit this fact [124].

3.5 Construction of Samples: A “Greedy” Algorithm

Our error estimation procedures also allow us to pursue more rational constructions of our parame-
ter samples Sy (and hence spaces W) [123]. We denote the smallest error tolerance anticipated as
€tol, min — this must be determined a priori offline; we then permit €y € [€40], min, 0| to be specified
online. We also introduce Zp € D"F| a very fine random sample over the parameter domain D of
size np > 1.

We first consider the offline stage. We assume that we are given a sample Sy, and hence space
Wy and associated reduced-basis approximation (procedure to determine) yn(u), Vu € D. We
then calculate

pn = arg max Ay (u);
HEZF

here An(p) is our “online” error bound (3.27) that, in the limit of np — oo queries, may be
evaluated (on average) in O(N2Q?) operations; we next append u% to Sy to form Swyi, and
hence Wi4i1. We now continue this process until N = Npay such that e}‘vmax = €tol,min, Where
ey = An(uy), 1 < N < Nyox.

In the online stage, given any desired €y € [€tol, min, o0[ and any new value of u € D “in the
field,” we first choose N from a pre-tabulated array such that e} (= An(uY)) = €0l We next
calculate yn (1) and An(p), and then verify that — and if necessary, subsequently increase N such
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that — the condition Ay (u) < €44 is indeed satisfied. (We should not and do not rely on the finite
sample Zr for either rigor or sharpness.)

The crucial point is that Ax(u) is an accurate and “online-inexpensive” — O(1) effectivity and
N-independent asymptotic complexity — surrogate for the true (very-expensive-to-calculate) error
ly() — yn () |ly. This surrogate permits us to (i) offline — here we exploit low average cost —
perform a much more exhaustive (np > 1) and hence meaningful search for the best samples Sy
and hence most rapidly uniformly convergent spaces Wy,> and (4i) online — here we exploit low
marginal cost — determine the smallest N, and hence the most efficient approximation, for which
we rigorously achieve the desired accuracy.

SWe may in fact view our offline sampling process as a (greedy, parameter space, “L°(D)”) variant of the POD
economization procedure [108] in which — thanks to Ax () — we need never construct the “rejected” snapshots.
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Chapter 4

Linear Parabolic Equations

4.1 Introduction

In Chapter 3 we discussed the reduced-basis method and associated a posteriori error estimation
for linear coercive elliptic problems with affine parameter dependence. In this chapter, we will
extend these results to parabolic problems with affine parameter dependence [41]. The essential new
ingredient is the presence of time in the formulation and solution of the problem — we shall “simply”
treat time as an additional, albeit special, parameter. In the first part of this chapter we focus
on symmetric problems: we introduce the reduced-basis method and associated a posteriori error
estimation, and we propose adjoint procedures that provide rigorous and sharp bound for the error
in specific outputs of interest. We then develop a new greedy adaptive procedure to “optimally”
construct the parameter-time sample set. Finally, we extend our results to non-symmetric problems,
such as the convection-diffusion equation. Based on the assumption of affine parameter dependence,
we develop offline-online computation procedures by construction rather similar to the elliptic case.
Problems with nonaffine parameter dependence are addressed in Chapter 5.

4.2 Abstract Formulation

We first recall the Hilbert spaces Y® = H{(Q) — or, more generally, H}(Q) C Y* C H}(Q2) — and
Xe = L?(Q), where H{(Q) = {v | v € L}(Q), Vv € (L2())%}, H}(Q) = {v | v € HY(Q),v|sq = 0},
and L%(Q) is the space of square integrable functions over Q [94]; here 2 is a bounded domain in
R® with Lipschitz continuous boundary 8Q. The inner product and norm associated with Y® (X¢)
are given by (-, )ye ((-,-)xe) and || - |lye = (-, - ;,/3 - llxe = G, )ﬁ(/f) , respectively; for example,
(w,v)ye = [ Vw-Vo+ [qwv, YVw,v € Y®, and (w,v)xe = fywv, Vw,ve X°.

4.2.1 Primal Problem

We may now introduce the “exact” (superscript e) — more precisely, semi-discrete — problem:
given a parameter u € D C RF, we evaluate the (here, single) output of interest

$%(p, tF) = £(y°(n,t%)), Vk €K, (4.1)
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where the field variable, y¢(u,t*) € Y®, Vk € K, satisfies the weak form of the u-parametrized
parabolic PDE [14]

m(y®(u, t7), v; 1) + Ot aly®(u, 1), v; 1) = my (571, v; 1) + At b(v; ) u(tF),
VoeYe VkekK, (42)

with initial condition (say) y°(u,t°) = yo(p) = 0. Here u and D are the input and input domain;
a(-, ;) and b(-; ) are Y®-continuous bilinear and linear forms, respectively; m(-,-; u) and £(-) are
Xe-continuous bilinear and linear forms, respectively; and u(t*) denotes the (here, single) control
input at time ¢t = ¢*.

We next introduce a reference finite element approximation space Y C Y® (C X¢®) of very large
dimension N; we further define X = X® Note that ¥ and X shall inherit the inner product
and norm from Y® and X¢, respectively. Our reference (or “truth”) finite element approximation
y(u,t*) € Y to the semi-discrete problem (4.2) is then given by

m(y(p, t7), v; ) + At aly(p, t7),v; 1) = m(y(p, 771, v; 1) + At blv; ) u(t®),
VveY, VkeckK, (4.3)

with initial condition y(u,t°) = 0; we then evaluate the output s(u,t*) € R from
s(p,tF) = 0(y(p, t*)), VkeK. (4.4)

We shall assume — hence the appellation “truth” — that the discretization is sufficiently rich such
that y(u, t*) and y®(u, t*) and hence s(u, t*) and s°(u, t*) are indistinguishable. The reduced-basis
approximation shall be built upon our reference finite element approximation, and the reduced-
basis error will thus be evaluated with respect to y(u,t*) € Y. Clearly, our methods must remain
computationally efficient and stable as N' — oc.

We shall make the following assumptions. First, we assume that the bilinear forms a(-,-; u)
and m(-,-;u) are symmetric, a(v,w;u) = alw,v;u), YVw,v € Y, Vu € D, and m(v,w;p) =
m(w,v;u), Vw,v € X, Vu € D. For the sake of well-posedness, we assume that a and m are
continuous,

a(w,v;p) < ya(@lwlyllvly < vllwlyllvly, YwveY, VupeD, (4.5)
m(w,v;p) < m@lwlxllvlx < wmlwlxlvlx, Yw,veY,VueD; (4.6)
and coercive,

a(v,v; 1)
0 < a < = inf D0YH oy e, 47
o = el =B TR T 0

. m(v,v; p)

0 < ¥ < ap(p)=inf —2=2"> VYueD. (4.8)

W= T

(We (plausibly) suppose that 72, 4%, a2, and o2, may be chosen independent of N.) We also

require that the linear forms b(-;u) : ¥ — R and £(-) : Y — R be bounded with respect to || - |y
and || - || x, respectively. It thus follows that a solution to (4.3) exists and is unique [94].

Second, we shall assume that a, m, and b depend affinely on the parameter g and can be
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expressed as

Qa

aw,v;p) = Y OLn) a’(w,v), Yw,weY,VueD, (4.9)
g=1
Qm

m(w,v;p) = Z@fn(u) mi(w,v), YwveY, VuecD, (4.10)
g=1
Qb

blv;u) = Z@g(,u) b(v), YveY, VueD, (4.11)
q=1

for some (preferably) small integers Qg m 5. Here, the functions @Z’m’b(,u) : D — R depend on pu,
but the continuous forms a?, m?, and b9 do not depend on p. This affine parameter dependence
is crucial for the computational efficiency of the proposed method; however, in Chapter 5 and
Chapter 6 we extend the method to the nonaffine and nonlinear case, respectively (for a discussion
of nonaffine and nonlinear elliptic problems, see [15, 121]). For simplicity of exposition, we assume
that the linear form £ does not depend on the parameter; however, (affine) parameter dependence
is readily admitted.

Third, and finally, we require that all linear and bilinear forms are independent of time — the
system is thus linear time-invariant (LTI). This is true for many physical problems governed by
parabolic PDEs, with the most notable exception of deforming domains. We point out that an
important application which often satisfies all of our assumptions is the classical heat equation [94];
we shall provide a detailed example in Section 4.2.4

We note that the method presented here easily extends to nonzero initial conditions with affine
parameter dependence and to multiple control inputs and outputs. We will comment on the exten-
sion to nonzero initial conditions in Section 4.5.2. The extension to nonsymmetric problems such
as the convection-diffusion equation is discussed in Section 4.8.

4.2.2 Dual Problem

To ensure rapid convergence of the reduced-basis output approximation we introduce a dual (or
adjoint) problem which shall evolve backward in time [20]. Invoking the LTI property we can
express the adjoint for the output at time t, 1 < L < K, as Y (u,tF) = U (u, t5-I+h 1<k <L,
where U(u,tF) € Y satisfies

m(v, U (u, t%); 1) + At a(v, U(u, t*);p) = m(v, U(u, ") p), Vo eY, VheK,  (4.12)

with final condition
m(v, ¥ (u, t5KHY); 1) = £(v), Vvey. (4.13)

Thus, to obtain ¥ (u,t*), 1 < k < L, VL € K, we solve once for U(u,t*), Vk € K, and then
appropriately shift the result — we do not need to solve K separate dual problems. A sketch of the
shifting property is presented in Figure 4-1. The primal problem, y(u,t*), shown on top evolves
forward in time from t° to t%, whereas the dual problems, 1 (u,t*), ¥ L € K, evolve backward in
time from t£ to t!. On the bottom of the sketch we show U (u,tF) evolving backward from tX to
t'. The blue and green brackets signify how T(p,t*) is related to the YL(p,t%), V L € K, through
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an appropriate shift in time.

We note that the issue of “rough” final conditions — output functionals — is implicitly ad-
dressed in our temporal discretization and truth approximation. However, we stress that the output
functional, £, has to be bounded in X, otherwise ¥(u,tX*!) in (4.13) is not bounded as A" — oo.

We also note that, given a specific input u(t*), ¥ k € K, our results directly carry over to the
linear time-varying (LTV) case; we can no longer, however, invoke the shift property of the dual
problem — which renders the calculation of our output bound more cumbersome.
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Figure 4-1: Shifting property of the dual problem.

4.2.3 Impulse Response

The reduced-basis subspace shall be developed as the span of solutions y(,u,t") of our “truth”
approximation (4.3) at selected points in parameter-time space. In many cases, however, the input
u(t*) will not be known in advance and thus we cannot solve for y(u, t*¥) — one such example is
the optimal control problem described in the Introduction. In such situations, fortunately, we may
appeal to the LTI hypothesis to justify an impulse approach, as we now describe.

We first note that the solution of any LTI system can be written as the convolution of the impulse
response with the control input (Duhamel’s Principle): for any control input u(th), Vk € K, we
can obtain y(u,t*), Vk € K, from

k
y(u,t) = g, tF Y u(t), Yk €K, (4.14)
j=1

where the impulse response, g(u,t*), is the solution of (4.3) for a unit impulse control input u(t*) =
01k, Vk € K. Equation (4.14) simply states that y(u,t*) is a linear combination of the impulse
response g(u,t/), 1 < j < k; it is thus sufficient that the reduced-basis subspace approximates
well the (parameter-dependent) impulse response. It still remains to select which basis functions
to retain, i.e., to determine the “best” sampling points in parameter-time space for the basis; we
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will address this issue in Section 4.5

4.2.4 Numerical Exercise 2: Design of a Heat Shield

We now turn to a particular numerical example related to transient heat conduction. We consider
the design of a heat shield, one segment of which is shown in Figure 4-2. The domain {2, a typical
point of which is (z1,2), is thus given by © = {[0,10] x [0,4]}\{(]1,3[ x]1,3[) U (]4,6[ % ]1,3[) U
(]7,9[ x ]1,3[)}. The left boundary, 9yt (21 = 0), is exposed to a hot temperature (here nor-
malized to unity) for ¢ €]0,ts]; the right boundary as well as the top and bottom boundaries
are insulated. The internal boundaries 8¢, — corresponding to the surfaces of the three square
cooling channels |1, 3[ x |1, 3[, ]4,6[ x ]1,3[, and |7,9[x]1, 3[ — are exposed to a (normalized) zero-
temperature air flow. The (non-dimensionalized) heat transfer coefficients for the non-insulated
boundaries 8Qoyt and 9y, are given by the Biot numbers Bigy; and Bijy, respectively. Our input
parameter is hence g = (p(l),u(g)) = (Biout, Biin) € D = [0.01,0.5] x [0.001,0.1] C RP=2. Our
output is the average temperature of the structure, which serves as a surrogate for the maximum
possible temperature of the (to-be-protected) right boundary for t € [0, 00[.

722222222272/222222222222
e - i

%
- 5.3) — ?
%

z7 (1,1) 4y O

0

Figure 4-2: NE 2: One segment of the heat shield.

The underlying partial differential equation is the heat (diffusion) equation. The (appropriately
non-dimensionalized) governing equation for the temperature y(pu, tk) € Y is thus (4.3), where
Y C Y¢ = HY(Q) is a linear finite element truth approximation subspace of dimension (exploiting
symmetry) A = 1396 shown in Figure 4-3. The bilinear and linear forms are given by m(w,v; pu) =
Jowv, a(w,v;p) = fo Vw Vo + uay [o,,, W0+ K@) Joq, wv, and bv;u) = pq) Jou,, v these
forms admit obvious affine representations (4.9)-(4.11) with Qm = 1, Q¢ = 3, and @y = 1. The
output can be written in the form (4.4), s(u,t*) = £(y(u,t*)), Yk € K, where £(v) = [Q|7! [qv
is clearly a very smooth functional. We shall consider the time interval I = [0, 20] and a timestep
At = 0.2; we thus have K = 100.

Figure 4-3: NE 2: Finite element truth approximation mesh.
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In Figures 4-4 and 4-5 we show the temperature variation over the heat shield at different points
in time and for different parameter combinations. We first note that for larger values of K1) the
temperature is, overall, much higher than for smaller values of t(1)- Also, for larger values of H(2)
more heat is removed through the first cooling channel; for smaller values of W (2), however, the heat
penetrates deeper into the structure and the temperature tends to be higher and more uniform over
the heat shield.

2 5 -0 = s _ 410
oy, = 0.5, By = 0.001,t=t gy = 0.5, B = 01,t=t

Figure 4-4: NE 2: Temperature in the heat shield at ¢ = #1© = 2 and ¢ = £10° = 20 over the domain
 for (a) p = (0.5,0.001) and (b) u = (0.5,0.1).

4.3 Reduced-Basis Approximation

4.3.1 Formulation

We first introduce the nested sample sets Sy, ={a"e€D,..., fix,, € D}, 1 < Ny < Npr.max, and
S ={iueD,.. B3 €D}, 1< Nygy < Nay max, Where ji = (p,t*) and D = D x I; note that
the samples must reside in the parameter-time space, D. Here, Ny and Ny, are the dimensions
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(a) (b)

Figure 4-5: NE 2: Temperature in the heat shield at ¢ = t1© = 2 and ¢ = t'%° = 20 over the domain
Q for (a) u = (0.01,0.001) and (b) p = (0.01,0.1).
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of the reduced basis space for the primal and dual variables, respectively; in general, SR,rpr + LS’Id\}C‘1
and in fact Np, # Ng,. We then define the associated nested Lagrangian [85] reduced-basis spaces

WR, = span{C} = (&), 1 <n < Npeh, 1< Npe < Normaxs (4.15)

and
WI(\i/ = Span{cdu = (ﬂgu), 1<n< Ndu}a 1< Ngy < Ndu,maxz (416)

where y(fiE") is the solution of (4.3) at time t = t*» for u = pb and ¥(fd") is the solution of (4.12)
at time t = t¥%" for p= pudw,

Our reduced-basis approximation yx (1, t*) to y(u,t*) is then obtained by a standard Galerkin
projection: given u € D, yn (i, 1) € WI{};, V k € K, satisfies

myn (i, t5), v; 1) + At alyn (i, 1), 03 1) = mlyn (571, v; ) + AL b(v; ) u(t®),
Yve W}\};, (4.17)

with initial condition yy(u,t%) = 0. Similarly, we obtain the dual reduced-basis approximation

U (s, %)
€ Wﬁrgu to U(u,t*) as the solution of

m(v, Uy (%) ) + At a(v, On(p, t5); 1) = m(v, Uy (1)), Yo e WRS,, VE €K, (418)

with final condition
m(v, U (5 0) = 6(v), Yve Wil (4.19)

Finally, we evaluate the output estimate, sy (u,t*), from

k
sv(p, 1) = Llyn (p, t9)) + > BP (Un (u t575F) 0, 8%) AL, VE €K, (4.20)
k'=1

where

RP(v; 11, 8) = b(v; 1) u(t*) — alyn (s, £*), v; 1)~
1 _
A7 m(yn(u,t ky — yn (P, vp), YeeY, VikekK, (4.21)
is the primal residual. Note that here N = (Npr, Nau)-

The critical observation is that the field variable y(u,t*), Yk € K, is not, in fact, some arbitrary
member of the very high dimensional finite element space Y'; rather, it resides, or “evolves,” on
a much lower dimensional manifold — in effect, a P + 1 dimensional manifold — induced by the
parametric and temporal dependence. Thus, by restricting our attention to this manifold, we can
adequately approximate the field variable by a space of dimension Ny, Ngy < N. In the next
section we will show that the field variable is indeed smooth in g which may be deduced from
the equation for the sensitivity derivatives — the stability and continuity properties of the partial
differential operator are crucial. Note, however, that the proposed method does not require great
regularity of the field variable in z; hence non-smooth domains (sharp corners) pose no impediment
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to rapid convergence. This observation is fundamental to our approach, and is the basis of our
approximation; we confirm the rapid convergence in Section 4.6.
4.3.2 A Priori Convergence Theory

We consider here the rate at which yn(u, t*¥) converges to y(u, t*). The results for the dual variable
are very similar and therefore omitted.

Proposition 5. Assume that the “truth” solution y(u,t®) and the corresponding reduced-basis

solution yn(u, t*) satisfy (4.3) and (4.17), respectively. The error, eP" (u, tF) = y(p, t*) — yn (i, tF),
is bounded by

orm (1) [1€P" () 1% + ctalp) At Y [le™ (u, t¥)I5

k=1
<o {m(u0) Ny ) = won )+ vas) A lly(, ) — wn ()3
R x
W k)= “\Q‘A\ W*/‘Z () At {ly(u,t*) —wn ()3 (4.22)
. v X k= le W
A SRR

Before presenting the proof, we note that in the case of a non-zero initial condition, y(u,t°) #
0, the additional term ~m{u) lly(s,t°) — yn(1,t°)|% — representing the error due to the initial
condition — will usually appear on the right hand side of (4.22). However, if y(u, %) € Wp;, the

initial condition error, y(u,t%) — yn(u,t%), is identically zero for all u € D even for y(u,t°) # 0,
and (4.22) remains unchanged.

Proof. From (4.3) and (4.17) it directly follows that the error, eP"(u,t*) = y(u,t*) — yn(p, t*),
satisfies

m(eP (u, 1), v; 1) + At a(e (1, 17), v; ) = m(e™ (u, tF71), v ), Vo€ WE, (4.23)

with initial condition eP*(y,t%) = y(u,t%) — yn(p,t°) = 0, since y(u,t°) = yn(u,t°) = 0 by
assumption. Let wy(t*) € W}\’,; be the projection of y(u,t*) with respect to the “m” scalar
product and choose v = wn (tF) — yn(p, t*) = €P" (1, t*) — (y(u, t*) — wy (¢F)) in (4.23). We then

obtain
m(eP (u, t*) — P (u, t"71), € (u, t5); 1) + At a€PT (12, t%), €7 (u, t¥); 1)
= m(e” (1, t*) — ™ (1, tF71), (1, tF) — wn () 1) + At a(eP (i, %), y(p, %) — wn (EF); ),

or again
M€ (s, t7), P (11, F); 1) — m(eP (pa, t51), €P" (1, tF1); )
+m(eP (1, tF) — ePT (s, t571), €P" (1, t7) — €P (i, tF ) 1) + 2 At a(ePT(u, tF), P (u, tF); 1)

= 2 my(p,t*) — wn(t*) — @, ") —wn (), y(u, t*) — wn (EF); )
+2 At a(eP (u, %), y(u, t*) — wn (t5); 1), (4.24)
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since m(z,y(i, t*) — wy(tF)) =0, Vz € Wx,- We next note that

2 m(y(p,t*) — wn (%) — (e, 571 — wn (1), (1) — wn (*); )
= my(,t*) —wn (), y(u, 1) — wn (%) p)
—m(y(e, 1) — wn (5 71), y(p, Y — wn (1) p)
+m(y(p, 1) — wy () — (y(u, ") —wn (1)),
y(p, 1) — wn () — (y(p, 1) — wn(tF1); )
m(y(p, t*) — wn (), y(u, tF) — wn (t5); 1)
—m(y(p, ) — wn (1), y(p, 571 — wn () )
(e (u, t7) — P (u, tF71), ePT (1, tF) — e (p, L) ), (4.25)

IA

where the last inequality follows since the projection gives the minimum distance, and

2 At a(e™ (1, 1), y(p, 1) — wn (£F); 1)
= At a(eP (u,t*), € (u,tF); )
+At aly(u, t*) - wn (%), y(u, 1) — wy (E5); ) — At a(v,v; )
< AL a(e (%), €% (1, tF); ) + At aly(p,tF) — wn (tF), y(u, tF) — wn (t5); 1), (4.26)

where we used the symmetry and coercivity of a. From (4.24), (4.25), and (4.26) it thus follows
that

mn(eP (4, %), €7 (11, t5); 1) — m(eP" (e, 571, €P" (s, £571); 1) + AL a(e™ (, £5), € (1, £); 1)
< mly(p, t*) — wn (%), y(u, t*) — wn (tF); 1)
—m(y(u, ") — wy (F1), y(p, 1571 — wn (1) )
+At a(y(u, t*) — wn(t*), y(u, t*) — wn (EF); ). (4.27)

The desired results directly follows by summing from 1 to & and invoking the coercivity and conti-
nuity of the bilinear forms a and m. d

Proposition 5 states that yn(u,t¥) is the best approximation among all members of W}i}; in

the sense of (4.22). However, only if the field variable y(u,t*) is indeed smooth in 4 can we expect
a rapid convergence of our reduced-basis approximation. We want to obtain an approximation of
sufficient accuracy for only modest Ny, — this is crucial for our method since a small value of Npr
is vital for the computational efficiency.

We will deduce the smoothness of y(u, t*) from the equation for the sensitivity derivatives. As
a preliminary result, however, we have to prove that y(u,t*) is bounded: choosing v = y(u, t*)
in (4.3) we have

m(y(u, %), y(u, 55 1) + At ay(u, t%), y(u, t5); 1)
= m(y(u "), (1, t5); 1) + AL by (p, t5); p) u(t®), VEeK, (4.28)

where y(u,t%) = 0 by assumption. We now invoke the Cauchy-Schwarz inequality for the cross
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term m(y(u, t*=1), y (1, t*); 1) to obtain

m(y(u, t7), y(u, t5); 1) + At aly(u, %), y(u, tF); 1)
< m3 (y(p, %),y £5); 1) m3 (y (1), y(u, 151 )
+ At (s )y () fly(es tD)lly, YEeK. (4.29)

We now recall the identity (force R, de R, pe Ry)

2 le| |d| < ;158 +p? &2, (4.30)

which we apply twice: first, choosing ¢ = mZ (y(u, t*), y(u, t*); 1), d = m3 (y(p, 1), y(u, t*-1); ),
and p = 1, we obtain

2 m3 (y(, %), y (s, %); 22) m3 (g 571, g, 1) 1)
< m(y(p, ), y(i, 71 1) + my (e, 1), (s, tF); 1) (4.31)

and second, choosing ¢ = ||b(-; u)|ly+ [u(t*)], d = ||ly(u, t*)|ly, and p = aa(u)% we have

2 (165 )y [u®)] ly(e, )y < [6C5 )3 [w(t*)1? + calp) Ily(us )15 (4.32)

Qg (ﬂ')
Combining (4.29), (4.31), and (4.32), and invoking (4.7), we obtain

m(y(p, t%), y(u, t); 1) — my(p, 71, y(u, 71 )

At
+ At aly(p, t7), y(u, t*); p) <

2, (R 12 .
o () Io(; iy lu@E®)” VEeK, (4.33)

We now perform the sum from &’ = 1 to k and recall that y(u,t%) = 0, leading to

At & 2 kv (2
Z [6C;s Wl [u@®)®, VkeK, (4.34)

k pr2
I 91 < 255 3

where the spatio-temporal energy norm, || - |||, is defined as

k 2
1o (ks )P = (m(v(u,tk),v(u,tk);u) + > a((p, t*),v(u, 1) p) At ) , VuveY. (4.35)
k=1

Thus, since ||b(-; ) ||y is bounded by assumption, y(u,t¥) is bounded in the energy norm as long
as the control input u(t*) remains bounded.

We now turn to the sensitivity derivatives. To begin, we take the derivative of (4.3) with respect
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to the parameter y twice. We first obtain

m(yu(p, t5), v; 1) + At alyu(p, t7),v; 1) = myu(p, 571,03 1) + At bu(v; ) u(tF)
— [y, t7) — y(u, 1) vs ) — At au(y(p,t%),v;0)], YveY (4.36)

with initial condition y,(p,t%) = 0, and taking the second derivative results in
(Y (1, 8%), 05 1) + A @y (1, 1), 03 1) = Y (0, 171), 05 10) + A B (v 1) w(t®)
= 20 (0, %) = g )05 1) + At @y ), vi )}

- {muu(y(u,t'“) —y(u, t5 ) v ) + aw(y(u,t’“),v;ﬂ)} , YveY (437)

with initial condition y,,,(1,t°) = 0. From the assumption of affine parameter dependence (4.9) it
follows that

9
a(w,v;p) = Za@ al(w,v), Yw,weY, VueD, (4.38)

Vw,veY, VueD. (4.39)

|
s
ey
—
&
<
~=

a’#ll(w7 3 /j’)
g=1

A similar result follows for the bilinear form m and the linear form b from (4.10) and (4.11),
respectively. We shall also make the assumption that the bilinear forms a%(-,+), ¢ =1,...,Q, and
mi(-,-), ¢=1,...,Qn are continuous, i.e.,

VN wly|vlly, Ywv€eY, VueD, g=1,...,Q. (4.40)
’Y%HWHXHUHX, YwveY,VueD, g=1,...,Qn.(4.41)

af(w,v) Ya(llwlly llvlly

<
Twllwlxlvlx <

<
mé(w,v) <

We first prove the boundedness of y,,(u,t*): choosing v = y, (i, t*) in (4.36) we obtain

(Y (1, t7), v (1, £7); 1) + At a(yu(p, ), yu(p, ) 1)
= myu (i, ), yu (i, 1) 1) + A by, t5); 1) u(t)

— { s %) = 0, 50), (0, 0) + A (s, ), yu ()i . (4:42)

We now invoke the Cauchy-Schwarz inequality for the cross-term m(y, (i, t* 1), y. (1, t%); p) which
results in

< 2 mM 2y, (p, 571,y 1) 1) MR (g, tF), yu(u,t’“);u)
< (g ), g (s 5705 1) + (g, t7), (1) 1) (4.43)

where the second step follows (4.30) with p = 1, ¢ = ml/z(yﬂ(u,tk“l),y”(u,tk‘l);p,), and d =

2 m (g (s 570, (0, t7); 1)
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ml/z(yu(u,tk),yu(u,tk);u), From (4.42) and (4.43) we then obtain
(Y17 9 (s 8); 1) = (1, t50), (657005 1) + 288 @y (1, £5), (i, 59 )
< |2 At by, t5); p) u(tk)l + ‘Qmp(y(u,t’“) - y(ﬂ,t’“‘l),yu(u,t’“);u)f
+ 12 At au(y(p, t*), yu(u, t’“);u)f - (444)

From the continuity (4.40) of a? and (4.38) it follows that

Qa q
o) 0] = (30 25Dy, 9,0, 14)
g=1
Qa q
< 2@#%#) G )y e Oys (2.45)

similarly, from the continuity (4.41) of m? and the affine decomposition (4.10) we obtain

k k-1 k 2 908 (1) k k-1 k
(Y t) = 9, 7, g, ) )| = ZT m?(y (s t*) — y(u, 1),y (i, %)
g=1
00k _,
< q:Zl T Yo (1)

Xy () — Y, N x [y, 2%) | x; (4.46)

We now apply (4.30) thrice: first, with p = €, ¢ = ||b,(; )|y |u(t¥)], and d = Ny (s )y
second, with p = ¢,, ¢ = ,ZqQ:”‘l 6—%‘3—”%@)( lly(u, t%)|ly, and d = Iy (i, t%)|ly; and third, with

p = enVAtL, c = ’Z?E 96;"#27%(#)’ ly(p,t*) = y(u, "), and d = [y (s, t*)]x. We thus
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obtain from (4.44)-(4.46) after summing from &' = 1 that

k
MY t5), Y (115 ) + 2 ALY @y t™), g, t¥); 1)
k'=1
At k , k
< S Yt E )P+ e A lyu(u )
b =1 k=1
2
ko[ @Qn
1 6(")?11([1) q &’ k=112
— o Y — gyt
+€?nAtk,z=:1 2 5, Vo) | e t*) =yt )1 %
k k[ Qa 2
e, A Ty ) + S Z ¥ | Iyl EIF
k'=1 € k=1 \¢=1
k 4
+eo At lyulp, t*)5 (4.47)
k'=1

From the Poincaré-Friedrich’s inequality, ||v]|x < Cprllv]ly, choosing €, €,, and €, such that
€ + Cprel + €2, = (), €qpm > 0, and invoking (4.5), we finally obtain

k

ety ) 1P = (80, 0, )5 10) + D i ), w1 83 1)
k'=1
k k Qa q 2
o S NCIY A S b g T I PRI
6b k=1 €a k'=1 \(g=1 H
2
A0S (3209000 0 ) 1L t) — e (08)

m k'=1 \q=1

It thus follows that the derivative of y(u,t*) with respect to the parameter y is bounded. A similar
result can be derived for the second derivative, y,, (1, t¥), by starting from (4.37) with v = y,, (4, tk)
and following the same steps as above — the field variable y(u,t*) is indeed smooth in p and we
can expect a rapid convergence of our reduced-basis approximation.

4.3.3 Offline-Online Computational Procedure

In this section we develop offline-online computational procedures in order to fully exploit the
dimension reduction of the problem [9, 48, 60, 91]. We first express yn(u,t*) and ¥ ~N (i, t*) as

Npr

un (1, t) =Dyl t*) B, (4.49)

n=1
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and
Ndu

Un(p,t) =" Unnlp, tF) ¢4, (4.50)
n=1

respectively. We then choose as test functions v = (5", 1 <n < N, for the primal problem (4.17)
and v = (%, 1 < n < Ny, for the dual problem (4.18). (We prefer Galerkin over Petrov-Galerkin
for purposes of stability.)

It then follows from (4.17) that QN(u,tk) = [ynv1(p,t%) ynolp, tF) ... YN Ny (1, 8F)]T € RNer
satisfies

(MY (1) + At AR (1)) yp (1 85) = MY (1) y (1, 57Y) + AL BR (1) u(t), VkeK, (451)

with initial condition ynn(s,t°) =0, 1 < n < N,,. Here, M (u) € RNorxNor and AR () €
R2oror are SPD matrices with entries MY, (1) = m(CP, (P ), 1 < 4,5 < N, and A%, (1) —
a(prlpr,cjpr; w, plr < i, S'Npr, respectively; and BY (1) € R™r is the control vector with entries
BNz(“) = b(C@ ;/'L)a 1< <L Npr-

Invoking the affine decomposition (4.9)-(4.11) we obtain

Qm
My () = m(¢F, G5 u) =D 08, () mi(Cr, ), (4.52)
g=1
Qa
AR () = a( ) =) 0w a?(¢f, ¢, (4.53)
g=1
Qb
BY(w) = b =) i) b9(¢P), (4.54)
g=1

which can be written as

Qm Qa Q
MY () =Y 0% (1) MF?,  AR(1) =" 0%(u) AR, BE(u) = > Of(u) BYY, (455
g=1 g=1 g=1

where the parameter independent quantities MY 7 € RNerXNor  APTC IRNWXNP’, and BY 7 € RMer
N » AN N
are given by

M]%ri?j = mq(czprvc_;')r)a 1 S i7j S Npr,max» 1 S q S Qm,
AN = U ), 1<4,5 < Nprmaxs 1 << Qu, (4.56)
BYT = v, 1<4< Normaxs 1< g < Qp,

respectively.

A similar computational procedure for the dual problem (4.18)-(4.19) and the residual correction
term in (4.20) can also be developed. The details of this derivation and the definitions of the
necessary quantities are summarized in Appendix A.

The offline-online decomposition is now clear. In the offline stage — performed only once — we
first solve for the ¢}", 1< n < Nprmax and (39 1 < n < Ngymax; we then compute and store the
p-independent quantities in (4.56) for the primal problem, (A.3) for the dual problem, and (A.6)
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for the output estimate. The computational cost is therefore O(K (Nprmax + Ndu,max)) solutions of
the underlying A-dimensional “truth” finite element approximation and O((NZ nax + N3 +

du,max

NprmaxNdu,max)(Qa + @m)) N-inner products; the storage requirements are also O((Ngr,max +
Ngu,max + Npr,madeu,max)(Qa + Qm))

In the online stage — performed many times, for each new parameter value p — we first assemble
the reduced-basis matrices (4.55), (A.2), and (A.5); this requires O((N2+ N3, + Npr Nau) (Qa+Qm))
operations. We then solve the primal and dual problem for y . (x, t*) and Wy (u, t*), respectively;
since the reduced-basis matrices are in general full, the operation count (based on LU factorization
and our LTT assumption) is O(Ng‘r + N3, + K(Ngr + NZ2))). Finally, given Y (s %Y and W 5 (1, t*)
we evaluate the output estimate sy(u,t*) from (A.4) at a cost of O(2kNpNgy); note that the
calculation of all outputs sy (u,tF), ¥k € K, requires O(K (K + 1)Npr Nay) operations.

Thus, as required in the many-query or real-time contexts, the online complexity is independent
of N/, the dimension of the underlying “truth” finite element approximation space. Since Npr, Ngy <
N we expect significant computational savings in the online stage relative to classical discretization
and solution approaches.

Finally, we note that classical model-order reduction techniques, such as modal decomposi-
tion [36] and POD [7], require the evaluation of a new set of eigenmodes or basis functions — and
thus a return to the (very fine) “truth” approximation — for each new parameter value encoun-
tered. In contrast, reduced-basis methods do not need to return to the “truth” approximation in
the online stage, and are therefore far more efficient in evaluating input-output relationships for
many different parameter values.

4.4 A Posterior: Error Estimation

From Section 4.3 we know that we can efficiently obtain the output estimate, sy (u,t*), for the
output of interest, s(u,t*): the online complexity depends only on N, and Ngy, the dimensions
of the reduced-basis spaces for the primal and dual variable, respectively. However, we do not yet
know if sy (u,tF) is indeed a good approximation to s(u,t*), ie., is |s(u, t*) — sn(p, t5)] < €.,
where €, is a maximum acceptable error? Or conversely, is our approximation “too good,” i.e.,
is |s(u,t*) — sn(u, tF)| < €, — that is, is Npr or Ngy too large, with associated detriment to the
online efficiency? It should also be evident that the approximation properties do not only depend
on the size of V,; and Ngy, but also on the choice of the sampling sets S}:,rpr and Sj‘{};u and associated
reduced-basis spaces Wf\’,; and Wﬁ,;‘u.

We thus need to develop rigorous a posteriori error estimators which will help us to (i) assess
the error introduced by our reduced-basis approximation (relative to the “truth” finite element
approximation); and (i) devise an “optimal” and efficient procedure for selecting the sample sets
S’R,rpr and S}%};u. Surprisingly, a posteriori error estimation for reduced-basis approximations has
received very little attention in the past. A family of rigorous error estimators for reduced-basis
approximations of a wide class of elliptic PDEs is introduced in [60, 91, 121, 122, 123]; we will now
extend these ideas to time-dependent (parabolic) partial differential equations. Our approach here
is a simplification and generalization of earlier efforts in this direction {102].

We remark that the development of the error bounds presented below is not limited to the
reduced-basis approximation described in this paper: with suitable hypotheses, we may consider
“any” stable ODE or PDE system and associated reduced-order model.
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4.4.1 Preliminaries

To begin, we assume that we are given positive lower bounds for the coercivity constants, aq(u)
and o, (1) &e(p) : D — Ry satisfies

ag(i) > ba(p) > 43 >0, YpeD, (4.57)
and &, (1) : D — R, satisfies
am(1) > Gm(i) > 6% >0, Ve D; (4.58)

various recipes for this construction can be found in [91, 124]. We next introduce the dual norm of
the primal residual

r RP(v; t’“)
e (mtFy=sup —22" 7 vkeK, 4.59
Np‘( ) vey vy (4.59)
and the dual norm of the dual residual
du k
s, T
eNg, (1, ) = sup Ao ) ), VkeK, (4.60)

vey  |lvlly

where
1
B3 0,8%) = —a(v, Un(, t); 1) —omlo, O () =T n (1541 ); ), Wo €Y, Vk € K, (4.61)

is the dual residual. We also specify the inner products

(v,w)y = a(v, W; tre(s)), V0, w €Y, (4.62)
and

(U7w)X = m(v, w;uref(s))y Vuv,weY, (463)
for some constant reference value(s) Href(s), and recall that || - |y = (-, );/ 2 I-x = (, )%2

We now present and prove the bounding properties for the errors in the primal variable, the
dual variable, and the output estimate. Throughout this section we assume that the “truth”
solutions y(u, t*) and ¥(u, t*) satisfy (4.3) and (4.12), respectively, and the corresponding reduced-
basis approximations yn (i, t*) and ¥y (u, t*) satisfy (4.17) and (4.18), respectively. We emphasize
that our error bounds are very classical, based entirely on standard stability results invoked in a
priori analyses [94]; the critical new ingredient — tailored to the reduced-basis context — is the
offline-online computational procedure of Section 4.4.4

4.4.2 FError Bound Formulation
Primal Variable

We obtain the following result for the error in the primal variable.
Proposition 6. Let eP"(u,tF) = y(u, t*) — yn (1, t¥) be the error in the primal variable and define
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the “spatio-temporal” energy norm

k 3
|| v(u, ) ]]]P" = (m(v(ﬂ,t’“),v(u,tk);u) + 3 a(u(p, ), (p, t); 1) At ) , YveY. (4.64)
k'=1

The error in the primal variable is then bounded by

€™ (u )P < AR (1,t7), VpeD, V€K, (4.65)

where the error bound A‘;\,rpr (p, t%) is defined as

At b 2\’
AR () = ( > e . t) ) , (4.66)
and elﬁpr(u,tk) is the dual norm of the primal residual defined in (4.59).

Proof. We immediately derive from (4.3) and (4.21) that eP*(u,t*) = y(u, t*) — yn(u, t*) satisfies

m(e™ (1, 1), v; 1) + At a € (1, %), w5 ) = m(eP (u, t*71), 03 1) + At R (v; pu, tF),
VveY, VkeK, (4.67)

where eP"(u1, %) = 0 since y(i1,t°) = yn(p1,t°) = 0 by assumption. We now choose v = e (u, t¥), in-

voke the Cauchy-Schwarz inequality for the cross term m(eP"(u, t*=1), eP"(u, t*); 1), and apply (4.59)
to obtain

m (P (u, t7), €P" (1, t7); ) + At a(eP(u, %), P (1, t7); )

: 1 r - r -
< m2 (€™ (1, %), €7 (1, £F); 1) 2 (" (s, 571, €P" (s, t571)5 1)
+ At el (1,t7) [|e” (u tF)]ly, VEeK. (4.68)

We now recall the identity (for ce R, d€ R, p € Ry)
2 1| |d| < %CQ LR 2 (4.69)
which we apply twice: first, choosing
¢ = m3(e™ (1, %), € (u, 1%); ),

d=m3 (e (p, t771), €P" (u, t571); ),

and p = 1, we obtain

2 2 (P (1, %), P (1, £%); 1) M3 (X (u, tF1Y, €7 (. 51 1)
< m(eP (s 571, €P (10715 1) + (e (), €7 (1, )5 )5 (4.70)
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and second, choosing ¢ = e} (u,t’“) d= e’ (i, t*)|]y, and p = aa(,u)z we have

T T T 2 -~ T
2 &R, (187 [l () |y < = ( ) e (%) + a(p) )€ (1, 1412 (4.71)
a
Combining (4.68), (4.70), and (4.71), and invoking (4.7) and (4.57), we obtain

m(eP (1, t7), €P" (12, t%); 1) — m(eP (u, t*7 1), €P (57 1); )

+ At P (u, t7), e (1, tF); 1) < o~ X (), VheEK, (472)

a( )
We now perform the sum from &’ = 1 to k and recall that eP"(u, %) = 0, leading to
k
m(eP (11, tF), €% (11, 85); 1) + D At a(e™ (1), €7 (1, t*); 1)
k'=1
At k r k'\2
_ S (wt*), VkeK, (473)
e
which is the result stated in Proposition 6. a

Dual Variable

Before proceeding with the error bounds for the dual variable we have to pay special attention to
the final condition of the dual problem. The primal error at time zero, eP*(u,t%), vanishes (for our
zero initial conditions) and therefore does not contribute to the error bound. For the dual problem,
however, the error at the final time t5+1, edu(y tK+1) = U(pu, t5+1) — Uy (u, t5F1) is — in general
— nonzero since ¥(u,t%*1) is not necessarily a member of Wf\l,‘;u. Instead, we obtain from (4.13)
that edU(y, t5+1) satisfies

m(v, e (i, t5¥1); 1) = R (v;p), Vv €Y, (4.74)

where
R (v; p) = £(v) — m(v, Uy (u, t5 i), Vvey, (4.75)

is the residual associated to the final condition. It can be shown that ed(yu,t5+1) satisfies the
following bound [91, 123].

Lemma 7. The error et (u, t5+1) = W(y, t5+1) — Un(u, t5+1) is bounded by

Wy
€ N (1)
du K41 — “Nay
e t <AY =-—do__ 4.76
4,5 x < AR, () = 2 (476)
where o
T, . R¥f(v; u
€ =sup ———— 4.77)
O T (
is the dual norm of the residual associated to the final condition. O
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It directly follows from Lemma 7 and (4.74) that

m(e® (u, 7)€ (15 )i p) = R‘Pf(ed“( A ) < e () [le® (u, 5 x

< () AN, () (478)

Note that for the special case in which the bilinear form m is parameter-independent, we can
guarantee that ¥(u,t%+1) is a member of W,‘\i,‘;u and thus e (u, t5+1) is identically zero.

We are now ready to prove the bounding property for the dual problem.

Proposition 7. Let ed%(p,t*) = U(p, t*) — Uy (1, %) be the error in the dual variable and define

K 2
||, )| = (m(v(u,tk),v(u,t’“);u) + 37 alw(, ), v(u, t*); 1) At ) : (4.79)

k'=k
The error in the dual variable is then bounded by

e ()| < AR, (1,1F), VpeD, VEkEeK, (4.80)

where the error bound ASH (u,tk) is defined as

K

AR, (1, k)E( £t S el () + () AV ( )2) ; (4.81)

Ga(p) K=k

and ¢ (u,tk) is the dual norm of the dual residual defined in (4.60).

Proof. We immediately derive from (4.12) and (4.61) that e9%(u, t*) = Uy, t*) — Uy (u, t*) satisfies

m(v, € (1, t%); p)+AL av, e (u, t*); 1) = m(v, e (u, t*1); p)+At R (v; u, tF), Yo €Y, Vk €K,

(4.82)
with final condition m(v, e (u, t5+1); u) = RY# (v; ), Vv € Y. Choosing v = e¥%(y, t¥), invoking
the Cauchy-Schwarz inequality, and applying (4.60) we obtain

m (e (u, %), €8 (1, t%); 1) + At a(e® (1, 1), e (1, %); 1)
L. du 1. du
< m2 (e (p, 1Y), e (571 ) m2 (e, £F), € (s, )5 1)
+ At R (1, F) e, tF)|ly, Y E e K. (4.83)

We now apply (4.69) twice: first, with

d = m2(e®(u, tF), e™(u,t"); ),

(S

and p = 1; and second, with ¢ = %% (,u,tk), d = |le(u,t*)||ly, and p = é4(p)2. Invoking (4.7)

76



and (4.57), we arrive at

m(e® (i, 1), e (1, t); 1) — m(e (p, t5+1), 23 (p, P41, u)
2

+ At a(ed(pu, tF), e, tF); p) < —— = eV (1 th), VkeK, (4.84)
( )

We now perform the sum from &’ = & to K and invoke (4.78) to obtain

K
m(e™ (1), e, ) ) + D At ae™ (%), e (u, tF); 1)
k'=k
LR Ty o2
M) Z e (1, %) 1 G (1) A (1), YkeK, (4.85)
which is the result stated in Proposition 7. |

Output Bound

Finally, the error bound for the output estimate is given in the following proposition.

Proposition 8. Let the output of interest, s(u,t*), and the reduced-basis output estimate, sn(p, tF),
be given by

s, t*) = L(y(u,*)), VpeD, VkeK, (4.86)
and
k
s (i, t%) = Ly (u, t5)) + Y R (N (p, t5 ) VAL, VueD, VieK,  (4.87)
k'=1

respectively. The error in the output of interest is then bounded by
|5(1, %) — s (u, tF)] < A% (,1%), YueD, VkeKk, (4.88)
where the output bound AS (u,tk) is defined as

Aj(p,tF) = AX (1, 8F) AR, (u, tH7FH), (4.89)

and Aﬁ’\?pr(u,tk) and A?\}:iu (1, %) are defined in Propositions 6 and 7, respectively.

Proof. To begin, we recall the definition of the dual problem for the output at time t“, L € K,
given by

m(v, Yr(p, t7); 1) + At a(v, 1, t5); p) = m(v, ¥ (u, t571); 1),
VoeY, (K>)L>k>1, (490)

with final condition m(v,¥r(u,t* 1);u) = €(v), Yv € Y. We now choose v = &P (p,tF) =
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y(p, t*) — yn (1, t*) in (4.90) and sum from k = 1 to L, to obtain

L

L
Z (€ (1), 01 (s 1) — W (54 1) + 7 At a(eP (, t7), p (u, ) ) = 0. (4.91)
=1 k=1

This equation can be rewritten in the form

L

D me (1) — €, t5 1), r (£ ); 1) — maeP" (1, t2), o (1, 51 1)
k=1

L
+ 37 At aeP (1, t7), it ) ) = 0, (4.92)
k=1

where we used the fact that eP*(y,t°) = 0. We now note from the final condition of the dual
problem that m(eP* (i, L), ¥ (i, tE1); 1) = £(eP (, 7)) to obtain

L
O™ (s, t7)) = 3 m(eP (1) — e (u tF 1), or (¥ s 1) + z At a(eP (1), (1, 1); ).

k=1 k=1
(4.93)
We next choose v = 91,(1,t¥) in the error equation for the primal variable, (4.67 ), and sum from
k=1to L, to find

L L
Z e (1, 1) — €7 (1, 1K 1), (1, £ )y ) + D At aleP (, tF), r (,tF); )

k=1
L
= D R t¥);pt¥) At (4.94)
k'=1
From (4.93) and (4.94) we thus obtain
L
U (mth) = D0 R (e t¥)ipt*) At (4.95)
k=1
L
= Z RO (W, tX-L4EY, 1 ) At (4.96)
k'=1
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From the definition of s(u,#*) and sy(u,t*), and (4.96) we now obtain

s(u ) — sy (u, t*) = 2P (u,t7)) — Z RP™ (T (1, tX ), tF) At (4.97)
k'=1

k
= N RP (W, tHTFE) Oy (R M) A (498)
k=1

k
= 3 R (e (u, KRR 1K) A (4.99)
k=1

Invoking (4.59) and the Cauchy-Schwarz inequality we arrive at

|s(p, %) — sw(u, t*)| < ZENpr(u,t’“ ) (€30 (u, KR ) 1y At (4.100)
=

y ;
(Ze () At) (Z e, tE ) At) (4101

k'=1 k/=1

IA

Let us first bound the second term on the right hand side. From (4.7) and the fact that &q(p) <
agq(p), ¥ pu € D, we obtain

1

du K—k+k'\)2
e (p,t iy <
| Iy alp)

a(e®™ (, tF TR e (KR ), Yue D (4.102)

jo2

Performing the sum from k' =1 to k leads to

k k
7 1 ' '
> lle® (u, tXTFY I At < B (M)E a(ed® (u, tKTRER) Jedu(p tBF Y ) AL (4.108)
k=1 @ k'=1

K
- S ale®(u, tF), e (p,t*); ) At (4.104)
Ga(p) kK'=K—k+1
1 K
< —( o ale® (), e (u, 1)) At (4.105)
&alw) k=K—k+1
+ m(edu(p" tK—ko}—l)’edu(#,tK—k-f—l);’u)) (4106)
= = (Illed“(uytK”’”l)lHd‘*)z, (4.107)
o (1)

where the second inequality follows from the coercivity of m(-,; 1) and the last equality from the
definition (4.79) of the ||| - |||®"-norm. Finally, inserting (4.107) into (4.101) and invoking (4.80)
and (4.66), we obtain

|s(u,t%) — sn (%)) < AR (1, t%) ARE, (s 87751, (4.108)
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which is the result stated in Proposition 8. a

4.4.3 An Alternative (Simpler) Output Bound

We note from (4.89) that, using the dual formulation, we obtain a square effect in the output
bound since A% (u,t*) is the product of the primal and dual error bounds. We will observe this
effect also in the numerical results in Section 4.6.2. This desirable effect, however, comes with the
additional complexity and computational effort of the dual formulation!. To avoid this additional
effort, we can also define a “simple” output approximation, §N(u,tk), and corresponding output
bound, A?V(u,tk), which does not require the dual formulation and — in certain cases — still
results in a satisfactory convergence rate of the output approximation and sharpness of the output
bound. We state the result in

Proposition 9. Let the output of interest, s(u,t*), and the (simple) output estimate, §n(u,t%), be
given by
s, t*) = L(y(u,t")), VpeD, VikeK, (4.109)

and
8n(p,t") = eun(uth), YpeD, VkeK, (4.110)

respectively. The error in the output of interest is then bounded by
|s(i, %) — 8n (11, %) < Ajy(u,t*), VpeD, VkeK, (4.111)

where the (simple) output bound Afv(ﬂ,t’“) is defined as

Ay (p,t*) =

E(U) pr k
— sup Ay (p,t"), VYwueD, VEkekK, (4.112)
Bl SR ol Aer(1:8)

and Gm (1) is the lower bound for the coercivity constant o, (1) defined in (4.58).
Proof. From (4.109) and (4.110) we obtain
ls(i, 1) = 8n ()] = [B(y (s, %)) — Llyw,me (w1, 9)))]

o 1 ()] < sup 2 P, ) 1, (4.113)
veY ”’U”X

from which the result immediately follows since G (1) |€P (1, t°)|| x < m(eP*(u, t5), eP (u, t5); u)1/? <
AR;W (1, t%), Y € D, Yk € K. We note that we can only bound the X-norm of the error eP"(, t*)
by the error bound A%pr(u,tk) at any given time t*. We thus obtain the requirement that |[£||x
has to be bounded, otherwise the upper bound in (4.113) does not exist. d

We note that — given _g{N(u,tk) — the computational cost to evaluate 8y (u,t*), Yk € K, is
only O(K Ny,;) whereas the computational cost to evaluate sy (4, t*), Vk € K, using the primal-dual
formulation is O(K(K + 1)NprNgy,). If K is of the order of Ny, or Ng, or if several outputs of
interest have to be evaluated — which is often the case in practice — employing the simple bound

In actual practice, of course, the primal and dual problem should be solved in parallel; they only “interact”
through the residual correction term for the output estimate.
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is computationally more efficient; we return to this discussion, and a comparison of both output
estimates and bounding properties, in Sections 4.7.2 and 4.8.5.

4.4.4 Offline-Online Computational Procedure

We now turn to the development of offline-online computational procedures for the calculation of
A?\err (p, t%), A%};u(u,tk), and A% (u,t*). The necessary computations for the offline and online
stages — by construction rather similar to the elliptic case [91] — are detailed in Appendix A.
Here, we only summarize the computational costs involved.

The computational cost in the offline stage is (to leading order) O({Npr,max+ Nau,max)(Qa+@m))
solutions of the underlying “truth” finite element approximation and O((Ngr’max + Ngu’max)(Qg +
QaQm + Q%)) N-inner products; the storage requirement is O((NZ, max + Ngu’max)(Qg + QuQm +
@2,)). In the online stage — given a new parameter value y and associated reduced-basis solutions
QN(u,tk) and Wy (u,t*), Vk € K — the computational cost to evaluate A% (i, %), Vk € K, is
O(K(NZ + N3)(Q2 + QaQm + Q2,)). Thus, all online calculations needed are independent of N.

4.5 Adaptive Sampling Procedure

Our error estimation procedures not only allow us to determine the accuracy of the output estimate
but also to pursue a more rational construction of the sampling set SR,rpr {and Sj‘v';u) and associated
reduced-basis space WJI\)/; (and W]‘il,gu). The crucial point is that the error bound Alﬁpr(u, tk)
(respectively, A?\};u(u,tk)) is an accurate surrogate for the true error |||ly(u,t*) — yn(p,t*)|||PF
(respectively, ||| ¥ (u, t*) — T n(u, t*)|||%") that can be very efficiently calculated in the limit of many
queries. We may thus perform an exhaustive search over the parameter-time space to find the best
sample sets S}f,rpr (and Sj{};u): in essence, a snapshot procedure in which only the snapshots retained
must actually be evaluated. ;

The sampling procedure for the primal and dual problem is very similar; we thus focus on
the primal problem and comment only briefly on the dual problem. Also recall that the control
input sequence u(t*) is assumed to be known — either a prescribed function or the impulse (see
Section 4.2.3).

4.5.1 Greedy Algorithm
To begin, we assume that we are given a sample set Sk . and associated reduced-basis space W}\),;.
We then choose the next sampling point based on the following two steps: first, we search in
parameter space and select the parameter value p* for which Af,’\fpr (1, t%) is maximized,?
" = arg max AR (u, t%); (4.114)
UEEFR P

we then select the timestep ¢¥* for which the temporal rate of change of Agfpr(,u, tk) is largest,

¢ = argmax(AF (47, 15) — A% (", 57Y)). (4.115)
tkel P P

ZNote that AR{N {(11,t*) is a nondecreasing sequence in & and the maximum therefore always occurs at k = K.
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Here, Zp € (D)™ is a random parameter test sample of size np; since the marginal cost to evaluate
AR;DT (u,t%) is small, the random sample can be very large, i.e., ng > 1. We then append g* =
(u*,t*") to S]Ii,rpr to form SR,rpr +1,» and hence WIF\’,; 41, and update the reduced-basis approximation
and error estimation procedure accordingly. We repeat this process until the maximum error bound
at the final time t¥ over 2 is less than a desired (most stringent anticipated) error tolerance €l min:
this determines Npr max.

We note that our sample selection process is not truly optimal: given the prescribed error
tolerance €gol,min, there are undoubtedly parameter samples with fewer than Nprmax points that
suffice. Unfortunately, the latter can only be identified by prohibitively (combinatorially) expensive
calculation, and thus we must resort to heuristic approaches. Our particular heuristic, described
above, is of the "greedy” [21] variety: we focus on just the next sample point and just the currently
largest error with no regard to more global objectives. In actual practice, as we shall see in
Section 4.6.1, this carpe diem philosophy indeed leads to good samples; but we are not able to
characterize the degree of sub-optimality relative to truly optimal samples.

We elaborate on three refinements. First, we invoke a normalized error bound for the sampling
procedure to avoid dependence on the magnitude of the forcing term (the control input): in partic-
ular, we normalize with respect to ||lyn (1, t¥)||[P*, which can be calculated online in only O(K NZ)
operations. Second, we are careful to orthonormalize the basis functions (& with respect to the
(-, )y inner product by (say) Gram-Schmidt: this guarantees, for example, that the condition num-

ber of the reduced-basis matrix Ax(u) is bounded from above by %’% for all N. Third, as regards

initialization, we simply set g1 = pmin and choose (J* = y(u1,t%) # 0 for some small k, i.e., we
select (" = y(u1,t!) for u(t!) # 0. This choice has a simple justification: the adaptive sampling
procedure is likely to select samples corresponding to transient behaviour which, in most cases —
and certainly for the impulse input — occurs during the first few timesteps (also see the numerical
results in Figure 4-6).

The Dual Problem

tK—!—l, edu( ’tK-H),

From our previous discussion in Section 4.4.2 we know that the dual error at time I
may not necessarily be zero if the bilinear form m depends on u. We thus need to guarantee that
the final condition, W (u, t%*1), is sufficiently represented in W;é,‘;u for all p € D. We can guarantee

this by either (i) considering only the “elliptic” problem 4.13 and generating a basis for ¥ (u, t%5+1)

first before proceeding with the greedy algorithm described above, i.e., until Aflg . (u) < eﬁgl’min,

ell

tol min 18 @& desired error tolerance; or (4i) simply combining these two procedures, i.e., for

where ¢

each new u* selected, we first check if A%{i u(u) < e‘ggl min 1S satisfled — if it is satisfied, we proceed

with 4.115, if it is not satisfied, we append (u*, t5+1) to Sf{,‘éu and continue with the search for the
next sample.

4.5.2 Extensions

The extension of the adaptive procedure to the case of multiple control inputs is straightforward.
If the control inputs are given, the sampling algorithm can directly be applied; however, if the
control inputs are unknown, e.g., in the optimal control context, we can simply adjust the impulse
approach. We begin with an impulse in the first control input — all other control inputs are set
to zero — and generate the basis using the standard algorithm. When the adaptive procedure
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terminates, we set the first control input to zero and the second control input to the impulse and
restart the adaptive sampling — initialized to the already existing sample set SR,rpr and associated
reduced-basis space W}\),Lr. In effect, the multiple control input scenario simply adds an “outer
loop” to the standard algorithm.

We may also consider nonzero initial conditions. In the case of a parameter-independent nonzero
initial condition, we simply set (' = yo and apply the standard algorithm. For (affinely) parameter-
dependent initial conditions yo(u) we may write

Q
yolu)=> 02w ¥d, YueD, (4.116)

g=1

where the yd € Y, 1 < ¢ < Q, are given members of Y'; only the functions ©5(u) : D — R, 1 <¢ <
Qy depend on p. In this case we initialize W}G’;r to span; <,<g, {43}, and then apply the standard
sampling algorithm of Section 4.5.1 (with initial condition yo(u)). In both these cases we retain
the condition eP™(u,t%) = 0.

Note that the case of multiple control inputs with nonzero initial conditions is a straightforward
combination of the previous two cases. We first generate a reduced-basis for the nonzero initial
condition (with zero control input); given this basis, we then further adapt to the control inputs
using the impulse approach (for zero initial condition).

4.5.3 Backup Procedure

At this point we need to clarify that our proposed adaptive sampling procedure is not foolproof,
i.e., the method can fail by possibly selecting a new sample point fi* = (u*,t*") which already is a
member of SR;pr. In this case we cannot, of course, append ii* to S]I:,rpr since this would directly result
in a singular reduced-basis system. We note that this problem does not appear for elliptic problems
because the true error and the error bound are (theoretically) zero for all p € Sy. For parabolic
problems, however, this is no longer the case due to the time-dependence. The reason for this is
twofold: first, even the actual error |||eP" (i, t%)|||P" is nonzero for ji = (u,t*) € Sﬁ,rpr; and second,
in our adaptive sampling procedure we base our decision on the error bound, AR};T (, %), which
serves as a surrogate for the actual error — even if the temporal rate of change of |||eP™(u, t°)|||P*
is small, the temporal rate of change of AII)\;;,, (1, t*) itself can be much larger and result in a “false”
timestep decision t*” in (4.115).

If our standard procedure fails, we thus revert to a backup routine to select the timestep t* .

We first introduce a small random sample set El. in time. Then, for each tl,y in El.« We append

o = (w5t to Sy, to form S37, and hence Wg 7, update the reduced-basis approximation
and error estimation procedure accordingly, and calculate the error bound Af’\ﬁp{ (p*,t¥) at the final

time t&. We then choose the timestep tZest that results in the largest reduction of the error bound,
i.e., we set ]
t*" = arg min Aﬁ’\fp]r(u,tK). (4.117)

1€ st

The idea behind this approach is simple: were we to append il to S]Iz,rpr, the new error bound at

the final time would be AR (14, #K) — we simply select that timestep ¢/, in L, that reduces the
Npr H test test
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error bound at ¥ by the largest amount.

4.6 Results for Numerical Exercise 2

We now present numerical results for the example introduced in Section 4.2.4. We first define
the inner product (w,v)y = [o Vw Vo +0.01 [ wv +0.001 faQ wwv, corresponding to (4.62)
for prer = (0.01,0.001); from the bilinear form a 1n Section 4.2.4 it follows that we may choose
Go(p) = 1 in (4.57). Note that the bilinear form m happens to be parameter-independent in this
example, and thus e®(u, t5+1) = 0 here. We thus have no (computational) need for (-,-)x. We
recall that the time interval is I = [0, 20], the timestep At = 0.2, and K = 100.

4.6.1 Adaptive Sampling Procedure

Before discussing the convergence properties we present numerical results for our adaptive sampling
procedure. For purposes of illustration, we construct a reduced-basis space for the (one-)parameter
set Dy = [0.01] x [0.001,0.1], i.e., we assume p(;y = 0.01 is fixed. We initialize the procedure with
SY = ((2),min = 0.001,¢!) and set the desired error tolerance (for the primal energy norm) to
€tolmin = 1 E-3. We plot and tabulate the resulting sample set SR,rpr in u(z)-tk space in Figure 4-6
— we need [V, = 15 basis functions to obtain the desired accuracy. We note that for this problem
the adaptive sampling procedure selects all the samples on the t2) = 0.001 axis before selecting
any other samples. Also, samples taken from only near the extreme parameter values (minimum
and maximum) in Dy are sufficient to guarantee the desired tolerance everywhere in Dy; in general,
this is not the case.

4.6.2 Convergence Results

We now present convergence results for the full two-parameter numerical example. The primal
and dual samples in D = D x I are constructed according to the adaptive sampling procedure in
Section 4.5; we obtain Nprmax = 22 and Ngymax = 21 for €tolmin = 1E-3. We first define the
effectivity associated to the primal and dual error bounds as

N (ﬂ’v )
7P (u,th) = 2 (4.118)
[I]ePr(u, tF) 1P
and ( by
Ndu M’t
(1) = (4.119)
) = e, T
respectively. Similarly, the effectivity for the output bound is defined as
A% (i, t*
(") = NGLY (4.120)

|s(p, t%) — s (, EF)|

The effectivity serves as a measure of rigour and sharpness of the error bounds: we have P (p, t*) >
1, Vu € D, since AP*(,tF) is a true upper bound to the error in the ||| - |||[P"-norm; and ideally we
would like nP* (i, %) ~ 1, V i € D, so as to obtain a sharp bound for the error. (Similar arguments
apply to the dual and to the output.)
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14 | 0.090 5
15 || 0.091 | 47

Figure 4-6: NE 2: Sample set Sﬁpr

for D = [0.01] x [0.001,0.1] and Ny = 15.
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and 7P*: e is the

In Table 4.1(a) we present, as a function of Ny, (= Ngu),€o, APY A

*“max,rel’ — max,rel’

maximum over Sresy of |||y(pe, t*) — ynv (i, EO/ Hw (y, tEON, A} axral 18 the maximum over Sres

of AR (1, t%)/|1ly(py, t¥)||1, 77" is the average over Erest xTof AR (1, %) /[[y(us, %) — ynv (12, ).
Here Ztest € (D)* is a random input sample of size 400; y, = arg max,ezr., |/|y(p, t5)]]. We
also present in 4.1(b), as a function of N, (= Ngu) A?nax,rel’ and 7°: €, is the
is the maximum over Srest of

7€fnax,rel7
maximum over Ztes; of [s(u, t5) — sy (u, t5)|/|s(us, t7)], mmax.rel
A% (1,8%) /1s(s, %), and 7° is the average over Erest of A%, (1, Ly (1)) /|8 (s, ty (1)) — 5 (11, tn (12))].
Here ps = argmaxuczq,, |s(p,tX)| (note the output grows with time), and t,(u) = arg maxu g
|s(1, ) — sy (u, t*)|. We observe very rapid convergence of the reduced-basis approximation. Fur-
thermore, as we may expect, A% (i, t*) converges roughly as the square of AR};Y(/L, tF); we see that
for only N, = Ng, = 8 the error in the output is less than one percent. Also, the effectivities are
very good: O(1) for the primal error bound, and O(10) for the output bound; note the latter are
worse than the former as our bound cannot take into account any correlation between the primal
and dual error. (We do not at present have good a priori upper bounds for the effectivities; see [91]
for treatment of the elliptic case.)

In Table 4.2 we present, as a function of Ny (= Ngy), the online computational times to calculate
sn (i, t*¥) and A% (u,t*), V& € K. The values are normalized with respect to the computational
time for the direct calculation of the truth approximation output s(u,t*) = £(u(,t*)), Vk € K.
We note that even for the largest value of Ny (= Ngy) the calculation of sy (u, t*) and A%, (u, t¥) is
approximately 100 times faster than the direct calculation of s(u,t*). The actual average run-time
to compute sy (i, t*) and A% (i, %) in MATLAB 6.5 on a 750 MHz Pentium III varies from 0.041
sec. (for Npr = Ngy = 4) to 0.061 sec. (for Npr = Ng, = 20). (The growth with Ny, is less than
expected due to memory-access issues.) We emphasize that the reduced-basis entry does

not include the extensive offline computations — and is thus only meaningful in the real-time
or many-query contexts.

We can now define lower and upper ocutput bounds

sy (%) = s (i, t5) — AR (1, t%) < s(p, t7) < sy, tF) + Ay, t%) = s{(wtF). (4121)

We know that s};(u,tF) (respectively, syn, tF)) are certifiably upper (respectively, lower) bounds
for the true output s(u, t¥ ) — see Proposition 8; that these bounds are accurate — see Table 4.1; and
that these bounds may be evaluated very fast online — see Table 4.2. The bounds may thus serve
to ensure a feasible design®, a “good” design, and a fast design process or real-time decision [79].

4.7 AP I: Nondestructive Evaluation of Delamination

With the theory developed thus far we are ready to consider the reduced-basis approximation for
the delamination problem introduced in Section 1.1.1. The sketch of the FRP reinforced concrete
slab is shown in Figure 1-1. We first exploit symmetry and consider only the half-width of the
slab (z1 > 0) for our truth approximation. We also note that the geometry of the slab depends on
the delamination width wge; we treat the geometric variation in an indirect way by performing an
affine geometric mapping (see [120] for a detailed discussion of affine mappings) from the parameter

3For example, to honor an optimal-control constraint of the form s(u,t*) € Tmax We may conservatively impose
5% (1, %) < Tinax-
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N, pr 6§:ax rel gfax,rel ﬁpr N pr GISnax,rel frxa.x rel ﬁs
4 | 3.19E-01 | 1.37E+00 | 5.44 4 1.40E-02 | 2.15E+00 | 97.5
8 4.71E~-02 | 5.93E-02 | 1.84 8 1.19E-03 | 1.07E-02 | 49.9
12 || 1.12E-02 | 1.15E-02 | 1.04 12 || 1.59E-04 | 742E-04 | 5.95
16 || 1.23E-03 | 1.24E-03 | 1.02 16 | 1.73E-06 | 1.22E-05 | 16.8
20 || 1.60E~-04 | 1.62E-04 | 1.04 20 || 3.10E-08 | 1.30E-07 | 22.5

(a) (b)

Table 4.1: NE 2: Convergence rate and effectivities for the output, Npr = Ngy.

Npr || snv(p,tF), Ve € K[ Ay (1, tF), VE€ K| s(u,t"),VE €K
4 3.00E-03 3.11E-03 1

8 3.59E-03 3.20E-03 1

12 4.19E-03 3.28E-03 1

16 4.77E-03 3.36E-03 1

20 5.57E-03 3.48E-03 1

Table 4.2: NE 2: Online computational times (normalized with respect to the time to solve for
s(p, t%),V k € K).

dependent solution domain to a fixed reference domain § with p; rer = 5, shown in Figure 4-7. The
reference domain €, a typical point in which is (z1,z2), is then given by Q = [0, 30] x [0,11]. By
dividing © into 10 subdomains, Q¢, 1 <4 < 10, we only have to consider the geometric variations
in regions 92, O3, Q7, and Q® — the remaining regions do not vary with the delamination width
wgel. We define the outputs, i.e., the surface temperatures at the two measurement points, to
be the average temperatures over the “fictitious” regions Qs and Qo of size [Q6] = 0.125 and
|210| = 0.5, respectively. We note that these regions are introduced for easier reference only, the
affine mapping does not require a distinction between the regions Qg and Q9 and the regions €25
and g, respectively. The delamination is indicated by the magenta horizontal line, qe], between
the domains Q1, 22 and Q3, 7, respectively. Note that the delamination is modeled as having zero
width and homogeneous Neumann boundary conditions on the surface. We assume homogeneous
Neumann boundary conditions on I'y and homogeneous Dirichlet boundary conditions on I'p.

We next identify the input parameter set* p = (u1, p2) = (wae1/2, >) € D =[1,10] x [0.4,1.8] C
IRP=2 where » = kprp/kc, and derive the time-discrete weak form of the governing equations (1.1)-
(1.10). The temperature distribution T'(x, t*) € Y in the FRP-concrete slab then satisfies (4.3)
with initial condition T'(x,t%) = 0, where Y C Y® = {vjv € H'(Q),v = O|rp} is a linear finite
element truth approximation subspace of dimension A/ = 5603. The truth approximation mesh
and a zoom on the delamination are shown in Figure 4-8. It can be shown that the bilinear and
linear forms a, m, and b admit the affine representation (4.9)-(4.11) with Q, = 10, Qm = 3,
Qp = 3, respectively; we summarize these terms in detail in Appendix C. We also define the inner
product (w,v)y = a(w,v; pret) and (w,v)x = m(w,v; pires), corresponding to (4.62) and (4.63)
for pres = (5,1.2), respectively. We immediately observe from the definitions of the a?, mq, and

4Because of symmetry, we consider only the half-width of the delamination as our parameter
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Figure 4-7: AP I: Reference domain © = |J; ;<10 "

63 m (i) listed in Appendix C that the necessary conditions from Lemma, 6 are satisfied; we may thus
choose (1) = min1<e<q, (O3(1)/O% (teer)) and () = miny<eg,, (0% (4)/Oh (trer)) in (4.57)
and (4.58), respectively. The two outputs, s1(u,t*) = £1(T(u,t*)), VE € K and so(u,tF) =
£5(T(p,t*)), Vk € K, can be written in the form (4.4), where #;(v) = |Q5|~! Jos v and £o(v) =
Q191 [0 v. We shall consider the time interval I = [0,10] and a timestep At = 5E-2; we thus
have K = 200.

We briefly return to our previous discussion concerning the set of admissible output functionals
¢. We remarked in the proof of the simple output bound (4.112) that the output functional £ has
to be bounded with respect to || - ||x. This requirement is the reason why we define the output
here to be the average temperature over a small patch: as N/ — oo, the dual norms of the outputs
functionals ||4;|xs and ||¢2]|xs tend to |ng_% and |Qw\_%, respectively — the dual norms thus
blow up as the size of the regions {2 and 19 goes to zero. Since our methods must remain stable
as N’ — oo we do have to choose a (small) finite area for our output measurement.

We first present numerical results for the truth approximation. We assume that the surface is
exposed to the heat source u(tF) = ¢(t*) = 1 for 1 < k < 10 and u(t*) = q(t*) = 0 for & > 11,
corresponding to the heat being applied for ¢t € [0,0.5]. We show in Figure 4-9 snapshots of the
temperature distribution over Q at four timesteps for u = (5,1). The temperature reaches its peak
on the top surface for ¢!°. At this point the heat turns off and the temperature evens out in the
structure; we observe that the FRP cools down much slower on top of the delamination. We also
present, in Figure 4-20(a), the thermal signal s1(u,t*) — so(u,t*), V& € K, for py = 1 fixed as
a function of p;. The thermal signal is defined as the difference between the surface temperature
on top of the delamination and the surface temperature on top of the undamaged structure. In
actual practice, the thermal signal should be normalized with respect to some measure of either
s1(u, %) or so(u, t¥), e.g., the maximum output maxy s1.2(1,t*). We then avoid the dependence
on the magnitude of the heat input which may be hard to determine in practice — and thus cause
significant difficulty. We note that the thermal signal is more pronounced with increasing width of
the delamination. We also plot in Figure 4-20(b) the thermal signal for u; = 3 fixed and varying
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Figure 4-8: AP I: (a) Finite element truth approximation mesh; and (b) zoom on the delamination
shown in magenta.

po; as expected, the thermal response is faster for larger ratios of s = krrp/kc.

4.7.1 Reduced-Basis Approximation

We next generate the sample set Sﬁpr and associated reduced basis space WK,; according to the
adaptive sampling procedure described in Section 4.5. We initialize the procedure with pj" = (5,1.2)
and t* = 1At and set the desired error tolerance (for the relative error in the energy norm) to
€tolmin = 1E-4. We sample on a random parameter test sample Zp € (D) of size 400 — we
need Nprmax = 217 basis functions to obtain the desired accuracy. We also generate the sample
sets de\,l;f'l and S?\‘};fﬂ and associated reduced-basis spaces Wﬁztl and Wg‘;fﬂ for the two dual
problems corresponding to the two output functionals ¢1(v) and #2(v), respectively; we obtain, for
€tolmin = 1E—4, u" = (5,1.2), and t%" = 201A¢: Ngy 1max = 169 and Nay,2,max = 135.

We plot the sample sets Sf,;fpr and Sil;;l,l in p — tF-space in Figure 4-11(a) and (b), respectively
(the color of the sample points is associated with the magnitude of uz so as to better identify
the location in three-dimensional parameter-time space). The sample sets reflect the transients
occurring at small k for the primal problem and at large k for the dual problem. We also note that
the samples are largely located along the “boundary” of the parameter domain D.

4.7.2 Numerical Results

We now present convergence results and error bounds for the primal problem, the two dual problems,
and the output estimates. In Table 4.3 we present, as a function of Np;, the maximum relative

error in the energy norm epmrax +o» the maximum relative error bound Apmrax’rel, and the average
effectivity 7°": €}, o 15 the maximum over Sres; of [11€P™ (s tE)1PT/ |||ty 5N ABarel 18
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Figure 4-9: AP I:. Temperature distribution for p = (5,1) at (a) t = ¢12, (b) 29, (c) t%°, and (d)
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Figure 4-10: AP I: Thermal Signal for (a) us = 1 as a function of p; and (b) for y; = 3 as a
function of us.
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Figure 4-11: AP II: (a) Sample set S}.’\fpr with Nprmax = 217, and (b) sample set Sﬁ;ﬁfl for the first
output, s1, with Ngy 1 max = 169.

the maximum over Zru; of A?\fpr (1, t5) /|| [y (py, t5)|||, and BP* is the average over Eres; X I of

AR (1, %) /1y (e, %) — yn (s, £9)][], where puy = arg maxezy,, |[ly(1, t)]]]. Here Etest € (D)121 is
an input sample of size 121 (a regular 11 x 11 grid). We also present in Table 4.4(a) and (b) the
corresponding results for the two dual problem: we tabulate, as a function of Ng,,, e&“ax,rel, Ag]L;x,rel?
and 7% (the definitions of these quantities are similar to the ones for the primal problem). We
observe that the primal and dual error converge rapidly and that the bounds are very sharp; the
effectivities are O(1) for all values of Np; and Ny,. We also note that both dual problems require
less basis functions than the primal problem to obtain the desired accuracy. Furthermore, we also
obtain a smaller Ny, max for the dual problem corresponding to the second output, s, because the
influence of the parameter y; on the dual problem is smaller for this output functional.

We next present in Table 4.5(a) and (b), as a function of Npr = Ngy, the convergence rates

NPT eﬁ"fax,rel AE:ax,rel
20 || 8.09E-02 | 3.18E-01 | 2.74
40 ||2.71E-02 | 8.01E-02 | 2.77
60 || 1.02E-02 | 2.01E-02 | 2.58
80 || 5.02E-03 | 8.40E-03 | 2.83
100 || 1.68E-03 | 2.91E-03 | 2.50
120 || 740E-04 | 1.71E-03 | 2.45
140 || 4.37E-04 | 8.56 E-04 | 2.32
160 || 2.13E-04 | 4.84E-04 | 2.21
180 || 1.30E-04 | 3.16 E-04 | 2.18
200 || 9.55E-05 | 2.70E-04 | 2.20

7

Table 4.3: AP I: Convergence rate and effectivities for primal problem.
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Ndu eg;;grel Admuax,rel 7 "

20 |[2.04E-01 | 7.46E-01 | 2.62 Naw || e a | A o | 7™
40 || 5.23E-02 | 9.69E-02 | 2.41 20 | 5.10E-02 | 2.03E-01 | 3.05
60 || 1.36E-02 | 2.23E-02 | 2.56 40 || 7.66E-03 | 1.73E-02 | 2.65
80 | 3.30E-03 | 5.39E-03 | 2.61 60 || 1.93E-03 | 3.57E-03 | 2.37
100 || 1.74E-03 | 2.27E-03 | 2.29 80 || 5.75E-04 | 1.03E-03 | 2.39
120 || 6.45E-04 | 9.00E 04 | 2.25 100 || 1.89E 04 | 3.18E- 04 | 2.36
140 || 1.51E-04 | 3.77E-04 | 2.13 120 | 7.97E-05 | 1.25E 04 | 2.25
160 || 8.16 E-05 | 1.41E 04 | 2.09

(a) (b)

Table 4.4: AP I: Convergence rate and effectivities for dual problem corresponding to (a) output 1
and (b) output 2.

and error bounds for the two outputs. To this end, we define the maximum relative output error
€max,rel» Phe maximum relative output bound A§ ;. ), and the average output effectivity 7°: €5, 1o

is the maximum over Srest of [s(p, t, (1)) — sN(u,t’n(u))VsmaX, A} v rel 18 the maximum over Srest
of A% (11,t%)/|Smax|, and 7° is the average over Emes, of Ay (1 ty(12))/)8{ttstn(1)) — sn (12 tn(1));
here t,(p) = arg maxuecy [s(1, t*) — sn(p,t*)] and spax = maxueeymaxues.,, |s(u,t5)]. We also
plot €}, o and Afnax,rel as a function of Ny, and Ny, for output 1 and 2 in Figures 4-12 and 4-13,
respectively. We first observe that the output error and output bound converges roughly as the
square of the primal and dual errors and error bounds, respectively. We only need Ny, = Ngy = 50
to obtain an accuracy in the output bound for output 1 of approximately 1%; for output 2 even
Npr = Ngy = 30 is sufficient. However, the output effectivities are considerably large, O(100), for
all values of Ny, and Ng, — in fact, the effectivities are much larger than we may anticipate. We
note, however, that the output effectivities are generally worse than the effectivities for the energy
bound because our output bound cannot take into account any correlation between the primal and
dual error (see [74] for a discussion in the elliptic context).

We further see from Figure 4-15 that the error (and bound) decreases for fixed Ng, as Npr
increases; similarly, for fixed N, the error (and bound) decreases as Ng, increases. Note that we
can obtain a specific desired accuracy in the output bound for different combinations of N, and
Ngy. We may thus select values for Ny, and Ny, so as to minimize the computation cost involved
to obtain a desired accuracy.

We now consider numerical results for the simple bound of Proposition 9. We present in
Table 4.6(2) and (b), as a function of Ny, € A8 and 7°; these quantities are defined

max,rel? max,rel?
with respect to the simple output estimate, §y(u,t*), and simple output bound, AN(u,tk). The
convergence rate of the output error and output bound is now “only” of the order of ef;rax,rel and
Agfax,rel. The output effectivities are also worse than for the primal-dual formulation. For an
accuracy of 1% in the output bound we would now require Np; = 180.
We note that, if our interest lies in sharp output bounds and small effectivities, we could also

adopt the approach taken in [121], i.e., we define the output estimate

SN (1, t*) = Lyn(ut*)), VueD, VkeK, (4.122)
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Npr Ndu efnax,rel smax,rel ﬁs Npr Ndu Ex‘?n:«zx,rel fnax,rel ﬁs
20 | 20 [1.78E-02 | 1.23E+00| 174 20 | 20 || 7.53E-04 | 2.72E-01 | 817
40 | 40 | 1.75E-03 | 3.85E-02 | 260 40 | 40 || 8.32E-05]| 3.59E-03 | 636
60 | 60 ||1.67E-04| 2.24E-03 | 189 60 | 60 || 7.82E-06 | 2.35E-04 | 242
80 | 80 |[[7.57E—-06 | 2.43E-04 | 268 80 | 80 || 1.07E-06|2.21E-05 | 324
100 | 100 || 6.21E-07 | 3.21E-05 | 222 1001 100 |} 796 E-08 | 3.34E~-06 | 274
120 | 120 || 1.34E-07 | 6.84E-06 | 212 120 | 120 || 6.02E-09 | 8.30E-07 | 258
140 | 140 || 3.36 E-08 | 1.82E-06 | 210

160 | 160 || 8.64E-09 | 4.14E-07 | 384

(a) (b)

Table 4.5: AP I: Convergence rates and effectivities for (a) output 1 and (b) output 2.

Table 4.6: AP I: Convergence rate and effectivities using simple bounds for (a) output 1 and (b)

output 2.

N, pr Csma.x,rel fnax rel ﬁs N, pr 6fnax rel Afna.x rel ﬁs

20 || 6.76E-02 | 2.58E+01 | 211 20 1 9.22E-03 | 1.81E+01 | 1379
40 || 1.44E-02 | 6.24E+00 | 341 40 |1 2.56E-03 | 4.38E+00 | 1185
60 || 3.34E-03 | 1.46E+00 | 363 60 || 1.5SE-03 | 1.02E+00 | 1220
80 [ 1.43E-03 | 4.73E-01 | 379 80 | 9.79E-04 | 3.32E-01 | 1321
100 || 3.71E-04 | 2.77E-01 | 445 100 || 1.95E-04 | 1.95E-01 | 813
120 || 9.81E-05 | 1.24E-01 | 604 120 || 1.99E-04 | 8.66E-02 | 619
140 || 4.59E-05 | 6.33E-02 | 573 140 || 9.37TE-05 | 4.44E-02 | 479
160 || 2.34E-05 | 2.88E-02 | 674 160 || 3.45E-05 | 2.02E-02 | 459
180 || 1.03E-05 | 1.08E-02 | 1002 180 || 2.33E-05 | 7.55E-03 | 391
200 || 6.02E-06 | 9.18E-03 | 1117 200 || 1.56 E-05 | 6.44E-03 | 780

(a) (b)
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Figure 4-12: AP I: (a) Maximum relative output error €maxrel @0d (b) maximum relative output
bound Al ax rel for output 1.

and corresponding output bound

k
Aol %) = AR (1) AR, (1, t5750) 4 | 37 RP (W, 5 54%) %) At|, (4.123)
k'=1

where A?\fpr(u, tk) and A}{};u (u,t*) are defined in Propositions 6 and 7, respectively. It is then easy
to show that
|s(ks t*) — 8w (u, t%)] < Ay (mt*), YpeD, VkeK. (4.124)

Note that we also require the dual problem following this approach. However, we employ the
residual correction term to increase the sharpness of the output bound instead of the accuracy of
the output estimate. We present in Table 4.7, as a function of Ny, and Ny, the maximum relative
output error €. ., maximum relative output bound Af;lax,rel, and average output effectivity 7°
obtained for this formulation. We observe that the convergence rate of the output error and bound
is slower than for the standard primal-dual formulation, but the output effectivities are extremely
good, O(1) almost throughout. Due to the slower convergence rate, however, we still require
approximately N, = Ng, = 50 to obtain an accuracy of 1% in the error bound for output 1 and
Npr = Ngy = 30 for output 2. Thus, in terms of the size of Npr and Ny, there is no gain in choosing
this formulation over the standard primal-dual approach.

Finally, we present in Table 4.8, as a function of Npr(= Ngy), the online computational time
to calculate sy(u,t*) and A% (u,t5), Vk € K, for output 1. The values are normalized with
respect to the computational time for the direct calculation of the truth approximation output
(s, t*) = L(u(u, t*)), Vk € K. We note that the time to compute sy (u,t*) dominates the time to
compute A% (u,t*) for small values of Npr = Ngy. This is due to the K2-complexity of evaluating
the residual correction term. Since K is not too large in the present example we still obtain
computational savings of a factor of 125 for Ny, = Ng, = 50 (corresponding to an accuracy in the
output bound of 1%). The average actual run-time for the output estimate and output bound in
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Figure 4-13: AP I: (a) Maximum relative output error €maxrel a0d (b) maximum relative output
bound A3 | for output 2.

max,re

MATLAB 6.5 on a 750 MHz Pentium III is 0.5 sec.

We should note, however, that a large number of timesteps often results because of the require-
ment that the (discrete) time integration be accurate — and thus At be small. For the time history
of the output estimate sy (u, tk) itself, on the other side, a coarser time grid often suffices. Evaluat-
ing the output estimate, sy (u,t*), at only every (say) 10th timestep, decreases the computational
cost by a factor of 10, i.e., the complexity is O(K (K + 1) NprNay /10).

We thus define K = {10, 20, 30, ..., K } and present in Table 4.9 the online computational times
to calculate sy (u,t*), Vk € K, and A% (i, %), Vk € K, ie., we evaluate the output estimate,
sn(u,t*), only at every 10th timestep. The online time to calculate A% (u,t*) remains unchanged,
but we observe — especially for small Npr = N4y — up to O(5) reduction in computational effort
to evaluate sy(u,tF), Vk € K. (The savings are not quite O(10) here because the size of K is
moderate; in Section 4.8.5 we will consider an example where K is larger resulting in savings of very
close to O(10).) We recall that we require Npr = Ng, = 50 for an accuracy in the output bound of
1%: in this case, the overall savings compared to the direct calculation of the truth approximation
s(u,t%),V k € K, are now almost a factor of 800. Also, the average actual run-time in MATLAB
6.5 on a 750 MHz Pentium III now decreases to only 0.18 sec.

Finally, we compare these results with the online computational times to calculate the simple
output estimate and output bound, §x(u,t*) and Afv(u,tk), Vk € K. For the same value of Ny,
these values are smaller since the computation does not involve the solution of the dual problem.
In order to make a valid comparison, however, we need to compare the computational efficiency at
a fixed accuracy: we thus recall that we required Npr = 180 to obtain an accuracy of 1% in the
output bound (corresponding to Npr = N4y = 50) — the resulting computational savings are then
only of the order of 30, the average run-time is 1.87 sec.

At this point we should also recall that, in the case of multiple outputs, each output requires a
separate dual problem. The computational complexity of the primal-dual formulation thus increases
with the number of outputs, while the computational complexity of the primal-only approach is
(effectively) independent of the number of outputs. In applications with a large number of outputs
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Table 4.7: AP I: Convergence rate and effectivities for output estimate and output bound defined

in (4.122) and (4.123), respectively: (a) output 1 and (b) output 2.

Npr = Nau || sn(p,t7), VE e K[ AL (1,tF), VE e K | s(i, t7),VEk €K
20 3.11E-03 9.78E-04 1
40 5.22E-03 1.54E-03 1
60 7.90E-03 2.34E-03 1
80 9.49E-03 3.88E-03 1
100 1.48E-02 9.98E-03 1
120 2.01E-02 1.74E-02 1
140 2.55E-02 3.21E-02 1
160 3.10E-02 4.36E-02 1

N pr N, du 6max,rel Afnax rel ﬁs Npr Ndu €max rel Arsnax rel 7
20 | 20 )} 6.7T6E~-02 | 1.24E+00 | 12.3 20 y 20 || 9.22E-03 | 2.82E-01 | 1.92
40 | 40 || 1.44E-02 | 4.23E-02 | 3.88 40 | 40 || 2.56E-03 | 4.61E-03 | 2.40
60 | 60 j 3.34E-03| 5.08E-03 | 1.68 60 | 60 || 1.55E-03 | 1.64E-03 | 1.30
80 | 80 || 1.43E-03| 1.57E-03 | 1.18 80 | 80 || 9.79E-04 | 9.87E-04 | 1.06
100 | 100 | 3.71E-04 | 3.84E-04 | 1.07 100 | 100 || 1.95E-04 | 1.97E-04 | 1.02
120 1 120 || 9.81E-05 | 9.98E-05 | 1.05 120 | 120 || 1.99E~04 | 1.99E-04 | 1.00
140 | 140 || 4.59E-05 | 4.61E-05 | 1.01

160 | 160 || 2.34E-05 | 2.35E-05 | 1.01

(a) (b)

Table 4.8: AP I: Online computational times to calculate sy (i, t*) and A3 (u,tF) for all k € K
(normalized with respect to the time to solve for s(u,t*),V k € K).

the primal-only approach may therefore be advantageous, despite the larger value of Ny required
to obtain a desired accuracy.

4.8 Nonsymmetric Problems: Convection-Diffusion Equation

We now relax the assumption of symmetry on the bilinear form a(-,-; 1), permitting treatment of
a wider class of problems. A representative example is the unsteady convection-diffusion equation,
where the presence of the convective term renders the operator nonsymmetric. We will see that
most results directly carry over from the symmetric to the nonsymmetric case; we therefore focus
on the differences and refer back to the symmetric case whenever possible.

We note that the time-discretization deserves more attention when solving convection-diffusion
equations. The Euler-Backward scheme, although employed in this section for simplicity, can intro-
duce too much numerical diffusion for certain problems and should not be used for pure advection
problems solved over long timescales. However, it also has desirable “stability” advantages, e.g.,
errors are always damped. The Crank-Nicolson scheme, on the other side, is neutrally stable
and introduces no numerical damping. The disadvantage of this method is that perturbations or
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Npr = Ngy || sn(p, tF), VE € K| A%, tF), Vk € K | s(p, t*),Vk e K
20 6.90E-04 9.78E-04 1
40 9.70E-04 1.54E-03 1
60 1.31E-03 2.34E-03 1
80 1.82E-03 3.88E-03 1
100 2.97E-03 9.98 E-03 1
120 5.59E-03 1.74E-02 1
140 9.28E-03 3.21E-02 1
160 1.23E-02 4.36 E-02 1

Table 4.9: AP I: Online computational times to calculate sy (u,t*) and A% (u,tF) for all k € K
(normalized with respect to the time to solve for s(u, t*),V k € K).

Npe || 8w (11, t5), Ve e K| A% (1, %), Yk € K| s(p, t¥),VEk e K
20 2.10E-04 4.52E-04 1
40 3.97E- 04 6.36 E-04 1
60 6.73E- 04 8.75E-04 1
80 1.08 E-03 1.33E-03 1
100 2.05E-03 3.70E-03 1
120 4.37E-03 6.20E-03 1
140 6.44E-03 1.20E-02 1
160 8.24E-03 1.65E-02 1
180 1.06 E-02 2.09E-02 1
200 1.41E-02 2.68 E—02 1

Table 4.10: AP I: Online computational times to calculate 8y (,t*) and A% (u,t*) (normalized
with respect to the time to solve for s(u,t*),Vk € K).
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round-off errors are not damped, and too large a timestep can result in a phenomenon referred to
as “ringing.” The time-discretization scheme chosen thus depends on the specific problem at hand,
for a further discussion see [42].

4.8.1 Abstract Formulation

We directly consider the “truth” approximation here: given a parameter pu €D C RF, we evaluate
the output of interest
s(p,t*) = L(y(u,t%)), Yk eK. (4.125)

where the field variable, y(u, t*) € Y, satisfies

my(p, t5), v; )+ At a%P (y(u, t5), v; 1) = mly(u, t571), v 1) + At b(v; ) w(th),  Ww €Y, Yk eK,

(4.126)
with initial condition (say) y(u,t°) = yo(u) = 0. Here, a®P(-,-; 1) and b(:;n) are Y-continuous
bilinear and linear forms, respectively; m(-,; ) and £(-) are X-continuous bounded bilinear and
linear forms, respectively; and u(t*) denotes the control input at time ¥,

We shall make the following assumption. First, we assume that the bilinear form m(-, ;) is
symmetric, m(v,w; u) = m(w,v; ), Yw,v € X, Vu € D, and satisfies the continuity and coercivity
conditions (4.6) and (4.8), respectively. We also require that the linear forms b(-; ) : ¥ — R and
£(-): Y — R be bounded with respect to || - ||y and || - ||x, respectively. We also assume that the
bilinear form a®P(., ; ; ) is continuous,

a“Pw,vip) < va(lwlylolly < Bllwlylvlly, YwveY, VueD, (4.127)

and coercive,
aCD

0<al < ag(p)= inf v, v; )

- \v D. 4.128
Tl V€ (4.128)

(We (plausibly) suppose that 7}, of, may be chosen independent of A/ .) It thus follows that a
solution to (4.126) exists and is unique [94].
We note that we do not require the bilinear form a®P to be symmetric anymore. However, we
point out that a“P can always be written in the form
aCD(w,v; N) = (ZD(’I_U,’U;/.,L) + a’c(wz U3 H)v Vw7 veE Y7 VI'L € D7 (4129)
where aP (-, u) is symmetric aP (v, w; ) = aP(w,v;p), Vw,v € X, VY €D, and a®(,, ;) is
skew-symmetric, a®(v,v;u) = 0, Vv € X, Vu € D. It directly follows that
a“P (v, 03 1) = aP(v,v;) + aC(v,v50) = aP(v,550), Vv ey, VpeD; (4.130).
thus, only the symmetric part a® will enter into the coercivity (4.128). This results will be useful
for our a posteriori error estimation procedure to follow.
We shall assume that a“P, m, and b depend affinely on the parameter u, i.e., m and b can be
expressed in the form of (4.10) and (4.11), respectively; and a®P can be written as

Q.cp
CD

a~"(w,v;p) = Z @aCD CDq(w,v), YwveYY, YVueD, (4.131)
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for some (preferably) small integer Q,cp. Here, the function @ZCD (1) : D — R depends on u, but
the continuous forms a®P2 do not depend on p. Finally, we also require that all linear and bilinear
forms are independent of time — the system is thus linear time-invariant (LTI).

Dual Problem

To ensure rapid convergence of the reduced-basis output approximation we also introduce a dual
problem in the nonsymmetric case — which shall evolve backward in time [20]. Invoking the
LTI property we can express the adjoint for the output at time tt, 1 < L < K, as Prlp, th) =
U(p, tK-L+k) 1 < k < L, where ¥(u,t*) € Y satisfies

m(v, U(p, t5); 1) + At aCP (v, O, t5); 1) = m(v, O(u, t51); u), VveY, VkeK, (4132)

with final condition
m{v, U (u, 51 1) = £(v), Vvey. (4.133)

Again, to obtain ¢ (u,t*), 1 < k < L, VL € K, we solve once for U(p,t*), Vk € K, and then
appropriately shift the result — we do not need to solve K separate dual problems.

Conservation Form

Before we introduce the reduced-basis approximation we have to comment on the specific choice
of the weak form for convection-diffusion equations — these problems are an important class of
applications since they widely appear in fluid dynamics; we already mentioned one such example
in the Introduction in (1.11). To this end, we first consider the “exact” problem

ye(tk) —Aze(tk—l) LU Vye(tk) _ 1 ye(tk—l) +g($) u(tk), VkeK, (4-134)

" Pe

with initial condition (say) y¢(t%) = 0. Here, y® € Y is the field variable and Y® is an appropriate
Hilbert space; g(z)u(t*) represent the source term; U is the velocity field; and Pe is the Peclet
number. The Peclet number, Pe = UgL./k, represents the ratio between the strength of the
advective and diffusive process, where Uy is the average velocity, L. is the characteristic length,
and « the diffusivity.

We shall require that the (exact) velocity field is incompressible, i.e, V-U = 0. However, in ac-
tual practice (and for our truth finite element discretization) we introduce a (piecewise-polynomial)
approximation, U, to the exact velocity field U which may only be approximately divergence-free.
In general, we do not obtain V - U = 0 pointwise, and thus the specific form of the weak form
of (4.134) is important in determining the lower bound for the coercivity constant og(u) and guar-
anteeing that (4.130) is satisfied [42]. More specifically, we require the convective term, U Vuw, be
written in conservation form, that is

ac(w,v;fj)zfgv(f}-Vw)-i—%/

[ vw (v : fJ) . (4.135)

It is then easy to show that the bilinear form a®(-, -; U) is skew-symmetric for (¢) a contained flow,
that is (n- U) = 0 everywhere on the boundary, where n is the unit outward normal, or (i) a flow
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with Dirichlet boundary conditions. We have
a“(v,v;0) = /v(fJ-Vv)—}—l/v?(V-fJ)
Q 2Ja
1 il 2 1 2 i
= - [ U-Vor+= [ v*(V-U)

1 - 1 N 1 .
= 5/9V-(Uzﬁ)-5/002(V~U)+5/QU2(V-U)

= %/(n-fl)vQ:O, Yvey. (4.136)
r

We will thus employ the conservation form (4.135) in our numerical examples to follow. Note
that we implicitly assume here (and in the examples to follow) that all quadratures are performed
exactly.

We remarked earlier that the Peclet number, Pe, represents the ratio between the strength of
the advective and diffusive process: for Pe <« 1 the flow is diffusion-dominated, whereas for Pe > 1
the flow is advection-dominated. In the applications considered in this thesis the Peclet number
varies in the range 1 < Pe < 100; for certain ranges of the parameter values, small diffusivities
(usually), the problems we consider are thus advection-dominated — this is also the reason why
Crank-Nicolson is the preferred time-integration scheme. We do not, however, consider stabilization
methods, such as bubble functions, for the convection terms here.

4.8.2 Reduced-Basis Approximation

We first introduce the nested sample sets S]%rpr ={i™eD,... ,ﬂ?vrpr € D}, 1 < Nyr < Nprmax, and
S ={a" e€D,.... ;¥ €D} 1< Nay < Ngumax, Where fi = (11,t*) and D = D x . We then
define the associated nested Lagrangian [85] reduced-basis spaces

WII\)JZ,, =span{(F = y(i), 1 <n < Nur}, 1< Npr € Nprmaxs (4.137)
and
W =span{¢® = T(Ad"), 1<n < Ngw}, 1< Naw < N max, (4.138)

where y(fih") is the solution of (4.126) at time t = t*» for u = u&F and ¥(7dY) is the solution of
(4.132) at time ¢ = tF=" for p = pdu.

Our reduced-basis approximation yy (i, t*) to y(u, t*) is then obtained by a standard Galerkin
projection: given u € D, yn(u,t*) € W}\),; satisfies

m(yn (i, %), v; 1) + At aPlyn (1, t%), v; 1) = myn(u, t571), v 1) + At blv; ) u(th),
Ve WE , VhEK, (4.139)

with initial condition yn (u, %) = 0. Similarly, we obtain the reduced-basis approximation ¥ (u, t¥) €
Wj%gu to W(u,t*) as the solution of

m(v, Un (p, t5); ) + At aPlo, Ty (p, t7); 1) = m(v, O (p, t771); 1),
Voe W , VkeK, (4.140)

u
du’
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with final condition
m(v, Oy (u, tX ) p) = (v), Vve WRE. (4.141)

Finally, we evaluate the output estimate, sy{(u,1*), from

k
s (1, %) = Llyn (%) + D R (O (p, 5757 007y AL, VE €K, (4.142)
k'=1

where
T 1 —
R (; 1, %) = b(v; 1) u(t®) = a®Plyn (. %), 03 1) — omlyn (. 1) = yn (577, v ),
VveY, VkeK, (4.143)

is the primal residual.

A Priori Convergence Theory

We consider here the rate at which yn(u,t*) converges to y(u,t*). The proof for the dual variable
is very similar and therefore omitted.

Proposition 10. Assume that the “truth” solution y(u,t*) and the corresponding reduced-basis so-
lution yn (u, t*) satisfy (4.126) and (4.139), respectively. The error, eP"(u, t*) = y(u, t*) —yn (1, t*),
is bounded by

k
om (1) lleu, )1 + ca(w) A Y Jle(u )]}
k'=1
2
< nt s Lm0 I t) — o @)1 + 2905 A G, - wn (R |
k
£ om0 A ) @) (4149)

k=1 wN(tkl)EWN Qg (/J’)

Before turning to the proof, we note that we obtain the additional factor v, (u)/aq (1) in the
nonsymmetric case as compared to the symmetric case of Proposition 5. Since this factor is greater
than one, we expect a slower convergence of our reduced-basis approximation (and, in turn, a larger
Ny (and Ngy) required to obtain a desired accuracy) for nonsymmetric problems. We confirm this
observation numerically in Section 4.8.5 (see Figure 4-23).

Proof. Tt directly follows from (4.126) and (4.139) that eP*(u,t*) = y(u,t*) — yn (u, t*) satisfies
(e (1, %), v; ) + At a®P (P (, t7), v5 ) = m(eP (#7703 ), Vo e WE , (4.145)

with initial condition eP*(u,t%) = y(u,t%) — yn(u,t®) = 0, since y(u,t°) = yn(u,t°) = 0 by
assumption. We next let wy(t*) € WII\)’; be the projection of y(u,t*) with respect to the “m”
scalar product and choose v = wy (t*) — yn (i, tF) = eP (i, t5) — (y(p, t*) —wn (tF)) in (4.145). The
treatment of the bilinear form m follows directly the proof of Proposition 5 for the symmetric case.
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For the bilinear form a®P we obtain
2 At a® (P (p, ), y(11, ) — wn (#¥); 1) (4.146)
< 2 ALy e () v Tyl ) — wn () |y (4.147)
2
< 20 Aty )~ wn R + o) A et (4149

where we used the continuity of a®P and invoked (4.30) with ¢ = v,(u) [[y(u,t*) — wn (tF)]ly,
d = |le” (u,t*)|ly, and p = o,(1). We can then write

(e (u, £), € (1, 85); 1) = m(eP (s, 15 71), €7 (1, t71)s ) + 2 At 0P (P (1, 7)€ (1, 1%); )
< m(y(p,t*) —wn (%), y(u, t*) — wn (1); 1)
—m(y(p, t71) — wn (1), (e, ) — wn (8F71); )
2
ot o
U At ) — )+ i) At 1, ) (4149)
a
The desired results directly follows by summing from 1 to k& and invoking the coercivity and conti-
nuity of the bilinear forms a“P and m.
O

As in Section 4.3.2, we can also prove the boundedness of y,(u,t*) (and y,,(u,t*)) for the
nonsymmetric problem (4.126). The proof follows the same lines as in the symmetric case and is
therefore omitted (we invoke the coercivity, continuity, and affine decomposition for the bilinear
form a®P and require a condition similar to (4.40) for the bilinear forms a®P9, 1 < ¢ < Qacp).

Offline-Online Computational Procedure

The offline-online computation decomposition and the corresponding operation counts for the pri-
mal and dual problems is equivalent to the procedure discussed in Section 4.3.3. We only re-
call that — given a new parameter value 4 — the online cost to evaluate the output estimate
sn (1, %), Vi € Kis O(NS, + N3, + K (N2, + N3,) + K (K + 1) Ny Ngy) and thus independent of N.

4.8.3 A Posteriori Error Estimation

We now turn to the a posteriori error estimation for the nonsymmetric problem. To begin, we define
— similar to (4.57) and (4.58) — positive lower bounds &,(pz) : D — R, and & (i) : D — R, for
the coercivity constants o, () in (4.128) and am (i) in (4.8), respectively. We also introduce the
dual norm of the primal residual (4.143)

RPE(v; 11, tF)

e (u, t*) = sup , Vkek, (4.150
e (1 £7) = 0D =1 )
and the dual norm of the dual residual
duy,,. i‘k
e}i\}; (1, t*) = sup E——w’—), Vk ek, (4.151)
" vEY HU”Y
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where

R (v; p, tF) = —a“P (v, Uy (u, t*); p) — ﬁm(v, Un(p, tF) — Un(p, t71)0), YoeY, VEkceK,

is the dual residual in the nonsymmetric case. We also specify the inner products 152)
(v,w)y = aD(v,w;,uref(s)), Yuv,weY, (4.153)
and
(v, w)x = MV, W; flref(s)), Vv, W €Y, (4.154)
for some constant reference value(s) fief(s), and recall that || - [[y = (-, -)%,/2, - 1lx = (, );/2

We note that, because of the skew-symmetry of a€, the definition of the Y-norm and the lower
bound for the coercivity constant only refer to the symmetric part a®. Thus, only the affine
decomposition of a”(v,w; 1) is important for the choice of our bound conditioner in Lemma 6.

We now present the bounding properties for the errors in the primal variable, the dual variable,
and the output estimate. The error bounds are indeed equivalent — taking into account that the
primal and dual residuals are different now — to the results presented in Section 4.4.2. Throughout
this section we assume that the “truth” solutions y(u,t*) and ¥(u,t*) satisfy (4.126) and (4.132),
respectively, and the corresponding reduced-basis approximations yx (u,t*) and Wy (i, t*) satisfy
(4.139) and (4.140), respectively.

Proposition 11. Let eP*(u, t*) = y(u, t*) — yn (1, t*) be the error in the primal variable and define
the “spatio-temporal” energy norm

k 2
v, t5)[|[P* = (m(v(u, t5), 0(u, t%); 1) + D> aP (e, tF), v(w, ) ) At ) , YveY. (4.155)
k'=1

The error in the primal variable is then bounded by
11€P" (1, )|IP" < AR (1, 8%), VYueD, VkeK, (4.156)

where the error bound Aﬁ’\fpr (i, t*) is defined as

At k 2 3
A?\fm(u,tk)z( ) eﬁ’iprm,t’“)) , (4.157)

&a (u) k'=1

and eﬁfpr(u, tk) is the dual norm of the primal residual defined in (4.150).

Proof. The proof directly follows from Proposition 6 and (4.130).
O

Proposition 12. Let e®%(u, t¥) = U(pu,t*) — U (1, t*) be the error in the dual variable and define

K 2
o, 9)[1|4 = (m(v(u,tk),v(u,tk);u) + > aP(u(p, t*), 0(w, 17 ) 1) At ) : (4.158)
k/'=k
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The error in the dual variable is then bounded by
et (e, )% < AR, (8, VieD, VEEK, (4.159)

where the error bound A‘}\};u (i, t*) is defined as

K . \ 3
A% (u,tF) = ( V4 am() AY () ) , (4.160)

and 5?\};1 (1, t*) is the dual norm of the dual residual defined in (4.151).

Proof. The proof directly follows from Proposition 7 and (4.130).

For the output bound we obtain the following results.

Proposition 13. Let the output of interest, s(u,t*), and the reduced-basis output estimate, sn(p, t%),
be given by

s(p, t%) = o(y(p,t¥), VpeD, VkeK, (4.161)
and
k
N t") = Lyn (%) + Y R (Un(u, t5F ) ) A, VpeD, veeK,  (4.162)
k'=1

respectively. The error in the output of interest is then bounded by
|8(k, %) = sn(u, t*)] < A% (%), VpeD, VkeK, (4.163)
where the output bound A% (u,t*) is defined as

Ny t5) = AR (u k) A% (u, tKR4D), (4.164)

and A%pr (1, %) and A‘}\}(‘iu (1, t*) are defined in Propositions 11 and 12, respectively.

Proof. The proof follows directly from Proposition 8 and (4.130).
O

F 1nally, we note that the simple output approximation, 8y (u,t ), and corresponding bound,
A3, (u, %), according to Proposition 9 also holds for the nonsymmetric problem.

Offline-Online Computational Procedure

The offline-online computational decomposition directly follows our previous discussion in Sec-
tion 4.4.4 and in Appendix A; also see Appendix B for the necessary computations if the Crank-
Nicolson scheme is used. We therefore only summarize the computational costs involved in the
online stage; that is — given a new parameter value u and associated reduced-basis solutions
QN(u,tk) and Wy (u,t*), VE € K — the computational cost to evaluate AS Sth), Yk € K, is
O(K (N2 + N3 )(Q2 4 QuQm + Q2,)). Again, all online calculations needed are independent of N
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4.8.4 Numerical Exercise 3: Banks and Kunisch

We now turn to a particular numerical example of a convection-diffusion equation. We consider a
one-dimensional model for brain transport discussed in [14], where the authors use this problem as
a test case for their parameter estimation algorithms. In this section, we focus on generating the
reduced-basis approximation for this model and discuss the sampling procedure and convergence
results. In Section 7.4 we return to this example and employ our reduced-basis approximation to
solve the parameter estimation problem.

The transport system, defined on the one-dimensional domain © = [0, 1], is given by

Yt = QN Yzz + @ Yz — G2, (4165)

with initial conditions
y(0,z) = —22% + 2z, (4.166)

and homogeneous Dirichlet boundary conditions, y{t,0) = y(¢t,1) = 0. The outputs of interest is
the average values of y over a small domain centered at the points z = 0.25, 0.5, 0.75 as a function
of time ¢, where t € I = [0,1].

The system response is influenced by two parameters, the diffusivity ¢; and the velocity (and
forcing) g2. We assume that ¢; varies in the range 0.1 < ¢; < 1, and that ¢ satisfies 0.5 < ¢z < 5.
Our input parameter is hence u = (u1, u2) = (g1, q2) € D = [0.1,1] x [0.5,5] ¢ RF=2,

We next consider the time-discrete “truth” approximation of (4.165). The weak form of the
governing equation for y(u,t*) € Y is (4.126), where Y C Y¢ = H}(Q) is a linear finite element
truth approximation subspace of dimension A = 800, and u(t*) = 1, Vk € K. The bilinear forms
are given by m(w,v) = fowv, a®®(w,v;p) = p1 fo wave — p2 fqwe v, and b(v; p) = —pg fov; the
bilinear forms admit the obvious affine representations (4.10), (4.11), and (4.131) with @, = 1,
@y = 1, and Qoo = 2. Also note that the bilinear a®P satisfies (4.129) with aP(w,v;p) =
(1 fowz vz and a®(w,v;p) = pa [, wv. We also define the inner products (w,v)x = f,wv and
(w,v)y = [qws vz, corresponding to (4.153) for p1 = 1; we may hence choose (see Lemma 6)
G (1) = p1 in (4.57). Note that the bilinear form m happens to be parameter-independent in this
example, and thus e (u, t5+1) = 0 here. We have three outputs, s,(u,t*) = £,(y(u,t¥)), 1 < ¢ < 3,
can be written in the form (4.125), where £4(v) = |Q%|~1 [, v, 1 < ¢ < 3, and Q4 = [0.245,0.255],
Q% = [0.495,0.505], and Q% = [0.745,0.755]. We note that £,(v) € X, 1 < ¢ < 3, since the outputs
are integrals over small regions. We choose a discrete timestep At = 0.01 for the time interval
I = [0,1]; we thus have K = 100.

Reduced-Basis Approximation

We generate the sample set Sf(,rpr and associated reduced basis space W}\),; according to the adaptive
sampling procedure described in Section 4.5. Since the initial condition is nonzero, we initialize
the procedure with (¥ = yo and set the desired error tolerance (for the relative error in the energy
norm) to €l min = 1 E—4. We sample on a random parameter test sample Zp € (D)%% of size
1600. We plot and tabulate the resulting sample set S}i,rpr in p1; — po — tF-space in Figure 4-14 — we
need Npr max = 16 basis functions to obtain the desired accuracy. We note that although K = 100,
only basis functions within the first 30 timesteps are selected. Furthermore, we observe that the
samples are not distributed uniformly over D x I. Instead, more samples are (adaptively) chosen
in the “difficult” parameter range — for small diffusivities u1 and large velocities po.
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- Gy Apr
max,rel max,rel
454E-01 | 7.39E-01 | 1.31
5.22E-02 | 6.08E-02 | 1.15
2.20E-03 | 2.69E-03 | 1.12
2.85E-04 | 3.7T6E-04 | 1.08

8.51E-05 | 1.09E-04 | 1.24

/i

5o o ol

Table 4.11: NE 3: Convergence rate and effectivities for primal problem.

Ndu 6r\iax,rel Agll;x,rel T]du
3 6.03E-01 | 1.7RE+00 | 2.22
6 || 3.97TE-01|1.18E+00 | 1.66
9 1.31E-01| 2.26E-01 | 1.26
12 | 8.88E-02| 1.10E-01 | 1.12
15 || 745E-03 | 8.67E-03 | 1.08
18 || 3.16E-03 | 3.99E-03 | 1.08
21 | 272E-04 { 3.50E-04 | 1.04
24 || 547E-05| 6.54E-05 | 1.03

Table 4.12: NE 3: Convergence rate and effectivities for dual problem corresponding to output 1.

We also generate reduced-basis spaces for the three dual problems corresponding to the three
output functionals £4(v), 1 < ¢ < 3; we obtain (for eyl min = 1E-4): Njuwmax =24, Ngu’max = 24,
and N3 =22.

du,max

Numerical Results

We now discuss the convergence results and effectivities for the primal problem, the dual prob-
lem, and the output estimate; we only consider the dual corresponding to output 1, sq(u,t*) =
1(y(u,t*)) (the results for the other two outputs are almost identical).

In Table 4.11 we present, as a function of Npr, 7. o, AFL 1, and 7P*: for the definitions
of these quantities see Section 4.7.2. Here ZEres; € (D)4 is a random input sample of size 400.
The convergence results for the dual problem, eg};&reh A?r‘{lax,rel’ and 79" as a function of Ny, are
presented in Table 4.12. We observe a rapid convergence of the primal and dual reduced-basis
approximation and that the error bounds are very sharp. We also note that the error for the dual
problem converges slower than the error for the primal problem. This is related to the output
functional which reflects as a very “rough” initial condition for the dual; the initial condition for
the primal, on the other side, is much smoother.

We next present in Table 4.13(a) and (b) the convergence rate for the output using the dual for-
mulation of Proposition 13 and the simple bound of Proposition 9°, respectively. To this end, we de-
fine € 1 rel> Afaxrels 20 T €5, o1 I8 the maximum over et of [s(u, ty (1)) — 55 (1, tn(2))]/ Smax

A? i rel 18 the maximum over Zqes; of A3 (1, t%)/|smax], and 7° is the average over e of

5Since m is parameter independent here, we can simply choose G&m (1) = 1 for the output bound
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prmax

Sample Set S, N
pr

n fig K
1 yo(z)

2 || (0.100,5.000) | 1
3 | (0.100,5.000) | 22
4 | (0.262,5.000) | 2
5 || (0.262,5.000) | 23
6 || (0.678,5.000) | 3
7 || (0.571,5.000) | 21
8 || (0.117,4.294) | 9
9 | (0.117,4.204) | 24
10 || (1.000,5.000) | 21
11 || (0.166,5.000) | 1
12 || (0.100,0.500) | 1
13 || (0.177,5.000) | 10
14 | (0.177,5.000) | 3
15 || (0.177,5.000) | 5
16 || (0.177,5.000) | 15

Figure 4-14: NE 3: Sample set Sf,i,rpr for D = [0.1,1] x [0.5,5.0] and Ny, = 16.
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M pr N, du 6fmax rel AJrsnax rel ﬁs N, pr 6;Snax,rel fnax,rel ﬁs
3 12 | 4.92E-02 | 9.38E-01 | 17.9 3 ||1.85E-01 | 2.92E+01 | 31.5
6 15 || 1.O6E-04 | 3.68E-03 | 28.0 6 1.36E-02 | 240E+00 | 88.3
9 18 || 1.11E-05 | 9.86 E-05 | 5.52 9 1.IOE-03 | 1.06E-01 | 98.6
12 | 21 | 1.29E-08 | 6.48E-07 | 17.3 12 || 1.38E-04 | 1.48E-02 | 42.1
15 | 24 | 5.75E-10 | 2.27E-08 | 10.1 15 1 8.95E-06 | 4.28E-03 | 111

(a) (b)

Table 4.13: NE 3: Convergence rate and effectivities for output 1 using (a) dual formulation and
(b) simple output bound.

Nt ())/[8(kat (1)) = s (1, tn(u)]; here t;(n) = arg maxyeer [s(, t7) — sy (1, t%)] and smax =
MaXsk g MAXyesr,, |S(1, t°)] (the quantities efnax’rel, Afnax’rel, and 7° are defined similarly). We also
plot €, and A7 as a function of N, and Ny, in Figure 4-15(a) and (b), respectively.

We first note that, because of the slower convergence of the dual bound, we need to choose
N4y > Ny to observe the square effect in the output error and output bound: however, for our

choice of Ny and Nau, €., o (respectively, A3 (i,t*)) does converge roughly as the square of

eﬂ)ax’rel (respectively, Ag,rpr(u,tk)). The output effectivities are O(10) for the output bound in
Table 4.13(a) and O(10 — 100), for the simple output bound in Table 4.13(b). We observe from
Figure 4-15 that increasing Ng, while keeping Ny constant results in a more accurate output
estimate and output bound. Similarly, for constant Ng, the accuracy of the output estimate and
bound increases as N, increases. We note that we need approximately Ny =7 and Ny, = 12 to
obtain an accuracy in the output bound of 1%; using the simple output bound we obtain the same
accuracy for N, = 12. It thus follows that introducing the dual formulation in this problem does
not pay off — the simple output bound converges fast enough and is thus sufficiently accurate even
for small N. We also pointed out already that we need to introduce a separate dual problem for
each output — thus, for problems with many outputs (also see the next section), the simple bound
is certainly advantageous.

4.8.5 AP II: Dispersion of Pollutants

We now return to example AP IT — the dispersion of a pollutant in a two-dimensional flow —
introduced in Section 1.1.1. We assume here that the location of source term is known. A sketch of
the flow field U with the source location and the eight measurement sensors is shown in Figure 4-16.
The domain €, a typical point in which is (z1,z5), is given by Q = [0,4] x [0,1]. We assume that
the concentration at the left boundary, I'p, is zero and that the remaining boundaries, 'y, are
impermeable. The diffusivity & is assumed to vary in the range 0.01 < & < 1; our input parameter
is hence p = (1) = (k) € D= [0.01,1] c RFP=L,

The time-discrete weak form of the governing equation (1.11) for the concentration c(u, t*) e
Y is thus (B.2) (we use the Crank-Nicolson scheme for the time-integration here®) with initial
condition ¢(,t%) = 0, where Y C Y* = {v|v € H'(Q),v = O|p, } is a linear finite element truth

SHere, we have Up = 1, Lo = 1, and & € [0.01,1]; the Peclet number thus varies in the range 1 < Pe < 100. For
small diffusivities the flow is clearly advection-dominated and thus Crank-Nicolson is the preferred time-integration
scheme.
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Figure 4-16: AP II: Velocity field with pollution source and measurement locations.

approximation subspace of dimension A/ = 3720. The truth approximation mesh is shown in
Figure 4-17. The bilinear and linear forms are given by

m(w,v) = fwv, (4.167)
)
aPw,v;p) = ,u1/Vw~VU+]v(I~J-Vw)+%/Uw (V-ﬁ), (4.168)
Q Q 9)
bv) = fgps(m)v, (4.169)
Q

where the source term gF5(z) is defined as

PS 1 _(ml—xlps)2+éx%—$¥s)2

— oF
g (ZL‘) = m € 2(e™=) 5 (4170)
with the source location z°® = (25, 25S) = (3,0.4) and standard deviation oFS = 0.05. The velocity

field, U, is a Natural Convection (Navier Stokes) Flow with Gr = 10° and Pr = 0 taken from [121].
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We note that the bilinear and linear forms m and b are parameter independent, that a®P admits the
affine representation (4.131) with @, = 2, and that the convective term a€ is written in conservation
form. We also define the inner products (w,v)x = fQ wv and (w,v)y = fQ Vw - Vv, corresponding
to (4.153) for p1 = 1; we may thus choose &, (i) = p in (4.57). Again, m is parameter independent
here and thus ed"(y, tK+1) = 0. The sensor measurements, or outputs, are given by

sq(1, %) = £(y(p, 1%); 14 () = fﬂ l(z)y(p,1*), 1<q<8, VkeK (4.171)

where the spatial sensitivity is modeled as

! !
_ (@1 == )4 (@g-a])?

20} (4.172)

L e
27rarl2

ly(z) =

with standard deviation o; = 0.05. We have £(y(u,t*);l4(z)) € X, 1 < g < 8, since the I,(x) are
(smooth) Gaussian functions. The sensor locations, z'v = (a:lf,xé"), are given by z* = (3.5,0.2),
zh = (3.5,0.8), z'* = (2.5,0.2), 2 = (2.5,0.8), z5 = (1.5,0.2), z¢ = (1.5,0.8), z¥" = (0.5,0.2),
and z's = (0.5,0.8). We shall consider the time interval T = [0,2] and a timestep At = 2.5E-3; we
thus have K = 800.

Figure 4-17: AP II: Finite element truth approximation mesh.

We present in Figures 4-18 and 4-19 snapshots of the concentration over € at eight timesteps
for the two extreme values of the diffusivity — p = 0.01 and x4 = 1.00 — in the parameter set D,
respectively. For o = 0.01 the flow is clearly advection dominated, whereas for u = 1.00 the diffusive
terms dominate. We also show, in Figures 4-20 and 4-21, the outputs, i.e., concentration readings
at the 8 measurement locations, for the two parameter values . = 0.01 and p = 1.00, respectively.
We first note that the measured concentrations are considerably lower for u = 1.00 because of the
diffusive effects. On the other side, as already seen in Figure 4-18, the pollution “cloud” stays
more compact for u = 0.01 thus resulting in higher concentration outputs. Comparing Figures 4-18
and 4-20 we can in effect track the pollution cloud as it moves through the domain — the pollution
is first registered at sensor 1, then sensor 2, sensor 4, and so on. However, due to the small amount
of diffusion present in the system the peak concentration in the outputs does decrease over time.

Reduced-Basis Approximation

We generate the sample set SR,rpr and associated reduced basis space W}f,; according to the adaptive

sampling procedure described in Section 4.5. We initialize the procedure with " = (,u’fr,tkfr) =
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t=1At t=50At

t=100 At t=150 At

™
e’

t=200At t=400 At

t=600 At t=800 At

)

Figure 4-18: AP II: Concentration c(u = 0.01,tF) at t = t1, 30, ¢100, ¢150 4200 4400 4600 4300
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t=1At

t=100 At

t=600At

t=50At

t=150 At

t=200At

t=400 At

t=800At

Figure 4-19: AP II: Concentration c(u = 1.00,*) at t = t1, ¢50, $100 4150 4200 ;400 4600 4800
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Output 1 Output 2

1.4 1.4
1.2t i 1 1.2
1r 1
= 0.8f 1 = 0.8}
= =
o 0.6t : i, - J s 0.6f
0.4 1 0.4F
0.2 1 0.2t
% 05 1 15 2 % 05 1 15 2
time t time t
Qutput 3 Output 4
1.4 1.4
1.2 g i 1.2t
1 1
= 0.8 - g = 0.8}
== 2
i 0.6 ; i o B 0.6
0.4 0.4
0.2t 0.2
00 0.5 1 1.5 2 00 0.5 1 1.5 2
time t time t
Qutput 5 Qutput 6
1.4 1.4
1.2¢ 1.2¢
1r 1
= 0.8f ; : B = 0.8}
2 2
«° 0.6/ «® 0.6}
0.4 0.4f 1
0.2 a— = 0.2t /\
_/_—‘——- §
GO 0.5 1 15 2 00 0.5 1 1.5 2
time t time t
Qutput 7 Output 8
1.4 1.4
1.2t : : : 1 1.2 : 1
1r 1
= 0.8 = 0.8f
2 =2
@~ 0.6+ 1 @ 0.6
0.4 1 0.4f
0.2r ] 1 0.2p _/
: 0
0 0.5 1 1.5 2 0 0.5 1 1.5 2
time t time t

Figure 4-20: AP II: Outputs sq(u = 0.01,¥), 1 < ¢ < 8, as a function of time.
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Output 1 Output 2

0.2 0.2
0.16 0.16
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e e
r o
“ 0.08 “0.08
0.04 0.04
% 05 1 15 2 % o5 1 15 2
time t time t
Output 3 Output 4
0.2 0.2
0.16] 0.16
= 012}
=2
R
“ 0.08
0.04
% 05 1 15 2 % 05 1 15 2
timet time t
Output 5 Output 6
0.2 0.2
0.16+ 0.16
= 0.12 = 0.12
e 2
wn (=]
“ 0.08 “ 0.08
0.04 ﬁ 0.04t f_\
% 0.5 1 1.5 2 % 0.5 1 15 2
time t time t
Output 7 QOutput 8
0.2 0.2
0.16 : 1 0.16
= 0.12 = 0.12
e e
T~ @
“ 0.08 .08t
0.04 . 0.04+
% 0.5 1 15 2 % 05 1 15 2
time t time t

Figure 4-21: AP II: Outputs s,(u = 1.00,t*), 1 < ¢ < 8, as a function of time.
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(0.01,1At) and set the desired error tolerance (for the relative error in the energy norm) to €l min =

1E-4. We sample on a log-random parameter test sample Zp € (D)% of size 60 — we need

Nprmax = 207 basis functions to obtain the desired accuracy. We also generate the sample sets
du,2

du,1 du,2 . . du,1
SNa,, and Sy~ and corresponding reduced-basis spaces Wy, and Wy = for the two dual

problems correslﬂonding to the two output functionals 4,(v), ¢ = 1,2, respecti’vely; we obtain (for
€rol,min = 1 E—4 and §® = (ud, t%") = (0.01,801A%)): Nay1max = 225, Neu2.max = 200 7.

We plot the sample sets .S'f{fpr and S?V:fl in p — t*-space (note the logarithmic scale in x) in
Figure 4-22(a) and (b), respectively. The p10ts reflect the fact that the primal evolves forward in
time whereas the dual evolves backward in time — Sf\’,rpr and S}ﬂv':;ll are biased towards the beginning
and end of the time interval, respectively. We also note that the primal and dual sample sets are
biased towards smaller u values — convection dominates diffusion in this parameter range (see
Figures 4-18 and 4-19) and the problem is thus more complicated. We could a priori expect this
behavior from Propositions 5 and 10: a more “nonsymmetric” (i.e., complicated) problem results in
a slower convergence rate of the reduced-basis approximation and thus more samples are required
to obtain the desired accuracy. We also confirm this result numerically in Figure 4-23: we generate
two separate reduced-basis approximations for the time histories at two fized parameter values,
4 = 0.01 and p = 1.00, i.e., we consider a problem where time is the only varying parameter (as
is usually the case in POD). We plot the convergence rates of the relative errors, |||e(u,t*)|||P*/
[||y(u,t*)|||, as a function of N in Figure 4-23. The convergence is slower for the smaller p-value
and more samples are required to obtain a specific desired accuracy.

pr,max

pr _ du —
Sample Set SNm' N =207 Sample Set SNdu for output 1, Ndu.max =225

o
.o,
o:
°Z
.|

L

Figure 4-22: AP II: (a) Sample set S’ﬁpr with Nprmax = 207, and (b) sample set S}{,‘;u for the first
output, s1, with N&u,max = 225,

"The dual problems corresponding to the remaining outputs give similar results so we restrict our attention to
only the first two outputs
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[t 1Py )P

Figure 4-23: AP II: Convergence rate of the relative error %%%@{ﬁl for p = 0.01 and p = 1.00.

Numerical Results

We now present convergence results and effectivities for the primal problem, the dual problems
corresponding to the first and second output, and the output estimate (for the definitions of the
quantities presented see Sections 4.6.2 and 4.8.4). Here, the parameter test sample, Etes; € (D)%,
is a log-random sample of size 50.

In Table 4.14 we present, as a function of Ny, the maximum relative error, €

max,rel?
relative error bound A&rax,rel, and the average effectivity 7P'; for the dual problems 1 and 2 we
du

tabulate €5 o Agluax,reh and 779" as a function of Ny, in Table 4.15(a) and (b), respectively. We
observe that the primal and dual reduced-basis approximations converge very fast. The effectivities
are very good, O(1), for both the primal and dual problem. We note that the effectivities are slightly
larger for small diffusivities O(3) and smaller, O(1), for diffusivities close to x = 1. In general, we
would expect the bound conditioner to perform better for small diffusivities and worse for larger
diffusivities. However, for small diffusivities the convective term is dominant and the solution is
far from elliptic which usually results in larger effectivities. We would thus expect overall higher
effectivities than observed here.

We next turn to the convergence of the output estimate. We plot in Figures 4-24 and 4-25(a)
the maximum relative output error, €; .. ., and in Figures 4-24 and 4-25(b) the maximum relative
output bound, Arsnax,rel’ as a function of NV, and Ny, for output 1 and 2, respectively. As expected,
the error (and bound) decreases for fixed Ny, as Ny, increases; similarly, for fixed Ny the error
(and bound) decreases as Ny, increases.

We also tabulate the relative maximum output error, output bound and output effectivities, as
a function of Ny = Ny, for output 1 and 2 in Tables 4.16(a) and (b), respectively. We observe
the square effect in the output error and output bound: A% (u, ik ) converges roughly as the square
of AR (u,t¥). However, the effectivities are considerably larger, 0(100), because our bound cannot
take into account any correlation between the primal and dual error. In Table 4.17(a) and (b)
we present the maximum relative output error, output bound, and effectivity for output 1 and 2
using the simple bound of Proposition 9 (for G,,(u) = 1). The convergence of the output error and
bound is now only O(AR(1,¥)) and thus considerably slower; the effectivities, on the other side,
are only O(10 — 100). To obtain an accuracy of the bound for output 1 of one percent, we require

the maximum
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Nor

pr
Ema.x,rel

AP

max,rel

i

20
40
60
80
100
120
140
160
180
200

3.96 E-01
1.39E-01
4.60E-02
1.95E-02
1.17E-02
3.03E-03
7.61E-04
6.01E-04
1.74E-04
9.59E-05

2.45E+00
5.04E-01
1.08E-01
3.60E-02
1.46 E-02
3.91E-03
1.37E-03
7.17E-04
2.88E-04
1.33E-04

5.20
2.77
2.17
2.03
1.85
1.74
1.66
1.62
1.58
1.60

Table 4.14: AP II:

Convergence rate and effectivities for primal problem.

Table 4.15: AP II: Convergence rate and effectivities for dual problem corresponding to (a) output

1 and (b) output 2.
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N, du 6%uax,rel A?rilax rel ﬁdu N. du eg;lax,rel A;ir;lax rel ﬁdu
20 || 4.23E-011{1.85E+00 | 4.58 20 || 4.20E-01 | 2.07TE+00 | 5.14
40 || 1.75E-01 | 7.561E-01 | 3.93 40 || 1.88E-01 | 3.92E-01 | 2.84
60 || 7.66E-02| 1.55E-01 | 2.43 60 || 6.66E-02| 1.13E-01 | 2.66
80 || 3.43E-02 | 4.38E-02 | 2.06 80 | 2.08E-02 | 341E-02 | 1.95
100 || 1.22E-02 | 1.54E-02 | 1.90 100 | 7.32E-03 | 9.86E-03 | 1.77
120 || 4.54E~-03 | 6.35E-03 | 1.82 120 || 2.39E-03 | 5.11E-03 | 1.76
140 || 1.53E-03 | 2.04E-03 | 1.73 140 || 727E-04 | 1.09E-03 | 1.66
160 || 1.10E-03 | 1.31E-03 | 1.69 160 || 4.57E-04 | 5.81 E-04 | 1.63
180 || 3.77E-04 | 5.39E-04 | 1.62 180 || 2.03E-04 | 2.31E-04 | 1.60
200 || 1.97E-04 { 2.25E-04 | 1.62 200 || 5.91E-05| 1.01E-04 | 1.56
(a) (b)
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Figure 4-24: AP II: (a) Maximum relative error Emaxrel 20d (b) maximum relative output bound
Al ax rel for output 1 using the dual formulation.

approximately Np = Ngu = 70 for the primal-dual formulation and approximately N, = 140 for
the simple bound.

We next turn to the computational efficiency of the proposed method. We recall that the
computational cost is O(NS + KNZ) to solve for y N(,u,tk), O(2K Ny;) to evaluate the simple
output estimate, 3y (i, t*), Yk € K, and O(K (K + 1)Npr Nau) to evaluate sy (i, t*), Vk € K, using
the primal-dual formulation. The computational cost involved thus depends strongly on the total
number of timesteps K: if K < Npr, N4y, the O(Ng’r)—term dominates and — given a certain desired
accuracy — introducing the dual problem can result in computational savings of up to O(4). In
most cases, however, K > Ny, Nqy, and the computation cost due to the residual correction term,
O(K (K + 1)NprNgu), is likely to dominate. We already observed this behaviour in Sectlon 4.7.2
for the delammatlon problem for small Ny, and Ng,.

We present in Table 4.19, as a function of N, (= Ng,), the online computational times to
calculate sy (u,t*) and Afv(u, tk), Yk € K, for output 1. The values are normalized with respect
to the computational time for the direct calculation of the truth approximation output s(y, tk)
£(u(p, %)), Yk € K. We note that the computational saving are moderate due to the K2-complexity
of the residual correction term. We thus define K = {10,20,30,..., K} and present in Table 4.20
the online computational times to calculate sy (u,t*), V& € K and A% (s tk), Vk € K. Again, the
online time to calculate A} (k, t*) remains unchanged. However, we observe — especially for small
Npr = Ngy — up to O(10) reduction in computational effort to evaluate sy(u,t*), V& € K. For
small N, = Ny, the computational effort is dominated by the residual correction term with the
O(K (K + 1)NprNg, /10) complexity, for larger Np, = Ny, this effect is less obvious because of the
O(Ngr) complexity to solve for y . (u, £*).

We compare these results with the online computational times to calculate the simple output
estimate and output bound, 3x(u,t*) and A% (i, t¥), Vk € K, presented in Table 4.21. The online
times are smaller since the computation does not involve the solution of the dual problem. We also
note that these times are (effectively) independent off the number of outputs considered. To obtain
an accuracy for the output bound of one percent, we require approximately Npr = Ng, = 70 for the
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Table 4.16: AP II: Convergence rate and effectivities using dual formulation for (a) output 1 and

(b) output 2.

Table 4.17: AP II: Convergence rate and effectivities using simple bounds for (a) output 1 and (b)

output 2.

N pr 6‘xsna,x,rel A:nax rel ﬁs N pr 6fnax rel A‘rgna,x,rel ﬁs

20 || 2.84E-01 | 9.86E+00 | 41.8 20 | 1.69E-01 | 1.2TE+01 | 99.1
40 || 4.62E-02 | 2.03E+00 | 41.1 40 || 5.76E-02 { 2.60E+00 | 47.9
60 || 1.13E-02 | 4.35E-01 | 55.2 60 || 1.61E-02 | 5.58E-01 | 37.7
80 || 2.46E-03 | 1.45E-01 | 48.9 80 || 4.75E-03 | 1.86E-01 | 32.7
100 | 1.69E-03 | 5.86E-02 | 42.3 100 || 2.77E-03 | 7.53E-02 | 43.0
120 || 2.52E-04 | 1.57E-02 | 78.5 120 || 4.53E-04 | 2.02E-02 | 46.4
140 || 1.40E-04 | 549E-03 | 107 140 || 1.06 E-04 | 7.06 E-03 | 64.1
160 || 3.43E-05 | 2.88E-03 | 146 160 || 9.53E-05 | 3.70E-03 | 56.1
180 || 1.50E-05| 1.16E-03 | 113 180 {| 3.38E-05| 1.49E-03 | 46.8
200 || 1.11E-05 | 5.3TE-04 | 148 200 || 1.92E-05 | 6.89 E-04 | 37.1

(a) (b)
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N, pr Nau 6fnax,rel A‘rsana,x,rel 7° N pr Nay anax rel A?nax,rel 7

20 20 | 1.37E-01 | 1.30E+01 | 1908 20 20 || 1.60E-01 | 1.87E+01 | 3096
40 40 | 4.09E-02 | 1.02E+00| 150 40 40 || 4.13E-02 | 6.47TE-01 | 1722
60 60 || 3.07TE-03 | 4.62E-02 | 182 60 60 || 3.45E-03 | 4.30E-02 | 209
80 80 || 2.12E-04 | 4.01E-03 | 185 80 80 || 3.11E-04 | 3.52E-03 | 160
100 | 100 || 3.87TE-05 | 6.3TE-04 | 229 100 | 100 || 3.58 E-05 | 4.77E-04 | 206
120 | 120 || 3.40E-06 | 6.49E-05 | 119 120 | 120 || 1.01E-06 | 6.63E-05 | 160
140 | 140 || 1.22E-07 | 7.51E-06 { 150 140 | 140 || 9.77TE-08 | 5.14E-06 | 185
160 | 160 || 9.99E-08 | 2.24E-06 | 175 160 | 160 | 3.10E-08 | 1.53E-06 | 174
180 | 180 || 4.55E-09 | 3.71E-07 | 140 180 | 180 || 6.14E-09 | 2.18E-07 | 111
200 | 200 || 1.98E-09 | 6.72E-08 | 110 200 | 200 || 5.38E-10 | 4.61E-08 | 180

(a) (b)
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Figure 4-25: AP II: (a) Maximum relative error Enax.rel @0d (b) maximum relative output bound
Afax.rel for output 2 using the dual formulation.

primal-dual formulation and Ny, = 140 for the simple bound. The computational savings compared
to the underlying finite element truth approximation are a factor of 40 for the simple bound, a factor
of 15 for the primal-dual formulation with the output evaluated for all £ € K, and a factor of 70
for the primal-dual formulation with the output evaluated for all £ € K. The actual run-times to
compute the output estimate and output bound in MATLAB 6.5 on a 750 MHz Pentium III are
2.59 sec. (simple bound), 6.25 sec. (primal-dual, k¥ € K), and 1.35 sec. (primal-dual, k& € K).
We note that the computational saving observed here are smaller than in Section 4.7.2 because the
dimension of the truth approximation, N, is smaller. We also note that these results are for a single
output — were we to consider several outputs, the online computational time for the primal-only
approach would remain the same, whereas the computational time for the primal-dual formulation
would increase with the number of outputs.

Let us now assume that the acceptable accuracy in the output bound is 10% instead of 1%. We
observe from Table 4.16 and 4.17 that N, = Ng, = 50 and Np; = 90 are now sufficient for the
primal-dual and primal-only approach, respectively. The computational savings are now a factor of
110 for the simple bound, a factor of 19 for the primal-dual formulation with the output evaluated
for all k € K, and a factor of 90 for the primal-dual formulation with the output evaluated for all
k € K — the simple bound is now clearly preferable. The run-times are now 0.85 sec., 5.02 sec.,
and 1.06 sec., respectively.

Finally, we remark that the decision about employing the primal-dual formulation for the output
bound or the simple (primal-only) output bound usually depends on the specific problem. The
simple bound is advantageous if (i) K is large, i.e., K > Ny, and the output estimate has to be
evaluated for all k¥ € K — in this case the O(K (K + 1)NpNgy) complexity is detriment to the
computational efficiency, and (i) if many outputs are required and thus as many dual problems
have to be evaluated.
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Table 4.18: AP II: Convergence rate and effectivities for output estimate and output bound defined

in (4.122) and (4.123), respectively: (a) output 1 and (b) output 2.

Table 4.19: AP II: Online computational times to calculate sy (u,t*) and A% (u,t*) for all k € K

Nor = Nao || sn (i, tF), VE € K| A% (1, tF), VE € K[ s(p, t*),Vk € K
20 4.33E-02 2.10E-03 1
40 5.22E-02 2.95E-03 1
60 5.70 E-02 4.00E-03 1
80 6.27E-02 7.86E-03 1
100 6.78 E-02 1.63E-02 1
120 7.78 E-02 2.63E-02 1
140 8.73E-02 3.53E-02 1
160 9.44E-02 4.56E-02 1
180 1.04E-01 5.74E 02 1
200 1.16 E-01 7.39E-02 1

(normalized with respect to the time to solve for s(u,t*),V k € K).
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N; pr N, du 6rsna.x,rel fnax rel ﬁs N, pr N, du 6‘xsna‘x,rel fna.x,rel ﬁs

20 | 20 {| 2.84E-01 | 1.30E+01 | 39.4 20 | 20 || 1.69E-01 | 1.87E+01 | 120
40 | 40 || 4.62E-02 | 1.03E+00 | 15.7 40 | 40 || 5.7T6E-02 | 6.55E-01 | 8.41
60 | 60 || 1.13E-02| 5.27E-02 | 5.18 60 | 60 || 1.61E-02| 4.77TE-02 | 2.44
80 | 80 || 2.46E-03 5.66E-03 | 2.18 80 | 80 |1 4.75E-03 | 8.20E-03 | 1.40
100 | 100 || 1.69E-03 | 2.25E-03 | 1.32 100 | 100 || 2.77E-03 | 3.15E-03 | 1.22
120 | 120 || 2.52E-04 | 2.90E-04 | 1.18 120 | 120 || 4.33E-04 | 4.67E-04 | 1.08
140 | 140 || 1.40E-04 | 1.41E-04 | 1.07 140 | 140 | 1.0O6E-04 | 1.09E-04 | 1.03
160 | 160 || 3.43E-051 3.57TE-05 | 1.08 160 | 160 || 9.53E-05 | 9.55E-05 | 1.01
180 | 180 || 1.50E-05 | 1.53E-05 | 1.02 180 | 180 || 3.38E-05 | 3.39E-05 | 1.00
200 | 200 || 1.11E-05 | 1.11E-05 | 1.01 200 | 200 | 1.92E-051{ 1.92E-05 | 1.00

(a) (b)




Npr = Ny || sv(p, %), VE€e K] A% (1, 1), Vk e K| s(y,t),Vk e K
20 5.34E-03 2.10E-03 1
40 7.00E-03 2.95E-03 1
60 8.53E-03 4.00E-03 1
80 1.03E-02 7.86E-03 1
100 1.35E-02 1.63E-02 1
120 1.96 E-02 2.63E-02 1
140 2.73E-02 3.53E-02 1
160 3.36 E-02 4.56 E-02 1
180 4.14E-02 5.74E-02 1
200 5.10E-02 7.39E-02 1

Table 4.20: AP II: Online computational times to calculate sy (u,t*) and A% (i, t*) for all k € K
(normalized with respect to the time to solve for s(u, %),V k € K).

Npr || 88 (1, t7), VE € K| A% (1, %), VE € K | s(u,tF),VEk € K
20 8.63E-04 9.30E-04 1
40 1.72E-03 1.13E-03 1
60 2.82E-03 1.28E-03 1
80 4.13E-03 2.10E-03 1
100 7.02E-03 5.38 E-03 1
120 1.23E-02 7.91E-03 1
140 1.69E-02 1.00E-02 1
160 2.10E-02 1.30E-02 1
180 2.66 E-02 1.59E-02 1
200 3.45E-02 1.99E-02 1

Table 4.21: AP II: Online computational times to calculate &x(u,t*) and A% (u,t*) (normalized
with respect to the time to solve for s(u, %),V k € K).
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Chapter 5

Nonaffine Linear Parabolic Equations

5.1 Introduction

In Chapter 4 we developed the reduced-basis method and associated a posteriori error estimation
for linear parabolic problems with affine parameter dependence. Based on the affine assumption
we introduced very efficient offline-online computational procedure relevant to the many query or
real-time context.

Unfortunately, if the affine parameter dependence is not met, this computational strategy breaks
down; the online complexity will still depend on N. For example, for general g(z;u) (here z € 2
and p € D) the bilinear form

aw,v; g(; 1)) = /Q Vu - Vo + /Q oz ) wo (5.1)

will not admit an efficient, i.e., online A -independent, computational decomposition. In a recent
note Barrault et al. [15] introduce a technique that recovers the efficient offline-online decomposi-
tion even in the presence of nonaffine parameter dependence — we briefly reviewed the empirical
interpolation method in Section 2.4. In this approach, the authors develop a “collateral” reduced-
basis expansion gas(x;u) for g(x; 1) and then replace g(z; ) in (5.1) with the (necessarily) affine
approximation gar(z; 1) = S 0 m(1)gm(z). The essential ingredients are (i) a “good” collat-
eral reduced-basis approximation space, W35, = span{gm(z),1 < m < M}, of dimension M, (ii) a
stable and inexpensive interpolation procedure by which to determine the wprm(p),1 < m < M,
and (#7) an effective a posteriori estimator with which to quantify the newly introduced error
terms.

We now apply this technique and extend the results of the previous chapter to parabolic prob-
lems with nonaffine parameter dependence, i.e., where g is a nonaffine function of the parameter
4 and spatial coordinate x; we will consider nonlinear problems in Chapter 6. Since the primary
focus here is the treatment of the nonaffine terms, we do not consider adjoint formulations in this
chapter.

123



5.2 Abstract Formulation

We directly consider a time-discrete framework associated to the time interval I =|0,¢ #]. We recall
that I is divided into K subintervals of equal length At = tfé, that t* is defined by t¥ = kAt, 0 <
k<K= EA%; furthermore, I = {t°,...,#*} and K = {1,..., K}. We shall consider Euler-Backward
for the time integration. We also recall our reference (or “truth”) finite element approximation
space Y of very large dimension N. Clearly, our results must be stable as At — 0, K — oo, and

N — o0.

We may now directly consider our “truth” finite element approximation: given a parameter
u € D, we evaluate the (here, single) output of interest

s(u, t*) = Lly(u, t¥), Yk €K, (5.2)

where the field variable y(u,t*) € Y, V& € K, satisfies the nonaffine parabolic partial differential
equation

m(y(p, t*),0) + At a(y(p, t*),v; gx; 1) = my(u, t*71),0) + At blo; h(z; ) u(t?), Vv e,
(5.3)

with initial condition (say) y(u,t°) = yo(u) = 0. Here, p and D are the input and input domain;
m(-,+) is a X-continuous bilinear form; a(-, -; g(x; u)) is a Y-continuous linear operator; b(-; h(z; 1))
and £(-) are X-continuous linear forms; and u(t*) denotes the (here, single) “control input” at time
t = t*. Note that a and b depend on g(-;p) € L>*(Q) and h(-;u) € L®(Q); we further assume
that these functions are continuous in the closed domain Q and sufficiently smooth with respect to
@ € D. We shall suppose that a is of the form

a(w,v; g(z; 1) = ag(w,v) + a1(w, v, g(z; p)), (5.4)

where ao(-, -) is a continuous (and, for simplicity, parameter-independent) bilinear form and a1 (-, -, g(+))
is a trilinear form. For simplicity of exposition, we assume here that h(z; i) = g(z; 1) and also that
m and £ do not depend on the parameter.

We shall make the following assumptions. We assume that a(-, -; g(z; 1)) and m(-,-) are contin-
uous

a(w,vig(z; ) < valw)wlylvlly <lwlylely, VwwveY, VueD, (5.5)
m(w,v) < mllwlxllvlx, Yw,veY; (5.6)
coercive,
0 < of <ag(u)= inf XLWIEL) 5 (5.7)
e - weX lwll% ’ ’
0 < am=inf m—(”2—v) (5.8)
vey |ull%

and symmetric, a(v,w;g(z; u)) = a(w,v;g(z; 1)), Yo,w € Y, ¥V u € D, and m(v,w) = m(w,v),
Vw,v €Y, VucD. (We (plausibly) suppose that 70, Ym, o2, a,, may be chosen independent of
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N.) We also assume that the trilinear form a; satisfies
a1 (w, v, 2) < o [lwlx [[vllx 2llLe), Yw,veY. (5.9)

Next, we require that the linear forms b(;h(z;p)) : ¥ — R and £(-) : Y — R be bounded with
respect to || - [ x. And finally, we require that all linear and bilinear forms are independent of time
— the system is thus linear time-invariant (LTI). It follows, given that g(-;u) € L*°(Q2), that a
solution to (5.3) exists and is unique [94].

5.2.1 Numerical Exercise 4: A Nonaffine Diffusion Problem

As a numerical example we consider the following nonaffine diffusion problem defined on the unit
square, 2 =|0,1[2c R?: Given pu = (u1,u2) € D = [-1,-0.01]2 € RP=2, we evaluate y(u,t*) € Y
from (5.3), where Y C Y® = H}(Q) is a linear finite element truth approximation subspace of
dimension N = 2601,

m(w,v)E/Q'wv, ao(w,v)=fQVw‘Vv, al('w,v,z)zfﬂzwv, b(v;z):/g;zv, (5.10)

and z = G(z; p) is the (nonaffine) function defined in (2.36). The output can be written in the
form (5.2), s(u,t*) = €(y(u,t*)), Vk € K, where £(v) = Q]! Jov — clearly a very smooth
functional. We shall consider the time interval I = [0,2] and a timestep At = 0.01; we thus have
K = 200. We also presume the periodic control input u(t*) = sin(27t), t* € L.

Two snapshots of the solution y(u,t*) at time t* = 25At are shown in Figures 5-1(a) and (b)
for p = (—1,—1) and u = (—0.01, —0.01), respectively. The solution oscillates in time and the peak
is offset towards z = (0,0) for u near the “corner” (—0.01,—0.01).

p=(-1,-1),t=254at W =(-0.01,-0.01),t=25At

Figure 5-1: Solution y(u,t*) at t* = 25At for (a) u = (—1,—1) and (b) u = (—0.01,—0.01).
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5.3 Reduced-Basis Approximation

5.3.1 Formulation

We first introduce the nested sample sets S% = {i#{ € D,. Y € D}, 1 € N < Npay, where
fi = (11,t*) and D = D x I. We then define the associated nested Lagrangian [85] reduced-basis
space

W% =span{(, = y(i%), 1<n< N}, 1<N < Nyax, (5.11)

where (%) is the solution of (5.3) at time ¢ = t¥% for p = pY.

Before we proceed, let us first motivate the need for the empirical interpolation approach in deal-
ing with nonaffine problems: were we to follow the classical recipe, the reduced-basis approximation
would be obtained by a standard Galerkin projection: given u € D, we evaluate

sn (k%) = Llyn (1, tF)), Yk €K, (5.12)

where yn (i, t*) € WY, satisfies

myn (1, t5),0) + At ey (g, %), v; g(a; 1))
= m(yn{(p, " 1), 0) + At b(v; glz; ) w(th), Voe Wi, VkeK, (5.13)

with initial condition yn(u,t%) = 0. We now express yn(u, tF) = Z;V:I yn (11, %) ¢; and choose
as test functions v = ¢, 1 <n < N in (5.3) to obtain, Vk € K,

N
Z CHC]) + At (QO(C'L:CJ) +al(<17<_7v )} yN] syt )

N
= (G, G) yn () + AL b(Giglas ) u(t®), 1<i<N. (5.14)
=1

We observe that while m(¢;,(;) and ao({;, (;) are parameter-independent and can thus be pre-
computed offline, b(¢;; g(z; 1)) and a1(¢;, G, 9(z; 1)) depend on g(z; 1) and must therefore be eval-
uated online for every new parameter value . The operation count for the online stage will thus
scale as O(N?N), where N is the dimension of the underlying truth finite element approxima-
tion space: the reduction in marginal cost gain obtained in moving from the truth finite element
approximation space to the reduced-basis space will be quite modest regardless of the dimension
reduction.

To recover online N-independence, we appeal to the empirical interpolation method discussed
in Section 2.4. We simply replace g(z;x) in (5.13) with the (necessarily) affine approximation
gum(z; ,u) Zm 1 M m{)gm(x) from (5). We thus construct the nested samples S%, = {uf €
D, , 1y € D}, 1 < M < Mpay, associated nested approximation spaces W9, = span{fm =

g(uh), 1 <m < M} = span{gm, 1 <m < M}, 1 < M < Mpax, and nested sets of interpolation
points Ty = {t1,...,tm}, 1 < M < Myax, following the procedure of Section 2.4. Our reduced-
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basis approximation yn a (i, t*) to y(u,t*) is then: given p € D, yn,m (1, tk) € W¥ satisfies

m(yn,nm (1, t5), 0) + At alynm (1, t5), v; gar(z; 1))
= m(yn (i, t571), 0) + At b(v; gar(as ) w(t®), Vve W§, VEeK, (5.15)

with initial condition yn as(p,t%) = 0. We then evaluate the output estimate, sy s (i, tk), from

sv (i, tF) = Lyn e (1, tF), VEeK. (5.16)

We now express yn ar (1, t*) = Zfzv:l YN Mnlit, t*) Gn, choose as test functions v = (p, 1 < n <
N, and invoke (2.29) to obtain

Z { Cza C] + At (QO(CMCJ) ++ Z @Mm(“) a’l(Ch CJ: Qm)) } yN,Mj(/J/a tk)

j=1 m=1
N M
=" m(G, &) una s (TN + AL D o (1) b(Gis gm) u(th), 1<i< N, (5.17)
J=1 m=1

where ©yrm(p), 1 € m < M, is determined from (2.30). We indeed recover the online N-
independence: the quantities m(¢;,(;), a0(Cix¢5), a1(i; GGy @m), and b((i; gm) are all parameter
independent and can thus be pre-computed offline, as discussed further in Section 5.3.3.

Note that we construct the parameter-time sample set S% and associated reduced-basis space
WY using the adaptive sampling procedure described in Section 4.5. During the sampling process
we shall use the “best” possible approximation gps(x;u) of g(z;u) so as to minimize the error
induced by the empirical interpolation procedure, i.e., we set M = Mpax.

5.3.2 A Priori Convergence Theory

We consider here the rate at which yx ar(u, t¥) converges to y(u,t*). To this end, we first define

_ 1 b(v; g(-s 1) — gm (5 1))
vl = e My (5.18)
N S a(w,v;g(;; 1) — (u))
velw) = gy SUp swp CrIITILS (5.19)
1;[)3(“) = sup b(w,v;gM(-;u))‘ (520)
ST ol

where e37(u) is the interpolation error defined in (2.31). We can prove

Proposition 14. Fore (1) of (2.31) satisfying enr (1) < aq(p)/(492(p)) (say), the errore(u, t¥) =
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y(p, t%) — yv (p, tF) satisfies

k k

st + 22 A S e, )5 < T At S (e
k'=1 k=1
+ WN(tigl)wa% {7m ly (i, %) — wn ()% + At (ra() + 2 00 () ly(u, %) — wN(tk)Hff}
k
+A (o) +200(w) Y inf  [ly(p, tF) —wn ()3, (5.21)
S wn () ewy,
where 5 0 )

Proof. To begin, we note from (5.3) and (5.15) that

m(e(u, 1) = e(u, t*71),v) + At ale(u, t*), v; g(z; 1))
= At (b(v;g(x;u) — gna (s 1)) w(t*) — alynnr (s t5), v 95 1) — gaa (25 u))) , Vve Wi, (5.22)

with initial condition e(u,t%) = 0, since y(u, %) = yn,m(p,t%) = 0 by assumption. Let wy(t5) €
W be the projection of y(u, t*) with respect to the “m” scalar product and choose v = wy (t*) —
yn (1, tF) = e(u, t*) — (y(p, t*) — wy (tF)) in (5.22). Following the same steps as in the proof of
Proposition 5 we obtain

m(e(je, %), e(p, £5)) — m(e(u, 1), e, #571)) + At ale(, %), e(u, ¥); g(z; 1))
< my(ps t*) — wa (), y(u, t*) — w (%))
—m(y(p, t°71) = wn (), y(u, 51 — wn (1))
+AE ay(p,t*) — wn (t5), y(u, tF) — wn (%); g(2; 1))
+2 8¢ (b(os g 12) = gnr (@3 ) w(t) = e (1,89, 05 9(w312) — gae (@), (5.29)

which after summing from &' = 1 to & leads to

k

m(e(u, t), e(u, t5)) + AL Y ale(u, 1), e, t¥'); g(z; 1)
k'=1

< mly(p,t*) — wn (t*), y(u, t*) — wn (%))
k

At Y aly(u ) —wn (%), y(u, ) — wn (tF); g(z; 1))
k'=1

k
F2A8 3 (2 () ult) + (e lowpe () ) e o) ol (5.24)
k'=1

where the last inequality follows from (5.18) and (5.19). We now note that |jvlly < [y(u,t*) —
wnlly + [le(e, %)y and recall the identity (4.30) which we apply four times: first, with ¢ =
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ent () Y1 () [u(tF)], d = |y(p, t*)—wn (t*) |y, and p? = aq(p); second, with ¢ = er (1) %1 (1) [u(t*)],
d = |le(u,t*)lly, and p?* = aq(p)/4; third, with ¢ = enr(p) Ya() lynae (s, )y, d = [ly(p,t*) —
wn(t¥)|ly, and p? = aq(u) ; and fourth, with ¢ = ear (1) Yo (u) lymae (. t9)lly, d = lle(w, t5)lly,
and p? = a,(u)/4. We can then bound the last term of (5.24) by

k

288 3 (9100) [0()] + 2000 lwns (0, )y ) e300 oy

k'=1

k k
< eu(p)? %5(“) <¢1(u)2 AL ) + ga(u)?At S ||yN,M<u,tk’>||%>

k=1 k=1

k k
+2 At ag() Yyl t*) —wn ()% + At““T(“) D et (5.25)
k'=1 k'=1

We next obtain from (5.15) with v = yn (g, %), invoking the Cauchy-Schwarz inequality for the
cross-term m(yn,ar (i, 1), yn,a (1, 51)) and applying (4.30) with ¢ = m'/2(yn,ar (1, t%), ywv,pr (1, t¥)),
d = m"2(yn m (1, 8*1), ynpr(u,t*71)), and p =1, that
k k k-1 k1
m(yn,n (1, %), yn,na (1 87)) — m(ywar (0, 8777), yn o (s £777))
+2 At alyn, (i, 1), yn na (11,%); g (25 1)
< 2Atb(yn (1 t); gae (5 1)) w(tF)
+2 At alyn, (e, %),y (1, 65); (5 1) — gna (a5 1))

2 At s (1) |y, p (i, ) |y ()| + 2 Atear(p) o) [lyn,m(w, t)[F

At

= oza(u)—2w2(p)5M(u)¢3(“)2““k)2+At%(u) lyn,pe (s, )3, (5.26)

IA

where the second inequality follows from (5.19) and (5.20), and the last inequality from (4.30) with

c = Pa(p)u(t®), d = |lyna(p, tF)]ly, and p = aq(p) — 292(p) epr(u); note that p > 0 from our
assumption on &p7 (). Invoking (5.5) and summing from &' = 1 to k& we obtain

k

m(yN, (s ),y e (1, £5)) + A Y alynov (), yv o (s, t); (a5 1)
k'=1
a()? :

u k 2‘ .
SR mE TR Evm R DR

From the coercivity of m and a, and our assumption on €s(p) it then directly follows that

: k
Ky 12 ¥s(p)® e
At’;;llyzv,M(u,t e N I CA ST M) Atkgl (&) (5.28)
k
2;/)3(%)22 At Z u(tF)>. (5.29)
¢ k=1
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From (5.24) and invoking (5.25) and (5.29) we obtain

k

me(us t5), e(u, tF) + AL Y ale(u, t*), e(u, *); g(z; )
k'=1
< my(et*) —wn (%), y(u, t5) — wy (EF))
k
ALY aly(p, t*) — wn (), y (e, ) — wn (t¥); g(z; 1)
k'=1
k k
F2Ataaln) 3 oo ) ~ (@) + AL S e, )
k=1 k=1
k
+T(u) At Y u(tF)?, (5.30)
k=1
where 5 0 )
Y0 = s e (07 + w20

The desired result then directly follows from the continuity and coercivity of m and a.
O

We note from Proposition 14 that M should be chosen such that e (u) is of the same order as
the best-fit error, otherwise the term Y () may limit the convergence of the reduced-basis approx-
imation. We will observe a similar requirement for M and the nonaffine function approximation
error €ps () when we discuss a posteriori error estimation in Section 5.4.

As regards the best approximation, we note that W3, comprises “snapshots” on the (P + 1
dimensional) manifold MY = {y(u,t*)|V (4,t*¥) € D} induced by the parametric and temporal
dependence. The critical observation is that MY is very low-dimensional and smooth under our
hypotheses on stability and continuity — the proof follows the same lines as in Section 4.3.2 for
the affine case. We thus expect that the best approximation will converge to y(u,t*) very rapidly,
and hence that N may be chosen small.

5.3.3 Offline-Online Computational Procedure

In this section we develop the offline-online computational procedure in order to fully exploit the
dimension reduction of the problem [9, 48, 60, 91]. We first express yn. (i, F) as

N
N (15 85) =" yn a1, t5) Ga, (5.31)
n=1

and choose as test functions v = {,, 1 < n < N in (5.15). (We prefer Galerkin over Petrov-Galerkin
for purposes of stability.) It then follows from (5.17) that Y g (s tk) = (ynv a1 (1 t%) ynoara(p, t%) ...

ynm N (p, t)]T € RY satisfies

(M + At AN() gy 0 (1, 8) = My yy (0, 8570) 4 AF Ew() u(th), VhEK,  (5.32)
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with initial condition yn arn(1,t%) = 0,1 < n < N. Given Y g (o t*),Vk € K, we finally evaluate
the output estimate from

s (s t?) = L yy (s t%), Yk EK. (5.33)

Here, My € RV*V is a parameter-independent SPD matrix with entries
Myij=m(G,¢), 1<4,5< N, (5.34)

Furthermore, we obtain from (2.29) and (5.4) that Ax(p) € RY*N and Fn(yu) € RY can be
expressed as

M
An(p) = Aon+ D emm(p) AN, (5.35)
y m=1
FN(/”) - Z @Mm(“) Fj\?? (5'36)
m=1

where pprm(p), 1 < m < M, is calculated from (2.30), and the parameter-independent quantities
Ao N € RN*N, ATN € RV*N and Fi e RV are given by

Aonij = aolG,¢), 1<4,j <N,
ATN‘L,] = al(Ci)ijQm)y 1 < Zy] < N7 1 <m< M7 (537)

respectively. Finally, Ly € R¥ is the output vector with entries Ly; = £(¢;), 1 <i < N.

The offline-online decomposition is now clear. In the offiine stage — performed only once — we
first construct the nested approximation spaces W3, and sets of interpolation points Ty, 1 < M <
M nax; we then solve for the {,, 1 < n < Nyay and compute and store the p-independent quantities
in (5.34), (5.37), and Ly. The computational cost — without taking into account the construction
of W3, and Ths — is therefore O(K Nyax) solutions of the underlying A/-dimensional “truth” finite
element approximation and O(MyaxN2,,) N-inner products; the storage requirements are also
O(MmaxN2,,). In the online stage — performed many times, for each new parameter value p —
we first compute @pr(u) from (2.30) at cost O(M?) by multiplying the pre-computed inverse of
BM with the vector g(t;; u), 1 < i < M; we then assemble the reduced-basis matrix (5.35) and
vector (5.36); this requires O(M N?) operations. We then solve (5.32) for QNM(Mtk); since the
reduced-basis matrices are in general full, the operation count (based on LU factorization and our
LTI assumption) is O(N® + KN?). Finally, given y N, M(,u,tk) we evaluate the output estimate

sn.m(u,tF), Yk € K, from (5.33) at a cost of O(KN).

Hence, as required in the many-query or real-time contexts, the online complexity is independent
of NV, the dimension of the underlying “truth” finite element approximation space. Since N, M < N
we expect significant computational savings in the online stage relative to classical discretization
and solution approaches (and relative to standard reduced-basis approaches built upon (5.13)).
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5.3.4 Implementation Issues

At this point we need to comment on an important issue concerning the actual numerical imple-
mentation of our proposed method which, if not addressed properly, can lead to erroneous results.
We first note that solving the “truth” finite element approximation (5.3) for y(u,tF) necessitates
the integration of terms of the form [, v g(z;u) (and [, wv g(z; ) — which (usually) have to be
evaluated by (say) Gaussian quadrature:

Nap
/Q vglap) Y wival) 9@ p), (5.38)
j=1

where the w; are the elemental Gauss-Legendre quadrature weights, x?P are the correspond-
ing elemental quadrature points, and Ngp is the total number of quadrature points. Similarly,
the reduced-basis approximation procedure requires, during the offline stage, the evaluation of
(say) fQ Gigm. For consistency, the term [, ¢; gn, should be evaluated using the same quadrature
rule (5.38) that was used to develop the “truth” finite element approximation,

NQP
[ Gan~ Y w66 gna® (5.39)
j=1

absent this consistency, uy,a (1) will not converge to u(u) as N, M — co.

From the construction of the interpolation points #;, 1 < i < Mpmax, we note that the s
1 €<m < Muax, can be written as a linear combination of the basis function & = g(z; uf), 1<i<
Mnax, obtained from our greedy adaptive procedure in Section 2.4: & = Timam, 1 < i,m < Mpax,
where T € RMmax*Mmax ig the corresponding transformation matrix . Unfortunately, it turns out
that T is badly conditioned and the resulting ¢,, required in (5.39) susceptible to large round-off
errors. To avoid this problem we follow a different route. First, while generating the basis functions
&=glzpd) e RV ;» 1 <4 < Mpax, we also generate a corresponding set of functions §?P evaluated
at the quadrature points :U?P, 1 <5 < Ngp, that is fzgp(x?P) = g(:cjcizp;uf), 1<j<MNgp,1<i<
Mmax. Next, we construct the set of interpolation points t; and functions ¢; from the &; according to
the procedure of Section 2.4. During this procedure, we also construct vectors of quadrature-point
values, ¢&F € RNer 1 < m < Mpax, from the QQP: starting with q?‘P = ?P(a:)/fl (t1) and then
setting r]?/fp(:r) = E%P(x) — M oMt qu(x), qﬁp(z) = rl?,lp(a;)/rM(tM), 2 < M < Mpyax, where
the UJM ~1 are determined during the construction of the g;. Note that q,%P is simply the “basis”

function corresponding to g, but evaluated at the quadrature points, i.e., q,%P(x?P) = qm(m?P),

1 <7< Ngp, 1 <m < Mpay. Given the qT%P, we can then directly evaluate the integral fQ G Gm

from
N QP

/Q Gamm Y w G 8 (9P, (5.40)
=1

Using this approach during the numerical implementation we can avoid the round-off errors that
resulted from the conditioning of the transformation matrix 7.
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5.4 A Posteriori Error Estimation

5.4.1 Preliminaries

We now turn to the development of our a posteriori error estimator. To begin, we recall the
definition of &,(u) : D — RT as a lower bound for the coercivity constant ag(p). We next
introduce the dual norm of the residual

R(v; p, tF
en,m (1, tF) = sup Bl i 1)

, Vkek, (5.41)
veY ||UHY

where

R(v; 1, t%) = b(v; gar (w5 1)) w(t®) — alyn, e (1, %), v; gur (25 1))

1 -
- Em(yN,M(,u,tk) — yN,M(,u,tk Hv), VeeY,VkeK, (5.42)

is the residual. We also introduce the dual norm

B12 (1, t%) = sup b(v; qars1) w(t®) — ar(yw, v (11, 1%), v, qare)

, VkeK, (5.43)
veY o]y

which reflects the contribution of the nonaffine terms. Finally, we specify the inner products
(v,w)y = ap(v,w), Vv,w € Y and (v,w)x = m(v,w), Vv,w € Y, and recall the definition
Enm(p) = g(trri15 1) — gra(tar41; )| from Section 2.4.2.

We now present and prove the bounding properties for the errors in the field variable and the
output estimate. Throughout this section we assume that the “truth” solution y(u,t*) satisfies
(5.3) and the corresponding reduced-basis approximation yn as(u,t*) satisfies (5.15).

5.4.2 Error Bound Formulation
Primal Variable

We obtain the following result for the error bound.

Proposition 15. Suppose that g(z;u) € Wy, . Let e, t*) = y(u, t*) — yn pr (i, t*) be the error
in the field variable and define the “spatio-temporal” energy norm

k 2
v, t9)]]] = (m(v(u,tk),v(u,tk)) + 3 a((p, ), v(u, t*); gl 1) At) , YveY. (544)
k=1
The error is then bounded by
le(u, )] < A% (stF), VpeD, VkeK, (5.45)
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where the error bound A%’M(u,tk) is defined as

k k

2 24t 0 2y’
S ewmln ) + o &) S e )] . (5.46)
k=1 aa(u’) k=1

2A¢
AY ARy = [
N,M(N ) (aa(ﬂ)

Proof. We immediately derive from (5.3) and (5.42) that e(u, t5) = y(u, t*) — yn ar(p, t5), VE € K,
satisfies
m(e(u, %), v) + At ale(u, 1), v; g(2; 1)) = m(e(u, t°71),v) + At R(v; p, t*)
+ At (b(v; 95 1) = gar (s 1)) w(t®) — a1 (yw,m (1, £), v, g5 1) — gua (3 u))) :
Vvey, (547)

where e(u,t%) = 0 since y(i,2°) = yn.ar(1,t%) = 0 by assumption. We now choose v = e(u,tF),
invoke the Cauchy-Schwarz inequality for the cross term m(e(u,t*=1), e(u, t*)), and apply (5.41)
to obtain, Vk € K,

mie(u,t*), e(u, t*)) + At ale(p, t*), e(u, t*); g(a; 1))
< m3(e(u, ), e(p, %)) m(e(u, %70), e, 2571)) + AT ey (%) fle(u, )] x (5.48)
+ At (b(e(/% t5); (s 1) — gar (s 1)) w(t®) — az(yw,ne (s t5), e, %), g(a; 1) — g (o u))) :

From our assumption, g(x;u) € Wi, +1» Proposition 2, and (5.43) it directly follows that

b(e(u, t*); g ) — g (i 1)) w(t®) — ar(yw,ae (s t7), e, t5), g(m; 1) — gar (s 1))
b(v; qare1) w(t®) — a1 (yw (i, %), v, qar 1)

< Em(p) sup Tolly lleCus )|y
< Emlp) D tF) lle(n, ™)l (5.49)

We will now apply (4.30) thrice: first, choosing ¢ = m2 (e(y, t5), e(u, t°)), d = m? (e(u, 1), e(p, th=1)),
and p =1, we obtain

2 m (e, 1), e, 1)) m3 (e(ps, £, (s, #71)
< mle(p, 1), e(p, t71) + mle(n, t*), e(u, 1%)); - (5.50)

second, choosing ¢ = sy a(p, t*), d = |le(u, t*)|ly, and p = (da(u,)/Z)% we have

2 2w i) el Yl < s et + 220 g, R (5:51)

and third, choosing ¢ = (i) ®32(1,t%), d = ||e(u, t*) |y, and p = (da(u)/Z)% gives

2 Enr(p) RF(1,t%) [le(n, tM)llx <

@ju) Ehelu) Bt + g_azLu—) e, )15 (5.52)
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Combining (5.48) and (5.49), and invoking (5.7) and (5.50)-(5.52), we obtain

m(e(u, t*), e(u, t)) — m(e(u, t*71), e(u, t*71)) + At ale(u, t*), e(n, t¥); g(z; 1))

= ;ﬁj) (eN,M(u,t) + 3 (1) B3 (. t*) ) VkeK, (553)

where we used the fact that &,(u) < ag(p), Vu € D. We now perform the sum from &' =1 to k
and recall that e(u, %) = 0, leading to

m(e(p,t*), e(u,t*)) +2Ata (el ), e(u, 1% ); g (a3 1))
k'=1

2At

k
K o na \2
Z(ENMUL, )+ i) @ tt)), VEEK, (5.54)

which is the result stated in Proposition 15. O

We note from (5.46) that our error bound comprises the affine as well as the nonaffine error
contributions. We may thus choose N and M such that both contributions balance, i.e., neither N
nor M should be chosen unnecessarily high. We also recall that our (crucial) assumption g(z; ) €
Wy, cannot be confirmed in actual practice — in fact, we generally have g(z; p) ¢ Wy, , and
hence our error bound (5.46) is not completely rigorous, since £pr(u) < ear(u). We comment on
both of these issue again in detail in Section 5.5 when discussing numerical results.

Output Bound

We can now define the (simple) output bound in

Proposition 16. Suppose that g(x; pu) € Wf,‘, 41+ Let the output, s(u, %), and the output estimate,

snm(p, tF), be given by (5.2) and (5.16), respectively. The error in the output of interest is then
bounded by
[5(k, %) = snpr (1, 19)] < Afy pr (1,17), VEEK, VpeD, (5.55)

where the output bound Ay M(u,tk) is defined as

f(v
Roar 1, = sup £ A ). (5.56)
Proof. From (5.2) and (5.16) we obtain
|50, 8%) = swpa (s t5)] = [€(y (s, t%)) — Llyn,m (1, 8%))]
= |e(e(u,tM))]
< sup e )]

v [lvllx

from which the result immediately follows since ||e(u, t*)|x < A?V’M(u,tk), VueD, VkeK O
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Note that m is parameter-independent here; we thus have no need for the bound conditioner
& () required for the simple bound in (4.112).

5.4.3 Offline-Online Computational Procedure

We now turn to the development of offline-online computational procedures for the calculation of
Azj’v s (s t*) and AS ot k). We first note from standard duality arguments that

R(v; p, t*
enm(mt®) = sup Rl t) (5.57)
vex  lvlly
= Jle(u, t)ly, (5.58)
where é(u, t¥) € X is given by
(é(u %), 0)y = R(ssp, t%),  Vwe X, (5.59)

(5.59) is effectively a Poisson problem for each t* € I.
From (5.42), (5.4), and (5) it thus follows that é(u, t*) satisfies

M

N
@010 = 3 eari ulvs gn)w(t) = 3 {z: (v arnon ) = npan (i, #71)) MG, )

m—1

YN Mt t7) a0(Gn, v) + Z ©0 m (1) YN, w5 tF) al(Cn,v,qm)}, VveX. (5.60)

m=1

It is clear from linear superposition that we can express é(u, t*) as

M N
= 3 earm(0 (e P~ S 57 (e ) v an)
q=m n=1

M
+ (-Ag + Z WMm(/J’) 'A'rln,n> yN,Mn(,U», tk)} ) (561>

m=1

where we calculate 7, € X, A? € X, .A,ln’n € X, and M,, € X from

(Frm,0)y = b(v;gm), Vve X, 1<m< Muyax,

(A )y = ao(Gn,v), Vv e X, 1<n< Npax, (5.62)
(Ain,n,v)y = 16,0, qm), YU EX, 1 <0< Nnax, 1 <m < Mgy,

Mp,v)y = mln,v), Voe X, 1<n< Nyax;

note B, A%l and M are parameter independent.
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From (5.58) and (5.62) it follows that

) M
*)" = > emmln) om

m,m’=1

+ Z Zme(u) u(t*) ((A“°f+ Z e (1) A8 Yy e (11, 8)

m=1n=1

enar (i () w(@®) u(t®) AL

+ (yN,Mn(u,tk) - yN,Mn(M,tk_l)> A%ﬁ)

N

D>

n,n/=1

{ (w07 = (i 270 ) (unnt o (0, 5) = gy aar (0,851 ) AT

M
+yn,ma (i, th) (yN,Mnf(u,t’“) — YNM ! (u,t’“‘l)) (AZ%” + > omm(p) Aiilmm)
m=

(1 ) g vt 0, £9) (2900 4 2 erm() AL, ) (5.63)
M
+ 5T onm ) o (1) yn a1 ) Y pa e (11 85) At } : (5.64)
m,m’/=1
where the parameter-independent quantities A are defined as
AT = (Fy For)y,s 1 < m,m' < Mpax;
Ag:%{ = -2 (fm,A%)Y, 1<m< Mmam 1 €7 £ Npax;
A?r;r{m’ = -2 (fva}n/,n)Ya 1< m?ml < Mrna.x» 1 <71 < Npax;
2
A%{ = _E (Fm7Mn)Ya 1 SmSMmaXa 1 €1 < Npax;
Aaoao = (Ag, Agj)Ya 1 S n, n/ S Nmax;
(5.65)
Alos = (A5, AL Ly, 1S m < Mpax, 1 Sn,1 < Npax;
A;Ez%nm’ = (Am ns m n')Y’ 1<m,m < Mmax, 1 <n, 7' < Nmax;
Af;(::/n = =3 (A M, )Y, 1 <n,n < Nmax;
Az;mm = (-Am m )Y, 1<m< Mmax> 1< n,n/ < Nmax§
AR = E(MTIJMTL’)Y7 1 S n, 'TL/ S Nmax-

The evaluation of

na (1, t*) is very similar; to this end, we first calculate Fas41 € X and Abriin €
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X from
(Frm+1,v)y = blviqu41), Vve X,

(A}w_’_l,nav)y = al(cnav;QM-H.)a Vve X7 1<n< Nrna.x; (566)

It then follows from (5.43) and standard duality arguments that
2 2
SR (1) = y(t*) AL ara

N N
+ Z YN M (5 %) {y(tk) A;lzll\{[+1 M1t Z N (1, ) ApLSns M+1}

n=1 n'=1

where the parameter-independent quantities A are defined as

Aﬁ—f—l M1 = (Fms1, Fmt)y;
A('rlzII\J;J—l M+1 — -2 (FM—H)-A}\J_FLH)Y; 1<n< Nmax; (567)
A?L;SII\/I-H M+1 — (A}\/I—l—l,n’A}\/I-{-l,n’)Y? 1< n,n/ < Npmax-

The offline-online decomposition is now clear.

In the offline stage we first compute the quantities F, A%, and M from (5.62) and (5.66)
and then evaluate the A from (5.65) and (5.67); this requires (to leading order) O(MmaxNVmax)
expensive “truth” finite element solutions, and O(M2, N2, ) N-inner products. In the online
stage — given a new parameter value u and associated reduced-basis solution y N, (s th), Vk e K

— the computational cost to evaluate AZI’\,,M (11, %) and AN m t*), Vk € K, is O(K M?2N?). Thus,
all online calculations needed are independent of N.

5.5 Results for Numerical Exercise 4

We now return to the numerical example introduced in Section 5.2.1. We first employ the empirical
interpolation method of Section 2.4 to construct the approximation to the nonaffine function G(z; )
defined in (2.36). The function G(z; u) already served as our test problem in Numerical Exercise
1, we can thus directly use the sample set S5, and associated basis W7, — and hence Ty and By
— constructed in Section 2.4.3 (we use the L°°({2)-norm results here).

We next generate the sample set S¥ and associated reduced basis space W3, according to
the adaptive sampling procedure described in Section 4.5. We initialize the procedure with p¥ =
(—0.01,—0.01) and ¢k = 1At and set the desired error tolerance (for the relative error in the energy
norm) to €yl min = 1 E—6. We sample on a deterministic parameter test sample Zp € (D)6 of
size 1600 (Zf is the same sample set used in Section 2.4.3 for the construction of S§,) — we need
Npmax = 54 basis functions to obtain the desired accuracy.

We plot the sample sets Sk in u — t*-space in Figure 5-2. We note that (i) more samples are
selected in the difficult parameter range near the corner u = (—0.01,—0.01); and (i) although
K = 200 here, the samples are only selected within the first 40 timesteps because of the periodic
control input. Were we to follow a naive approach and select the samples on a regular grid in time
(without using the adaptive sampling procedure), our reduced-basis system could easily become
ill-conditioned.
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Y -
Sample Set SN, Nmu =54

Figure 5-2: NE 4: Sample set S¥,.

We now turn to the convergence results. In Figure 5-3 we plot, as a function of N and M,
the maximum relative error in the energy norm ef,"v, Ml here, 6’}'\,’ L the maximum over
Etest of ||[e(ut, tF)11/1lly g, 5], where py = arg max,iezpe, [lly(, £%)]l]; and Eres; € (D)2 is a
input sample of size 225 (a regular 15 x 15 grid). We observe that the error levels off at smaller
and smaller values as we increase M reflecting the trade-off influence between the reduced-basis
approximation and the coefficient function approximation contribution to the error: for fixed M
the error in the coefficient function approximation gps(z;u) to g(z; u) will ultimately dominate
for large NN; increasing M renders the coefficient function approximation more accurate, which in
turn leads to the drops in the error. We further note that the separation points reflect a balanced
contribution of both approximations to the error: increasing either N or M while keeping the other
one fixed has a very small effect on the error; to reduced the error both N and M have to be
increased.

In Table 5.1 we present, as a function of N and M, the maximum relative error in the energy
norm ef,"\,) Ml the maximum relative error bound Ai,? M max rel’ and the average effectivity 7¥:
A?V’M’max}rel is the maximum over Zres; of A?V’M(u,tK)/|||y(u.y,tK)|||, and 7¥ is the average over
Ertest X I of A% (1 t%) /|||y, t¥) —yn (12, £F)|||. The specific N, M combinations presented roughly
correspond to the separation points of the convergence curves in Figure 5-3. We observe that the
reduced-basis approximation converges very fast and the bounds are very sharp — actually too
sharp. For the first three N, M combinations we obtain effectivities less than one: our error bound
is not an upper bound for the true error. We recall that our proof for the bounding property
is based on the assumption that g(z;p) € Wy, +1-In general, however, this assumption is not
satisfied and our error estimators may not be rigorous upper bounds since £pr(u) < epr(u) if
g(z;p) ¢ W3, +1 (also see Section 2.4.2). To regain the bounding property, we shall select N and
M such that the contribution to the error bound due to the nonaffine function approximation is
much smaller than the contribution of the affine terms. Although this approach does not guarantee
that g(z; ) € Wy, +1» We can hope to absorb the lower bound property of £js(u) in the rigorous
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Figure 5-3: NE 4: Maximum relative error in the energy norm.

N|M E%’,Ild,ma.x,rel AKr’,M,ma.x,rel Tfy
5| 8 || 412E-02 | 287E-02 | 0.50
10|16 || 3.12E-03 | 440E-03 | 0.96
20124 | 197E-04 | 2.056E-04 | 0.87
30|32 || 246E-05 | 3.49E-05 |1.19
40 [ 40 || 4.27TE-06 | 6.03E-06 |1.19

50 | 48 | 748E-07 | 1.06E-06 |1.38

Table 5.1: NE 4: Convergence rate and effectivities as a function of N and M.

error bound for the affine terms. If we thus increase M while keeping N fixed, we indeed obtain
effectivities larger than one even for small values of N, M, as shown in Table 5.2.

We next turn to the output estimate. In Table 5.3 we present, as a function of N and M, the
maximum relative output error €3 N,M,max rel» the maximum relative output bound Ay 3s oy o> and
the average effectivity 7y 1r: €N A7 max rel 1S the maximum over Eres; of |s(u, ty (1)) — sN(,u, ty(w))|/

Smax; AN Af max.rel 1S the maximum over Sreg; of Aj N, u (st K /|8max| and 77° is the average over Zrreg

of ARy ay (1 tn(1))/Is(tts tn () — sna (1, ty (1)) |- Here ¢ () = arg maxpeey |s(u, t*) — sn(p,t*)| and
Smax = MaXpke MAX ey, |4, t¥)|. We note that, to calculate the average output effectivity 7°,
we exclude parameter values from the sample Sres; Where f?v, MR = 1E-8 so as to avoid
contamination by round-off errors. We see that the output error and output bound converges very
fast — for only V = 20 and M = 24 our error bound for the error in the output — even for our
simple bound — is quite close to 0.1%. Also, the effectivities are, of course, not as good as for the

energy norm bound, but still acceptable for the simple bound.

In Table 5.4 we present, as a function of N and M, the online computational times to calculate
sn.m(p,tF) and A3 (it %), Yk € K. The values are normalized with respect to the computational

time for the direct calculation of the truth approximation output s(u,t*) = £(y(u, %)), ¥V k € K.
(The growth with N and M is less than expected due to memory-access issues.) The computational
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N M E?;V,M,max,rel AZII\I,M max,rel ﬁy

5 16| 2.09E-02 298E-02 |1.34
10| 24 || 3.09E-03 438E-03 | 1.42
20|32 || 1L45E-04 205E-04 |1.42
30|40 || 246E-05 348E-05 |1.41

40 | 48 || 426E-06 | 6.04E-06 |1.42

Table 5.2: NE 4: Convergence rate and effectivities as a function of N and M.

N M 6?V,M,ma.x,rel A?\/,M max,rel ﬁ]SV,M
5| 8 || 4.23E-02 1.67E-01 7.70
10 {16 || 3.03E-03 | 256E-02 | 21.2
20124 || L.79E-04 1.19E-03 159
30|32 | 7.65E-06 | 2.03E-04 | 52.2
40|40 || 2.21E-06 | 3.52E-05 | 20.5
50 | 48 || 1.29E-07 | 6.1TE-06 | 33.2

Table 5.3: NE 4: Maximum relative output error, output bound, and effectivities.

saving for an accuracy of close to 0.1 percent (N = 20, M = 24) in the output bound are close to a
factor of 100. The actual run-time to compute the output estimate and output bound in MATLAB
6.5 on a 750 MHz Pentium III is 0.11 sec. (for N = 20, M = 24). We also note that the time to
calculate Ay, 5/ (1, t*) exceeds that of calculating sy (i, t*) considerably — this is due to the higher
computational cost, O(KM?2N?), to evaluate AY; , (u, tk). Thus, although the theory suggest to
choose M large so that the error due to the nonaffine function approximation is small, we should
choose M as small as possible to retain the computational efficiency of our method. We emphasize
that the reduced-basis entry does not include the extensive offline computations — and is thus only
meaningful in the real-time or many-query contexts.

N[ M| svm(ptF), VEeK AfV,M(u,tk), VkecK|s(ptF), VEeK
51| 8 6.96 E-04 4.29E-03 1
10| 16 7.61E-04 6.51E-03 1
20| 24 1.05E-03 1.09E-02 1
30 | 32 1.25E-03 1.87E-02 1
40 | 40 1.68E-03 3.30E-02 1
50 | 48 2.06 E-03 5.32E-02 1

Table 5.4: NE 4:Online computational times (normalized with respect to the time to solve for
s(i, %), Yk € K).
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5.6 AP II: Dispersion of Pollutants

We now return to the pollutant dispersion problem introduced in Section 1.1.1. In the last chapter
we discussed the reduced basis approximation and associated a posteriori error estimation for the
case of affine parameter dependence — we assumed that the location of the source term is fixed and
the diffusivity is the only varying parameter. In this section we take the next step and assume that
the source location can also vary in a certain range. The source term gF5(z; 1), defined in (4.170),
is given by

PS 1 R mls)2gé€2—wgs)2
g °(z;p) = Py 20 ; (5.68)
where zF5 = (215 25'%) denotes the source location and oFS is the standard deviation; note that we

use the notation gS(-; 1) now to signify that zFS is an input parameter. We immediately recognize
that the parameter dependence is nonaffine — we thus require the theory developed for nonaffine
problems in this chapter.

For easier reference, we repeat the sketch of the flow field U with the source location and
the measurement sensors in Figure 5-4. The domain (2, a typical point in which is (z1,22), i
given by Q = [0,4] x [0,1]. We shall assume that the concentration at the left boundary, I'p,
is zero and that the remaining boundaries, 'y, are impermeable. We shall also assume that the
diffusivity x varies in the (now, smaller) range 0.05 < x < 0.5 and that the source location, zFS,
satlsﬁes 29 < xPS < 31and03< x';S < 0.5; our input parameter is hence u = {,ul,ug,,ug} =
{r, 25,255} € D = [0.05,0.5] x [2.9,3.1] x [0.3,0.5] C RF=3; the standard deviation o*5 = 0.1
is assumed fixed. For notational convenience we also define QPS = [2.9,3.1] x [0.3,0.5], i.e., the
spatial domain in which the source is located.
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Figure 5-4: AP II: Velocity field with pollution source and measurement locations.

The time-discrete weak form of the governing equation (1.11) for the concentration ¢(u,t*) € ¥
is again (B.2) with initial condition ¢(y,2°) = 0, where Y C Y® = {vjv € HY(Q),v = O|p,} is
a linear finite element truth approximation subspace of dimension A/ = 3720 (the finite element
mesh is the same as in Figure 4-17). The bilinear and linear forms m, a®P® and b are defined
in (4.167), (4.168) and (4.169), respectively, where g¥5(z;u) is now given by (5.68). We note
that the parameter dependence of b(v; g(z; 1)) is now nonaffine, m is parameter independent and

D admits the affine representation (4.131) with Q, = 2. We also define the inner products
(’w v)x = [owv =m(w,v) and (w,v)y = = [ Vw- Vv, corresponding to (4.153) for p1 = 1; we may
thus choose é, () = 1 in (4.57). The outputs, s,(i,t*), 1 < ¢ < 4, are evaluated from (4.171)
with ly(x) defined in (4.172); the sensor locations z!¢ are the same as in Section 4.8.5. We shall
now consider the time interval I = [0,1] and a timestep At = 5E-3; we thus have K = 200. We
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note that, since we consider a shorter time interval here, we restrict our attention mainly to the
first four outputs located in the immediate vicinity of the source.

We point out that the admissible spatial variation of the source location is fairly small compared
to the domain ©; we would require 100 patches of size QF° to completely cover . The reason for
choosing a small region QFS is twofold: first, the flow field, U, is quite complex, i.e., sources that
are close to each other can result in very different pollutant distributions. We plot in Figures 5-5
and 5-6 the field variable c(u,t*) at six timesteps for u = (0.05,2.9,0.3) and p = (0.05,3.1,0.5),
respectively. These parameter values correspond to the source being located at two opposite corners
of QFS. Although the two sources are close to each other, the resulting dispersion patterns are
already decidedly different. This difference would be far more evident for source locations close to
separation points in the flow. We also plot, in Figures 5-7 and 5-8, the first four outputs s4(u, 5y,
1 < ¢ £ 4, as a function of time for p = (0.05,2.9,0.3) and p = (0.05,3.1,0.5), respectively.
We observe that the difference in the field variable is also reflected in the outputs. Second, the
minimum admissible diffusivity considered is small, and thus convection plays a dominant role in
the problem solution. We recall from Section 4.8.5 that more samples are required for “more”
non-symmetric problems — even the fixed source location with x € [0.01, 1] resulted in a basis with
Npr,max = 207. Thus, choosing nrs larger would result in a reduced-basis approximation which is
too high-dimensional with associated detriment to the computational efficiency (we will see that
the computational savings for the given problem are already modest).

5.6.1 Reduced-Basis Approximation

We first consider the approximation to the nonaffine function ¢"S(x;u) defined in (5.68). We
choose for E9 a deterministic grid of 41 x 41 parameter points over [2.9,3.1] x [0.3,0.5] and we
choose (1§ ,,48,) = (3,0.4). Note that g¥5(z;u) does not depend on y;. Next, we pursue the
empirical interpolation method of Section 2.4 (using the L*(Q)-norm) to construct S%,, W¥,, T,
and BM 1< M < Muax, for Mmax = 66. We plot in Figures 5-9(a) and (b) the sample set Sﬁl
and the set of interpolation points Tys, respectively. The samples are (almost) symmetric around
the center (3,0.4) and the interpolation points are, of course, centered around z = (3,0.4).

We next generate the sample set S¥ and associated reduced basis space W3 according to the
adaptive sampling procedure described in Section 4.5 with M = My,x for the nonaffine function
approximation. We initialize the procedure with px¥ = (0.05,3,0.4) and thl = 1At and set the
desired error tolerance (for the relative error in the energy norm) to €} min = 1 E-4. We sample
on a parameter test sample Ex € (D)?*20 of size 2420 (Ef is log-random in pu; and deterministic in
p2 and p3); we require Nmax = 256 basis functions to obtain the desired accuracy.

We next present the sample set S%: since we obtain a four-dimensional parameter-time space
now, we first project the sample set S%; down onto (a) the p1-tk-space, and (b) the py-ps-tk-space
and plot the result in Figure 5-10(a) and (b), respectively. We observe, as in Section 4.8.5, that the
samples are biased towards smaller diffusivities p; (note the logarithmic scale). Furthermore, it is
very interesting to note that almost all samples are located on the boundary of the mus-us-space,
i.e., the physical domain in which the source location lies.

5.6.2 Numerical Results

To begin, we present convergence results for the nonaffine function approximation. We present in
Table 5.5 €}, .., P> Am, Tar, and sep as a function of M (see Section 2.4.3 for the definitions
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t=1At t=40 At
_
t=80At t=120 At

e

t=160 At t=200 At

-,

D) .

Figure 5-5: AP II: Concentration ¢(u, t*) for u = (0.05,2.9,0.3) at ¢t = ¢!, ¢40, ¢80, $120 160 ;200
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t=1At t=40At

t=80At t=120 At
t=160 At t=200 At

Figure 5-6: AP II: Concentration c(u,t*) for i = (0.05,3.1,0.5) at t = ¢!, ¢40, ¢80 $120 160 4200

145



Output 1 Output 2

0.7, 0.3
0.6
0.5 0.2
= 04} =
3 =
@ 0.3 W'
0.2 0.1+
0.1
0 : 0 H
0 0.2 04 06 0.8 1 0 0.2 0.4 0.6 0.8 1
timet time t
-2 Output 3 QOutput 4
10719 0.2
0.
& 0.15
i o
wv
0.05¢
0 0
0 02 04 06 08 1 0 02 04 06 08 1
time t time t

Figure 5-7: AP II: Outputs s,(p,t*), 1 < ¢ < 8, for u = (0.05,2.9,0.3) as a function of time.

of these quantities; here E%est is a test sample of size 225). We observe that the maximum error
€3 max for the best approximation converges rapidly with M; that the Lebesgue constant provides
a reasonably sharp measure of the interpolation-induced error; that the Lebesgue constant grows
slowly with M but deteriorates slightly for M = 40; that the error estimator effectivity is reasonably
close to unity (recall that &ps(u) < ep(p), 1 < M < Myay); and that BM is well-conditioned for
our choice of basis.

We now turn to the convergence results and error bounds for the reduced-basis approximation.
In Figure 5-3(a) and (b) we plot, as a function of N and M, the maximum relative error in the
energy norm f?v, M maxrel @0d the maximum relative error bound A?\r, M max.rel} D€TE, E?v, PTANNBEY |
the maximum over Eest, of |||e(u, t5) ||| /|||y (iy, t¥)]||| and AY Mmax,rel 1§ the maximum over Sreg
of A% (1, t5Y) /1| ly(uy, t)]||, where Sres; € (D)1°% is an input sample of size 1000 (a 10 x 10 x 10
grid log-random in p1 and random in sy and p3), and p, = argmax,ez.,., |||ly(x, %))

We first note that NV is much larger than in the previous example because the problem is much
more complex. We observe the same convergence behavior as in the previous numerical example.
For increasing NV and fixed M the interpolation induced error starts to dominate at one point and
the error does not further decrease — only by simultaneously increasing N and M can we obtain
a smaller error and hence a better approximation. We also note that the error bound shows the
same behavior as the actual error. However, there are differences in the (N, M) asymptotes which
may reflect in our choice of N and M: concerning the actual error, we may select M = 30 for
N = 160 without being limited by the interpolation induced error. The M = 30 asymptote for
the error bound, on the other side, already levels off for approximately N = 100 — we thus need

146



Output 1 Output 2

0.7 0.3
0.6
0.5} s
= 04 =
= 2
» 0.3 w"
o2 0.1t
0.1
0 3 0
0 02 04 06 08 1 0 02 04 06 08 1
time t time t
%1072 Output 3 Qutput 4
1.0 0.2
08 0.15
= 0.6 =
2 2 o041
@’ 0.4t @
- 0.05
0 i 0 ; ;
0 02 04 06 08 1 0 02 04 06 08 1

“time t Ttimet

Figure 5-8: AP II: Outputs s,(u,t*), 1 < ¢ <8, for u = (0.05,3.1,0.5) as a function of time.
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Figure 5-9: AP II: (a) Parameter sample set S§,;, Mmax = 66, and (b) interpolation points ty,
1 <m < Mpax, for the nonaffine pollution source (5.68).
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Figure 5-10: AP II: (a) Parameter sample set S%, Nmax = 256, (a) projected onto u;-t*-space; and
(b) projected onto pg-us-tk-space .

Ha

M| €Mmax Pum | Am | Ty | oM
5 | 1.96E-01 | 0.561 | 1.53 | 0.381 | 2.11
10 || 4.17E-02 | 0.377 | 3.92 | 0.455 | 4.66
20 || 3.12E-03 | 0.334 | 5.70 | 0.432 | 11.5
30 || 2.23E-04 | 0.351 | 9.97 | 0.497 | 14.3
40 || 3.26 E-05 | 0.289 | 14.8 | 0.544 | 21.1
50 || 4.43E-06 | 0.258 | 12.2 | 0.337 | 30.8
60 || 6.74E-07 | 0.178 | 40.2 | 0.595 | 34.6

Table 5.5: AP II: Nonaffine function approximation; E"]‘w’max, Prs Ay Ty, and 2ep7 as a function
of M.

148



N | M eyN,M,max,rel Af",\l',M’,ma.x,rel -ﬁy
40 | 20 || 2.26E-01 8.38E-01 | 3.59
80 [ 30 || 2.78E-02 | 5.7T0E-02 |2.40
120 (40 || 5.18E-03 | 887E-03 | 1.89
160 | 40 || 1.07E-03 1.97E-03 | 1.79
200 | 50 || 3.60E-04 | 5.70E-04 |1.72

240 [ 60 || 9.55E-05 | 1.71E-04 | 1.65

Table 5.6: AP II: Convergence rate and effectivities as a function of N and M.

to choose M = 40 so as not to limit the convergence of the error bound. Also, we observe that
the M = 50 and M = 60 curves for the actual error coincide (the M = 40 curve deviates slightly
only for N 2 220); thus choosing M = 50 is sufficient even for N = Np.x. For the error bound
the M = 40 asymptote separates earlier, and there is a slight difference between the M = 50 and
M = 60 asymptotes for N Z 220.
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Figure 5-11: AP II: (a) Maximum relative error in the energy norm and (b) error bound.

In Table 5.6 we present, as a function of N and M, ei,, M max,rel’ A’jv, M maxrel® and the average
effectivity ¥, where 7Y is the average over Sres x I of A?’V,M(u,t’“)/my(u, t*) — yn(u, t%)|||. Here,
we select M, for a given N, such that the nonaffine function approximation does not limit the con-
vergence of the error bound. We confirm the fast convergence already observed in the convergence
plots and note that the effectivities are very good throughout.

We next present in Tables 5.7 and 5.8 the maximum relative output error ef\r’ Mhasali the
maximum relative output bound AY y/ . e, and the average effectivity 73 ), as a function of N
and M for output 1 and 2, respectively (the results for the third and fourth output are similar to the
results presented). Here, €} s 0 re) 1S the maximum over Srest of [s(u, ty (1)) — SN (1, ty (1)) |/ Smax
AN M maxrel 18 the maximum over Zres; of Ay 17 (15 t5) /|Smax| and 7° is the average over Sres

of A?V,M(.u"tn(“))/ls(u:tn(“)) - SN’M([.L,tﬂ(,U))I, where t??()u') = argmaXkey |S(}u'1 tk) - SN(J“’: tk)l
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N | M || €y M masxrel | AN Mmaxrel | TN.M
40 |20 || 2.82E-02 | 2.69E+00 109
80 130 3.91E-03 1.83E-01 70.7
120 {40 || 5.64E-04 2.85E-02 66.2
160 | 40 || 1.03E-04 6.33E-03 66.7
200 | 50 || 1.77TE-05 1.83E-03 142
240 { 60 || 4.27TE-06 5.49E-04 134

Table 5.7: AP II: Maximum relative output error, output bound, and effectivities for output 1.

N | M erJM,max rel A?\f M, max,rel ﬁ?V,M
40 |20 1.64E-01 | 7.34E+00 | 50.5
80 |30 || 147E-02 | 4.99E-01 | 574
120 | 40 |} 2.18E-03 7. 76 E-02 53.1
160 | 40 )| 5.36E-04 1.72E-02 68.4
200 { 50 || 1.33E-04 | 4.99E-03 85.2
240 1 60 || 1.94E-05 1.49E-03 77.0

Table 5.8: AP II: Maximum relative output error, output bound, and effectivities for output 2.

and Smax = MaXuk ) MAX ez, |S(4, tF)|. The error in the output converges fast and the output
effectivities are still acceptable for the simple output bound. However, for an accuracy of the
output error bound of 1%, we require approximately N = 160 and M = 40. Although the true
error is almost two magnitudes smaller, in actual practice we can only guarantee the accuracy as
determined from our error bound. Better effectivities, i.e., sharper bounds, would therefore be
advantageous since the required values for N and M to obtain the desired accuracy decrease — if
the effectivities would be close to one, N = 80 and M = 30 would suffice for a 1% accuracy in the
output bound. We could probably achieve these numbers by introducing the dual problem (see the
results in Section 4.8.5).

Finally, in Table 5.9 we present, as a function of N and M, the online computational times
to calculate sN’M(u,tk) and A‘j\,’ M(u,tk), V k € K. The values are normalized with respect to
the computational time for the direct calculation of the truth approximation output s(u,t*) =
£(y(u, t*)), Vk € K. The computational savings for N = 160 and M = 40 — corresponding to an
output bound with 1% accuracy — are approximately a factor of 30. The corresponding run-time
in MATLAB 6.5 on a 750 MHz Pentium III is 0.78 sec. We note that, despite the O(K M2N?)
complexity to calculate the output bound, the time to calculate sN(u,tk) ultimately dominates
because of the large N. The savings here are pretty small because (¢) the dimension A of the
underlying truth approximation is not very large, and (i) we have to choose N large to obtain the
desired accuracy.
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N [ M| svy(u,tF), VEke K Aﬁv’M(u,tk), VkeK|s(utF), VEke K
40 | 20 1.04E-03 2.34E-03 1
80 | 30 2.78E-03 5.19E-03 1
120 | 40 1.04E-02 1.19E-02 1
160 | 40 1.85E-02 1.75E-02 1
2001 50 3.20E-02 2.65E-02 1
240 ) 60 4.85E-02 3.62E-02 1

Table 5.9: AP II: Online computational times (normalized with respect to the time to solve for
s(u, t*), Vk € K).
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Chapter 6

Nonlinear Parabolic Equations

6.1 Introduction

In the last two chapters we developed reduced-basis methods and associated a posteriori error
estimation procedures for linear parabolic partial differential equations with affine and nonaffine
parameter dependence. We now extend our methodology to treat certain classes of nonaffine
nonlinear parabolic partial differential equations. More specifically, we consider problems where
a(w,v;g) can be written as

a(w, v; glw; z; 1)) = al (w,v) + /Q g(w; z; u) v. (6.1)
Here, z € Q is the spatial coordinate, z € D is the input parameter, a”(w,v) is a bounded bilinear
form, and g(w; z; p) is a nonaffine nonlinear function which is monotonically increasing in w. Similar
to the previous chapter, we will introduce a “collateral” reduced-basis expansion for g(w; z; u) and
employ the empirical interpolation method to determine the coeflicients for the approximation to
g(w; z; ).

The nonlinear dependence on the field variable, however, introduces new numerical difficul-
ties: first, our greedy choice of basis functions ensures good approximation properties, but is very
expensive for the nonlinear time-dependent case; second, since the field variable is not known in
advance, it is difficult to generate an explicit affine approximation of g(w;z;u); and third, it is
challenging to ensure that the online complexity remains independent of A/ even in the presence of
highly nonlinear terms.

In the first part of this chapter we develop the necessary theory and also present a numerical
example to test and confirm our approach. In Section 6.6 we consider the application to a specific
problem in the class of reaction-diffusion systems. Since the focus here is the treatment of the
nonlinear term, we do not consider adjoint formulations (see [121] for an application of adjoint
techniques in the reduced-basis context to the steady Navier-Stokes equation).

6.2 Abstract Formulation

As in the last two chapters, we directly consider a time-discrete framework associated to the time
interval I =]0,t¢]. We recall that I is divided into K subintervals of equal length At = %f, that t* is
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defined by t* = kAL, 0< k< K = EA/%; furthermore, I = {t°,...,t*} and K = {1,..., K}. We shall
consider Euler-Backward for the time integration. We also recall our reference (or “truth”) finite
element approximation space Y of very large dimension N. Clearly, our results must be stable as
At — 0, K — oo, and N — oo.

We directly consider the “truth” approximation here: Given a parameter u € D, we evaluate
the (here, single) output of interest

s(u t*) = Uy(u ), VkeK (6.2)

where the field variable y(u,t*) € Y, Vk € K, satisfies the weak form of the nonlinear parabolic
partial differential equation

(s, t5),0) + At o (y(p, 15),0) + A /Q o (s %) 25 1)
= m(y(u, t*71),v) + At b(v) u(tF), YwveY, (6.3)

with initial condition (say) y(u,t°) = 0. Here, u and D are the input and input domain; m(-,-) and
b(+), £(+) are X-continuous bilinear and linear forms, respectively; a’(-,) is a Y-continuous bilinear
form; u(t*) denotes the (here, single) control input; and g(w; z; u) € L?(Q2), Yw € Y is a nonlinear
nonaffine function of the field variable y(u,t*), the spatial coordinate x, and the parameter u,
which is monotonically increasing in w for all 4 € D. We note that the field variable, y(u, t*), is of
course also a function of the spatial coordinate z. In the sequel we will use the notation y(z; u, tk)
to signify this dependence whenever it is crucial.

We shall make the following assumptions. We assume that a”(-,-) and m(,-) are continuous

a"(w,v) < ylwlyllvly, Vw,vey, (6.4)
m(w,v) < mlwlxllvlx, YwveY; (6.5)
coercive,
al(w,
0 < aazirelgc —Tgﬂ,]?xi)” (6.6)
0 < anm Evlg"/ nﬁsljl’%j), (6.7)

and symmetric, a”(v,w) = a’(w,v), Yv,w € Y, and m(v,w) = m(w,v), Yw,v € X. (We
(plausibly) suppose that vg, Ym, Qa, 04, may be chosen independent of A'.) We also require that
the linear forms b(:) : ¥ — IR and #(:) : ¥ — IR be bounded with respect to || - ||x. And finally,
we require that all linear and bilinear forms are independent of time — the system is thus linear
time-invariant (LTT).

Since the focus of this section is the treatment of the nonlinearity g(w;x; ) we assume that
the bilinear and linear forms m, a’ and b, ¢ are parameter independent; a parameter dependence
of either form is readily admitted. Note also that our results presented here directly carry over to
the case where g is also an explicit function of (discrete) time t¥.
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6.2.1 Numerical Exercise 5: A Nonlinear Diffusion Problem

We now turn to a numerical example. We consider the following nonlinear diffusion problem defined
on the unit square, Q =0, 1[?€ R%: Given u = (u1, u2) € D* = [0.01, 10]2, we evaluate y(u,t*) € Y’
from (6.3), where Y C Y® = H}(Q) is a linear finite element truth approximation subspace of
dimension N = 2601,

m(w,v) = —/g;wv, al(w,v) :/S;Vw-V’u, b(v) = 100[91) sin(27z) cos(2wza), (6.8)

and the nonlinearity is given by

er2y(mt*) _ 1

9(y(u,t*); p) = pg ——. (6.9)
H2

The output s(u, t*) is evaluated from (6.2) with £(v) = [, v. We presume the periodic control input
u(t*) = sin(27t*), t* € I. We shall consider the time interval I = [0,2] and a timestep At = 0.01;
we thus have K = 200.

We note that us represent the strength of the nonlinearity whereas p; represents strength of
the sink term in (6.9); as ua — 0 we have g(w; u) — pyw. The solution thus tends to the solution
for the linear problem as us tends to zero. We believe that, because of the monotonicity of g,
it can be proven that the problem is well-posed. Two snapshots of the solution y(u,t*) at time
tk = 25At are shown for u = (0.01,0.01) and g = (10,10) in Figures 6-1(a) and (b), respectively.
We observe that the solution has two negative peaks and two positive peaks with similar height for
= (0.01,0.01) (which oscillate back and forth in time). As s increases, the height of the negative
peaks remains largely unchanged, while the positive peaks get rectified as shown in Figure 6-1(b).
The exponential nonlinearity has a damping effect on the positive part of y(u, t*), but has (almost)
no effect on the negative part. Note that the solution for p = (10,10), of course, also oscillates in
time — with the positive peaks always being smaller than the negative peaks.

Solution for p = (10,10), *-2541 Solution for u = (10,10), t=25At

SN
CSOCIIIY
eSS

(a)
Figure 6-1: NE 5: Solution y(u,t*) at t* = 25A¢ for (a) = (0.01,0.01) and (b) u = (10,10).

The influence of the nonlinearity is also evident in the output s(u,t*) — the average of y(u, t*)
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over { — plotted in Figure 6-2(a) and (b) for p = (0.01,0.01) and p = (10,10), respectively.
Note the very different scaling of the output for the two parameters: s(u,t¥) is close to zero for
p = (0.01,0.01) since the positive and negative peaks of y(u,t*) have almost the same hight. For
p = (10,10) the output is well below zero for all times and oscillates with approximately twice the
frequency.

10~ Ouptut s(u.t) for 1 = (0.01,0.01) Ouptut s(u.t%) for u = (10,10)

4%

0 0.5 1 15 2 0 0.5 1 15 2
time t time t

(a) (b)
Figure 6-2: NE 5: Output s(u,t*) for (a) u = (0.01,0.01) and (b) u = (10,10).

6.3 Reduced-Basis Approximation

6.3.1 Formulation

We first introduce the nested sample sets S¥ = {i} € D,...,ji% € ﬁ}J 1 £ N € Nuwsy snid
SY ={i{ € D,...,ji; € D}, 1 £ M < Mpay where ji = (1,t*) and D = D x T. Note that,
since g(+; z; p) is a function of the field variable y(u, t*), the sample set S}, must now also reside in
parameter-time space D; in general, S¥, # S, and in fact N # M. We then define the associated
nested Lagrangian [85] reduced-basis space

WX =span{(, = y(@¥%), 1<n< N}, 1< N < Npax, (6.10)

where y(ji%) is the solution of (6.2) at time t = t¥ for u = Y. We also define the nested collateral
reduced-basis space

Wiy = span{&, = g(y(i5); 73 1), 1 <n < M} =span{qy,..., qu}, 1< M < My, (6.11)

and nested set of interpolation points Ths = {t1,...,tm}, 1 < M < Mpax.

Let us first assume that we do not have access to the empirical interpolation method and instead
follow the standard approach. We would then our reduced-basis approximation by a standard
Galerkin projection: given p € D, the reduced-basis approximation yy(u,t*) € W3 to y(u, t*)
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satisfies

iy (1, ), 0) + At aE(yn (5, v) + At /Q olun (i, ) 23 0) 0
= m(yn(u, t*71),v) + At bv) u(t*), Yoe WY, VkeK, (6.12)

We may now express yn (1, ) = Zjvzl yn; (@, t¥)¢; and choose as test functions v = ¢, 1 <i < N,
in (6.12) to obtain, Vk € K,

N
Z C])CZ +At a CyaCz }yNJ ,LL, +At / (ZyNj(ﬂ7 C]ax M) C
- N
= > m(G,G) uns (1) + At b(G) u(tF), 1<i<N. (6.13)
j=1

We may now apply a (say) Newton iterative scheme to solve (6.13) at each timestep for yn; (u, ¢ k), 1<
J < N: given the solution at the previous timestep, yn; (1, t*=1), 1 < j < N and a current iterate
ng]-(,u,tk), 1<j <N, we find an increment dyy;, 1 < j < N, such that

N
Z{m(Cj,QHAt a((;,¢) + At /gl(ZyNn(/v‘: )Gns 73 u) G Ci} Syn;
=1

N

N
> m(G, G ung (s R + At b(G) u(tk) - Z {m(¢,¢)

+At a‘L(CjaCi)} gNj(ﬂatk> - At / (Zyl\/] M? CJ:‘KB M) g’i: 1< i < Na(614)

where g1 is the partial derivative with respect to the first argument.

We note that if g is a low-order &z}t most quadratlcally) polynomlal nonhneamty in y(u, t*), we
can expand the nonlinear terms g(3 ;_; gn; (. ¢ )¢j5 25 1) and gl(znﬂ Gnn (1, t7)Cn; 3 1) into their
power series and develop an efficient, i.e., online AM-independent, offline-online computational de-
composition [122, 121]. Unfortunately, for high-order polynomial or non-polynomial nonlinearities
this trick cannot be used. Hence, g(3>7_; In; (1, t*)¢s: 75 10)¢s and g1 (30, Gnvn (14, 8) s 23 1) GG
must be evaluated online at every Newton iteration with A-dependent cost.

To recover online N-independent cost, we again appeal to the empirical interpolation method.
We replace the nonlinearity g(yn(u,t*);z; ) in (6.12) by the affine approximation gy (z; s, %)
given by

M
gat ™ @ s ) = 3 ortm(p,tF) gm(2) (6.15)
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where the coefficients @asm, (1, t*) are determined from

M
> OBY omi(ut®) = gluw ety tF)iti ), 1< <M, (6.16)
j=1

and B{}J = g;(t;), 1 <4,j < M. Note that, contrary to the nonaffine case, wpr(u,t*) now also

depends on time. Our reduced-basis approximation yn (4, t*) to y(u,t*) is then obtained by a
standard Galerkin projection: given u € D, yn (i, t*) € W satisfles

m(yN,M(ua tk)7 U) + At aL(yN,M(“, tk)v ’U) + At /Qg?]{/JIVYM(:C; H, tk) v
= m(yn.a (. t°71),0) + At b(w) u(tF), Yoe W}, VkeK, (6.17)

with initial condition yn as(p,t°) = 0. We will show in the next section that (6.17) indeed allows
an efficient offfine-online decomposition. Finally, we evaluate the output from

svar (s tF) = Lyn o (t*), VEEK. (6.18)

At this point we should remark that our current approach of constructing the sample set Sg/l and
associated reduced-basis space W3, in the nonlinear parabolic case is computationally prohibitively
profligate. The reason, related to our greedy adaptive sampling procedure proposed in Section 2.4,
is twofold. First, we need to calculate and store the “truth” solution y(u,t*) at all times t* € T on
the grid Z9 in parameter space. For our numerical example in Section 6.2.1 Z9 is of size 144 —
we thus need to solve (6.3) 144 times and store 144 x 200 “truth” solutions y(u,t*)! And second,
as pointed out in Section 2.4, determining the next sample point fif in 59 = 29 x I requires the
solution of a linear program for all ;z € Z9 if the function g is time-varying, as is inherently the
case in the nonlinear context.! We note, however, that both of these reasons are due to the fact
that we do not have an error estimator for y(u, t*) without knowing the approximation for g (which
depends on y{u, tk)). Since this computation is too expensive in our current implementation, we
revert to the least squares surrogate in this chapter. In choosing this approach we in fact rely on
our numerical comparison in Section 2.4 which shows that we can expect similar results.

6.3.2 Offline-Online Computational Procedure

In this section we develop the offline-online computational decomposition to recover online N-
independence even in the nonlinear case. We first express yn as(p, t*) as

N
yN,M(:U‘rtk) = Z yN,Mn(Nvtk) C‘nd (619)

n=1

and choose as test functions v = ¢, 1 <n < N, in (6.17).

It then follows from (6.15) that QNM(“’tk) = [ynar1 (1, t%) ynar2(u t®) o yn (et T €

'Note that in the linear nonaffine parabolic case the function g depends only on z and p and not on time.
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RY, Vk € K, satisfies
(Mn + At Apn) QN,M(“’tk) + At ¢VM om (i, t%) = My EN)M(u,tk_l) + At By u(tF), (6.20)

with initial condition yn ar,(p,t%) =0, 1 <n < N. Here, the coefficients ¢y (u,t*) = [on1(p, tF)
orma(u, tF) ... o m(p, t9)]T € RM are determined from (6.16); My € RV*N Ay € RV*N | and
CNM ¢ RNXM | oy parameter-independent matrices with entries Myi;=m(G,¢), 1<4,5< N,
Anij = alG,G), 1<4,5 < Nyand CM = [ Gg;, 1<i< N, 1<j< M, respectively; and
By € R¥ is a parameter independent vector with entries By; = (), 1<i<N?2

We can now substitute @as., (1, t*) from (6.16) into (6.20) to obtain the nonlinear algebraic
system

(My + At Ap) gN’M(u,tk) + At DNM g(ZN’MQNYM(u,tk);gM;u)
=My Yy 2t + At By u(tF), VEkeK, (6.21)
where DNM — ON.M(pMy-1 ¢ RN*M | ZNM ¢ RMxN i5 5 parameter-independent matrix with
entries Zi{Vj’M =¢Gti), 1<i< M 1<3j<N, and ty = [ti ... tm]T € RM is the set of
interpolation points. We now solve for Yy M([t, t*) at each timestep using a Newton iterative scheme:

given the solution for the previous timestep, y . M(/.L, 1), and a current iterate Iy M(u, t*), we
find an increment Sy N Such that

(My + At Ay + AtEN) 5y,
= My QN’M(M,tk—l) + At By(u) u(th) — (My + At Ay) Uy e (b tk)
— At DVM g(ZNM g ()it ), (6.22)

where EN € R¥*N must be calculated at every Newton iteration from

M N
Efj=> DY (ZgN,Mn(n,t’“)cn(tm);tm;u) (tm), 1<i,j<N. (6.23)
m=1 n=1

Finally, we evaluate the output estimate from
ky _ rT k
SN,M(/J"t ) - LN QN,M(/JJ )a Vke K7 (624)

where Ly € RY is the output vector with entries Ly;=4(¢), 1<i<N.

The offline-online decomposition is now clear. In the offline stage — performed only once — we
first construct the nested approximation spaces W, and sets of interpolation points Ty, 1 < M <
Mmax; we then solve for the Cny 1 <1 < Npay and compute and store the p-independent quantities
My, Ay, BM, DN:M By, and ZV¥'M | In the online stage — performed many times, for each new
parameter value 4 — we solve (6.22) for y N, M(u,tk) and evaluate the output estimate s ar(u, t*)

from (6.24). The operation count is dominated by the Newton update at each timestep: we first

*We follow the notation based on the previous chapters here. It should be straightforward to distinguish between
the control vector, By, and the “interpolation” matrix, B¥ in (6.16).
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assemble EVN from (6.23) at cost O(MN?) — note that we perform the sum in the parenthesis
of (6.23) first before performing the outer sum — and then invert the left hand side of (6.22) at
cost O(IN3). The operation count in the online stage is thus O(RK (M N? + N?)), where & is the
average number of Newton steps per timestep. We thus recover A-independence in the online stage.

We remark that, in actual practice, M can be quite large — and in fact much larger than N.
In this case it is straightforward to reduce M without sacrificing accuracy by splitting the time
interval T into several smaller subintervals Iy, ..., Iz such that T = U’izl,l' I;. We then construct,
in the offline stage, 7 separate samples sets Sﬁ,[ ;» 1 <1< T and associated reduced-basis spaces
Wf\'/j ;s 1 <4< T on each interval I;, 1 < ¢ < Z. In the online stage we simply “switch” to the
corresponding sample — and hence Ty, BM, and DMM . 35 time progresses. This approach
renders the offline computation more expensive, but can increases the online efficiency considerably

while retaining the desired accuracy.

6.4 A Posteriori Error Estimation

6.4.1 Preliminaries

We now turn to the development of our a posteriori error estimator; by construction rather similar

to the nonaffine parabolic case in Chapter 5. To begin, we recall that the bilinear form al is

assumed to be parameter independent here; we can thus use the coercivity constant ¢, and have
no need for the lower bound é&,(p) required earlier. We next introduce the dual norm of the residual

R(v; p, t*
EN,M(FL:tk) = sup Rlvip,t7)

, VkekK, (6.25)
vey  vly

where
1 —
R(’U;/J” tk) = b(’U) u(tk) - Zim(yN,M(/j"tk) - yN,M(Pﬁ tk 1)7U)
— oL (yn,m (1, t9),0) - / gV (zu,tF) v, YveY,VkeK, (6.26)
Q

is the residual associated to the nonlinear parabolic problem. We also require the dual norm

v
¥, = sup &—q—@-— (6.27)
veY HU”Y
and the error bound ép/(u, tk) for the nonlinear function approximation given by
Ent (1, tF) = g(ymna (Earns 1, %) tassns 1) — gn (U, as (Earat 1y B0)s Eargns o) (6.28)

We note that, contrary to the nonaffine case, the error bound £s(u,t*) is now also a function of
(discrete) time.

The bounding properties for the errors in the field variable and the output estimate are stated
below. Throughout this section we assume that the “truth” solution y(u,t) satisfy (6.3) and the
corresponding reduced-basis approximation yn am (i, t*) satisfies (6.17), respectively.
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6.4.2 Error Bound Formulation
Primal Variable

We obtain the following result for the error in the energy norm.

Proposition 17. Suppose that g{yn m{p,t*);u) € Wi, Vk € K. Let e(u, t*) = y(u,t*) —
yn.M (1, t*) be the error in the field variable and define the “spatio-temporal” energy norm.

k 2
lo(w, )] = (m(v(u,tk)»v(uytk)) + 3 aF(o(p, ™), u(n, t¥)) At ) , YveY.  (6.29)
k'=1

The error is then bounded by
e, )] < AY pr(1,t%), YpeD, VEeK, (6.30)

where the error bound A?V’M(’u, tk) is defined as

=

k k
2A¢ 12 2A¢ n 2
N}IV,M(Mtk) = ( E enm(pt?) + 19‘1{42 § En (i, t*) ) . (6.31)

¢ k=1 “a k=1

Proof. We immediately derive from (6.3) and (6.26) that e(u, t*) = y(u, t*) — yn s (u, t*), Vk € K,
satisfies

m(e(p, t*),v) + Atal(e(u,t*),v) + At /Q (g(y(u,tk);x; () — g(yN,M(u,t'“);x;u)) v

= m{e(u, t* 1), v) + At R(v; p, tF) + At / (9}1(?’“ (3 11, %) — glyn,m (p, t5); ar;#)) v, Vo ey,
Q
(6.32)

where e(u,t%) = 0 since y(i,t°) = yn m (1, t°) = 0 by assumption. We now choose v = e(u, t*)
in (6.32), immediately note from the monotonicity of g that

/Q (g(y(u, 7Yz 1) — glyn,m (s, tk);f&#)) e(p, t*) > 0; (6.33)

invoke (6.25) and the Cauchy-Schwarz inequality for the cross term m(e(u, t*~1), e(u, t*)) to obtain,
Vi ek,

m{e(p, ), e(1, %)) + At a”(e(u, 1), e(u, t¥)) < m3 (e, t571), e(u, t571)) m2 (e(u, 1), e(u, %))
+ Atenm () fle(u, )|y + At /Q (93 (@5 1,85 = gy (s t5);23) ) e(pst¥). (6.34)
We will now apply (4.30) twice: first, choosing ¢ = m%(e(u, t5), e(p, t%)), d = m%(e(u,tk_l), e(p, t*=1)),
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and p = 1, we obtain

2 3 (e(u, t7), (i, 19)) m3 (e, t5 1), e, 1)) < mlep, t571), e(u, t571)) +mle(p, %), e(u, t));

(6.35)
and second, choosing ¢ = ey (s, t*), d = |le(p, t¥)|ly, and p = (aa/2)% we have
9 k k 2 k2, Qa k)12
en (%) le(u, )y < — en(u )" + = lle(u )y (6.36)
a
We now note from our assumption g(yn, ar (i, t*); z; u) € W3, and Proposition 2 that
(93 (@51 8%) = gy (st 2312) ) = Ena (1 %) apg2 (2 (6.37)
it thus follows that
2 [ (4 i t) - gluman(p )iz el
yNM k A
:E 7)) = glynm (1, 7)) ) v
< 2 oup SO Ent) ol By ) vy, iy
vey vy
N q v
< 2eulut) sup {1 e oy
vey | lvlly
< 2 ép(p,t*) 9% e, th)lly
2 2 o
< emlwtt) 99+ 5 et (6.38)

a

where we applied (4.30) with ¢ = &pr{, t*) 9%, d = |le(u, t*)|y, and p = (aa/2)% in the last step.
Finally, from (6.34), (6.35), (6.36), (6.38), and invoking (6.6) we obtain the bound

k k
2
m(e(/J” tk>v €([L, tk))+At Z a(e(p,, tk ) (/-Lv S Z (ENM /‘thk ) -+ 19(1 2 gM(/J’v k ) )
k=1 =1
(6.39)
which is the result stated in Proposition 17. |

We note from (6.31) that our error bound comprises two terms: the contribution from the
linear (affine) terms and from the nonlinear (nonaffine) function approximation. Similar to the
linear nonaffine case, we may thus choose N and M such that both contributions balance, i.e.,
neither N nor M should be chosen unnecessarily high. However, our choice should also take the
rigor of the error bound into account — we comment on this issue after stating the bounding
property for the output estimate.

Output Bound

We can now define the (simple) output bound
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Proposition 18. Suppose that g{yn m{p,t*);p) € Wf,lﬂ, Vk € K. The error in the output is
then bounded by

|s(u,t%) — sy (s t5)] < A%y pr(,8%), VEEK, V€D, (6.40)

where the output bound is defined as

(v
v (s £) = sup Wlf\l—))c AY (), VEEK, VueD. (6.41)

Proof. The result directly follows from (6.2), (6.18), and the fact that the error satisfies ||e(u, t*))||x <
A?vyM(u,tk),‘v’keK, VueD. O

We note that the condition g(yn, (i, t*); u) € Wi, +1» Vk € K is very unlikely to hold: first,
because W§; is constructed based on g(y(u, t*); 1) and not g(yn ar(p,t*)), and second, particularly
because of the time-dependence of g(yn sy, t¥); ). Our choice of N and M is thus even more im-
portant — the contribution of the non-rigorous part, 9%,&a(u, t¥), to the error bound AZ;V’ ar (s %)
should be small compared to the contribution of the rigorous part &y (i, t¥).

6.4.3 OfHine-Online Computational Procedure

The offline-online computational procedures for the calculation of AY ,,(u,t*) (and AN s t5))
are very similar to the previous discussions in Sections 4.4.4 and 5.4.3. We will therefore omit the
details and only summarize the computational costs involved in the online stage. In the online
stage — given a new parameter value x4 and associated reduced-basis solution y NM (u,t%), Vk e K

-~ the computational cost to evaluate A,/ (u,t*) (and hence A ari, t*)) is O(K (N + M)?) and
thus independent of N.

6.5 Results for Numerical Exercise 5

We now return to our model problem from Section 6.2.1. We first construct the sample set S, and
associated reduced-basis space W§, — and hence Ty and Bjs — using the empirical interpolation
method described in Section 2.4.3; we employ the surrogate least squares approach on =9 = 29 x [
for the greedy procedure, where 29 ¢ D4 is a regular 12 x 12 grid.

We next generate the sample set S}{, and associated reduced basis space W} according to the
adaptive sampling procedure described in Section 4.5 — since the “truth” solutions y(u,t*) are
stored on 29, we sample on this parameter-time grid and base our choice of basis on the energy
norm of the true error e(u,t*) and not on the error bound. We initialize the procedure with
©¥ = (0.01,0.01) and t*1 = 1At and set the desired error tolerance (for the relative error in
the energy norm) to €t min = 1E-6. We sample on the parameter test sample Z9 used for the
construction of S%,. We need Nyax = 55 basis functions to obtain the desired accuracy.

We plot the sample set S% in p — tk-space in Figure 6-3. We note that the samples are
largely located in the gy = 10 plane where the strength of the nonlinearity is largest. Furthermore,
because of the periodic control input, all samples are selected within the first 100 timesteps although
K =200 here.
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Sample SetSY,N__ =55
max

100 i
80y 0
L3
404
208

10
10

Figure 6-3: NE 5: Sample set S¥,.

M 6yf\",]\{,ma.x,rel A?V,M,max,rel ﬁy

10 | 3.82E-01 | 4.22E+01 |79.8
30 | 1.36E-02 | 1.17TE+00 | 26.0
50 || 1.62E-03 | 3.54E-02 | 8.65
80 || 1.46E-04 | 3.52E-03 |8.25
30110 | 1.88E-05 1.01E-04 |3.82

40 | 140 || 494E-06 | 1.78E-05 | 1.69

S5 o2

Table 6.1: NE 5: Convergence rate and effectivities as a function of N and M.

In Figure 6-4(a) and (b) we plot the maximum relative error e?v, Mmaxrel @1d maximum rel-
ative error bound A?fv, M,max,rel 85 @ function of N and M, respectively; here € p; .. o is the
maximum over Erest of |||e(u, t5)|||/||ly(uy, t5)||| and AN M maxrel 15 the maximum over Sregt of
A]yV,M(#:tK)/my(uy!tK)|||’ where ,l.Ly = a'rgma‘x,UEETest. |Hy(,u,tK)|||, and ETest o (D)225 is a test
sample of size 225 (a regular 15 x 15 grid). We observe the same convergence behavior as in the
nonaffine case: the curves level off at lower and lower levels as M increases. However, M is much
larger now as compared to the nonaffine case due to the (implicit) time dependence of g. We also
note that the true error essentially converged for M = 80 — the M — 80 and M = 100 asymptotes
are identical. The error bound, on the other side, still decreases considerably for M > 80 (note the
different M values in the two plots). To obtain small relative error bounds we should thus choose
M large.

In Table 6.1 we present, as a function of N and M, E?v, T a— A?‘& M,max rel» a0d the average

effectivity 7¥: ¥ is the average over Sre % I of A?V,M(u,tk)/my(y,tk) —yn (1, t%)]||. We confirm
the fast convergence already observed in Figure 6-4 and observe that the effectivities are very good
for higher values of N and M.

We now turn to the output estimate and present the maximum relative output error E AT R
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Figure 6-4: NE 5: (a) Maximum relative error in the energy norm and (b) maximum relative error
bound.

M E?V,M,mﬂel A';’)‘\F,M,xna.x,rel ﬁif,M
10 || 1.00E-00 | 9.19E+02 | 494
30 || 1L.91E-02 | 2.55E+01 597
50 || 146 E-04 7T71E-01 | 1410
80 || 1.6TE-05 7.66E-02 | 1357
110 || 5.16 E-06 2.21E-03 416
40 (140 | 1.56E-06 | 3.88E-04 | 200

ES o=

Table 6.2: NE 5: Maximum relative output error, output bound, and effectivities.

the maximum relative output bound AYN Mmaxre» and the average effectivity 7} 5, as a func-
tion of N and M in Table 6.2. Here, €N, M max,rel 15 the maximum over Eres; of [s(p,t, (1)) —

SN (1 tn(11))|/ Smaxs AN a1 max.rel 1S the maximum over Eest of A (1, t5) /|3max| and 7° is the aver-

age over Eeat of Ay yy (st (1)) /1511, by (1)) — 5,01 (st (1)), Where (1) = arg maxyey |s(u, t5) —
sn(u,t%)| and spay = MaxXk ) MaXyezr,, |S(1,t%)|. The reduced-basis output estimate converges
very fast: for only N =5 and M = 30 the relative error in the output is close to 1%. However, the
output bound largely overestimates the true error, which is reflected in the very large effectivities.
For an accuracy of 1% in the output bound, we would thus require approximately N = 25 and
M = 100. Introducing adjoint techniques [121] might be a remedy for the poor output bounds.
Finally, in Table 6.3 we present, as a function of N and M, the online computational times
to calculate sy ar(u,t*) and AN (1 tF), Vk € K. The values are normalized with respect to
the computational time for the direct calculation of the truth approximation output s(u,t*) =
£(y(u,tF)), Yk € K. We note that the gain in the online response time is much larger in the
nonlinear case. This is mainly due to the fact that solving for the “truth” approximation (6.6)
involves the matrix assembly of the nonlinear terms. The actual run-time to compute the output
estimate and output bound in MATLAB 6.5 on a 750 MHz Pentium III is 1.41 (for N = 25,
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N M [ snu(pt®), VE€K] Ay (1, t7), VE € K] s(p,tF), VE€K
1110 6.62E—05 8.66 E—-05 1
51 30 1.19E-04 7.35E-05 1
10| 50 1.74E-04 9.57E-05 1
20| 80 3.88E-04 1.57E-04 1
30 | 110 7.20E-04 2.62E-04 1
40 | 140 1.22E-03 4.33E-04 1

Table 6.3: Online computational times (normalized with respect to the time to solve for
s(p, t%), Yk € K).

M = 100). We already pointed out, however, that the offline computations necessary in the
nonlinear case are also more extensive — primarily due to the sampling procedure for Slgw. If
the many-query context, or a clear demand for real-time response of an engineering system or
component in operation, can justify the offline cost, the reduced-basis methods, and in particular
our approach described here, can be gainfully employed in many practical applications.

6.6 Application to Reaction-Diffusion Systems

In this section we apply our method to a specific problem belonging to the class of nonlinear
reaction-diffusion systems [26]. Reaction-diffusion systems are an interesting area of application
for several reasons: First of all, they appear in a large number of real-world applications: ranging
from Biology [22], where reaction-diffusion equations characterize the pattern formation in mor-
phogenesis and mutations in genetics; to Ecology, where they govern predator-prey relation and
the spreading of epidemics; to Physiology, where the conduction in nerves and carbon monoxide
poisoning is described by reaction-diffusion equations; to Chemistry [5, 6, 32], probably the most
notable application area of reaction-diffusion equations. Furthermore, inherent to these equations
and the specific application area are a large number of parameters, which, in general, have a very
strong influence on the dynamic behavior of the system, e.g., such as reaction rates in chemistry.
To analyze and understand the specific problem, many different parameter combinations have to be
investigated. The solution of reaction-diffusion equations, however, is a very challenging task be-
cause the equations are time-dependent, and often highly nonlinear and coupled. Efficient solution
techniques which can characterize many parameter combinations are therefore important. Finally,
in many applications — such as chemical engineering — understanding, modeling, and simulation
is often only the first step; the original goal is to control the behavior and outcome using (say)
techniques from optimal control theory [58].
The general form of a reaction-diffusion equation can be written as

WEEY, G (D(p)y(asn0) + Fy s 1) ), (6.42)

Here, z € Q C R? is the spatial domain, u € D is the parameter vector, y is the vector-valued field
variable, e.g., containing temperatures and concentrations, D(u) is the diffusion matrix, and f(y; i)
is a vector-valued function containing the (non)linear reaction terms. Our particular application
is the self-ignition of a coal stockpile introduced in Section 1.1.1. We note, however, that similar

166



models are also used in combustion theory, biology, and in the description of porous catalysts.

We note that we cannot apply our a posteriori error estimation procedures to this problem
because (i) the system is coupled, and (ii) our monotonicity assumption for the nonlinearity is
not satisfied. We therefore only consider the reduced-basis approximation and do not discuss the a
posterior: error estimation.

6.6.1 AP III: Self-Ignition of a Coal Stockpile

More specifically, we consider a one-dimensional non-isothermal reaction-diffusion model for the
self-ignition of a coal stockpile with Arrhenius type nonlinearity [105, 103, 23], described in detail
in Section 1.1.1. The parameters governing the dynamic behavior of the system are the Arrhenius
number, v, the Prater temperature, 8, the Lewis number, Le, and the Thiele modulus, ®. Here,
we assume that three of those parameters — 3, Le, and ¢ — are fixed and only ~ is varying. The
values, taken from [23], are given by 3 = 4.287, 2 = 70000, and Le = 0.233; and +y varies in the
range 12 < < 12.6. We can thus identify the input parameter u = v € D = [12,12.6] ¢ RF=1.
We will see that the system exhibits a very interesting dynamical behavior in terms of complex
oscillatory patterns for this parameter range.

We next derive the weak form of the governing equations (1.14) and (1.15) and discretize in
time using Euler-Backward. We also introduce the linear finite truth approximation subspaces
Yr = {vjv € HY(),v = 0|g=0,1} and Y. = {vjv € H'(Q),v = 0|z=0} of dimensions N = 800 and
N = 801, respectively; here Q = [0,1] is the spatial domain. We shall consider the time interval
I =10,6) and a timestep At = 1E~3; we thus have K = 6000. Our truth approximation is thus:
Given p € D, find T(u,t*) € Yr and c(u, t*) € Y, Vk € K, such that?

m(T(p,t*),vr) + At o(T(p, 1), vr)

—At 3 92 / (c(p,t*) + 1) e~ #/(TGtF)+1) 4 = m(T (s, t* 1), vp), Vor €Yy (643)
Q

m(e(p, t*), ve) + At Le ale(p, ), ve)
+At &2 / (c(p, tF) + 1) e~/ @t o = mie(u, 1), v0), Ve €Y, (6.44)
Q
with inital conditions T'(u, %) = Ty, c(i1,t%) = 5. We then evaluate the outputs from

sHu, tF) = (T (u,t*)), VEkeK, (6.45)

and

s (1, t%) = (c(u, tF)), VEkeK. (6.46)
Here, ¢(v) = [, d(z — 0.2) v, and the bilinear forms are given by

m(w,v):/Qwv, a(w,v)=/QVw-Vv. (6.47)

®Note that we use our usual notation here: T{u,t*) = T(x; 1, t*) and c(u, t*) = c(z; p, t°).
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We also define the nonlinearity g as
9(c(u, %), T, 1%); 1) = (clps, t¥) + 1) e/ TWt)+1), (6.48)

We plot in Figure 6-5(a) and (b) the outputs s! and s? for u = 12.0 over (discrete) time and in
phase space s' — s2, respectively. The sharp peak in the temperature output s' and corresponding
drop in the concentration output s? indicates the ignition of the system. After the ignition, the
system goes into a stable steady-state solution. In Figure 6-6(a) and (b) we show the corresponding
output plots for ;1 = 12.5; we first note that the ignition occurs later in time and that the maximum
temperature reached is higher. For this parameter value the system does not return to a steady-
state solution, but converges to a period 1 limit cycle. Finally, we present in Figures 6-7(a) and (b)
the output plots for u = 12.6: the time of ignition occurs at a later and the maximum temperature
is higher than before. Although hardly visible in the phase plot because of the initial transients,
the system converges to a limit cycle with mixed mode oscillations. We show in Figures 6-8 the
phase plots for the two parameter values y = 12.5 and g = 12.6 without the transient behavior.
We can clearly see the period 1 limit cycle for 4 = 12.5; as u is increased, a period doubling cascade
occurs leading to the mixed mode oscillations for u = 12.6.

Output, p = 12 Phase Plot:p = 12
4 T T : 0.8 T T T T
— s1(u,t):Temperature
35k ; Syl Concentration || 0.7+ ; e S seTsmis s nves O
al J
25; 5 ’
5 g 1
a —
2 9 =]
3 8 ]
Q
150 Gy o
$ ~
0_5{] s 3 : ] i 2 s et 4
T : : 1 T _0.1 i i ; H A
00 1 2 3 4 5 6 ® 1 1.5 2 2.5 3 as 4
time t Temperature
(a) (b)

Figure 6-5: AP III: Outputs s1(u,t*) and sa(u,t*) for 4 = 12.0, (a) as a function of time (b) phase
plot.

6.6.2 Reduced-Basis Approximation

We first introduce the nested sample sets S}\;T = {if € @,...,[LNT € D}, 1 < Np < N7 max;
S, = {af € @,...,ﬁfvc €D, 1< N: < Nemax, and — for the nonlinearity S, = {i] €

D, oo ligy € ﬁ}, 1 < M < Mpax, where ji = (i,t*) and D = D x I. We then define the associated
nested Lagrangian reduced-basis spaces

Wi =span{¢% = T(uI,t*%), 1<n < Nz}, 1< Nr< Nrmax (6.49)

168



Output, p =125 Phase Plot:pu = 12.5

4 T T T I 0.8 T T T
- [ — s,(.0): Temperature
B5F | —— Sy(Hit): Concentration | 4
3r 4
2 ] |
2 s
2 =
=1
1.5F o]
5
o.sr-' : |
0 A ; h { —01 i i i i i
0 1 2 3 4 5 6 o 1 R 2 25 3 35 4
time t Temperature

(a) (b)

Figure 6-6: AP III: Outputs s1(u, t*) and so(u,t*) for 4 = 12.5, (a) as a function of time (b) phase
plot.

Qutput, p =12.6 Phase Plot:pu = 12.6
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Figure 6-7: AP III: Outputs s1(u, t*) and sg(u,t*) for u = 12.6, (a) as a function of time (b) phase
plot.
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Phase Plot:p = 12,5 Phase Plot:u = 12.6
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Figure 6-8: AP III: Outputs s1(u,t*) and sa(u, t*) in phase plane for (a) p = 12.5 and (b) p = 12.6.

and
W§, = span{¢5, = c(ps,t¥7), 1<n < N}, 1< N, < Nemax (6.50)

where T(u7,tk7) and c(us,t%%) are the solutions of (6.43) and (6.44) at time ¢ = t*= for p = pT
and t = tha for p = My, respectively. We also define the nested collateral reduced-basis space

Wi = span{ém = g(c(ih,), T(i,); u), 1 < m < M}
= span{q,...,qm}, 1 < M < Mpax, (6.51)

and nested set of interpolation points Ty = {t1,...,tm}, 1 € M < Mpay.

Our reduced-basis approximation is then: given u € D, T (p, t*) € W?\;T and ey ar(p,tF) €
Wx

m(Tw (1, %), vr) + At a(Tn pr (e, tF), vr)

—At 3 ®? fﬂ goNMINM (1)) %Y wp = m(Tw o (1, 571), 0r), Vor € W, (6.52)

m(CN,M ([J’,, tk)a vC) + At Le G'(CN,M(Ms tk)s UC)
+At <I>2f gﬁj}"M’TN'M (z; p, t*) v, = m(cN,M(p,tk_l),'vc), Vv, € W§_(6.53)
Q

with inital conditions determined from m/(T (i, t°), vr) = m(Ty, vr), Yor € WET, and m(e(u, t°),v.) =

m(co, ve), Vv, € W§.; here g;?'M’TN’M(:E;u, t¥) is the approximation to g(e(u, tF), T'(u, t*); 1) given
by
. M
gad ™M (@5 ) = Y onm (1,8 g (2) (6.54)

m=1
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where the coefficients @, (i, t*) are determined from

M

> Bl oni(utF) = glelts p t7), Tt t*);p), 1<i< M (6.55)
j=1

and B%’I =q;(ti), 1 <4,5 <M, 1< M < My, Finally, we evaluate the outputs from
S%V,M(Ma tk) = e(TN,M(Ma tk))a Vke€ K, (656)

and
sk (1,1°) = Llen m(u,th)), VEEK. (6.57)

Offline-Online Procedure

The offline-online procedure follows directly from our previous discussion in Section 6.3.2. We first
express

Np
T (p,t) = Y CE T aan (e, 29), (6.58)

n=1

N
en (i, t*) = Y CE e man(ust), (6.59)

n=1
and choose as test functions vy = ¢, 1 <n < Nr in (6.52), and v, = ¢, 1 <m < N.in (6.53).

It then follows that IN,M(u,tk) = [TN,Ml(M,tk)---TN,MNT(M, t*)] € RV and QN’M(,U,,tk) =
len, v (1, %) - . oenv pwv, (1, t9)], € RN, Vb € K, satisfy

(ME + At AY) Ty ap(u,t*) — At 8 &% CVMT op(u,th) = MY Ty pr(u, 71, (6.60)
( 1CV + At Le Aﬁv) gN,M(“’ tk) — At (1)2 CN’MC (pM(ﬂ, tk) = M]cv QN,M(IU” tkhl), (6.61)

with initial condition MTZN’M(u,tO) = _Z?V’M, where TR,’MZ- = m(Tp,¢F), 1 < i < Np and
Mecp pr (1, %) = S\ a1 Where cf,)V’Mi =m(cg,¢T), 1 <i < N.. Here, ppr(ps, t*) € RM is determined
from (6.55); MF € RNt*Nr | AT € RNrxNr ONMT ¢ RNoXM | ppe ¢ RNeXNe  AS € RNexNe,
and CVMe ¢ RNXM gre parameter-independent matrices with entries M%z] = m(¢F ,C]T), 1<

.. .. NMT . .

(2%} S NT7 AT]\-‘[%] = a(c;zrang)? 1 S 1,7 S NT? Ci)j’ = fQ Cqu]7 1 S 1 S NT7 1 S J S M;
.. .. NMT .

Mg, = m(C8,C5), 1< 6,5 < Noy Ay = a(G8,C9), 1< 4,5 < N,y COMT = [ ceqi, 1< i <

Ne, 1 <5 < M, respectively.

We can now substitute oas (i, t¥) € RM from (6.55) into (6.60) and (6.61) to obtain the coupled
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system of nonlinear algebraic equations
(M + At AY) Ty (e, t*) — At g @2DVMT

g (27 ey p(tags . t), ZVMT Ty g (tags 1, 5): 1) = ME T pr (i, 07) (6.62)
(M§ + At Le AY) ey (p,t*) — At 2DNMe

g (ZN’M° en et i tF), ZVMT T (g e, tk);u) = M§ ey t*1) (6.63)

with initial condition MT Ty p,(p,t°) = I_S)\,’M and Meécy pr(p, %) = Q?V’M, which has to be solved

using (say) Newton’s Method for all ¥ € K. Here, DNMT = oNMT(pMy-1 ¢ RNTXM znd

DNMe = oNMe(BMy=1 ¢ RNexM. and zNM T ¢ RMXNr gnd zNMe ¢ RMXNe are parameter-

independent matrices with entries Zgj’MT = CJT(ti), 1 <j<Np,1 <4< M and Zﬁ’Mc =

C}?(ti), 1<j<N,1<i<M,andty = [t;...ty] € RM is the set of interpolation points.
Finally, we evaluate the output estimates from

S}V,M(/‘L>tk) = L,]TV IN,M(M?tk)7 Vke K7 (664>

and
s, t?) = LY ey (e tF), V€K, (6.65)

where LY € RMT and L§; € RMe are the output vectors with entries L%, = £(¢T), 1 <4 < Ny and
N =2(¢F), 1 <14 < N, respectively.

The online-offiine decomposition is now clear. In the offline stage — performed only once — we
first construct the nested approximation space W3, and sets of interpolation points Ths, 1 < M <
Max; we then solve (6.43) and (6.44) for the CjT, 1<j < Npand(f, <j< N, respectively, and
store the parameter independent quantities M%,, AL, DMN T Mg, AY, DM\N e gMNT zMNec
and BM . In the online stage — given a new parameter value p — we solve (6.62) and (6.63) for
T n az (1, t¥) and cn (1, t7) and evaluate S}\}?M(/L,tk) from (6.64) and (6.65). The operation count
in the online stage is O(KK(MN? + N3)), where & is the average number of Newton steps per
timestep and N = Np + N,; The operation count is thus independent of N.

6.6.3 Numerical Results

We first consider the approximation (6.54) for the nonlinear function, g(c(u, t*), T(u,t*); 1), defined
in (6.48). We sample on a regular grid =9 of size 31 and set (p, t*) = (12,1). Note that we need
to precalculate and store the “truth” solutions for all timesteps and parameter points in =9. We
next pursue the empirical interpolation method of Section 2.4 (using the L*({2)-norm surrogate)
to construct Sjgw, Wi, Tar, and BM, 1 < M < Muyax, for Mpax = 44. The resulting sample set
5%, is plotted in Figure 6-9(a). We observe that the samples are largely located along a curved line
in parameter-time space. This curve represents the time of the first ignition, tignition, as a function
of the parameter p. To confirm this, we plot the ignition curve, i.e., the timestep where s'(u,t¥)
reaches its maximum for each parameter value, in Figure 6-9(b).

We next generate the sample sets S, - and S§. using our adaptive sampling procedure from
Section 4.5 using the true errors in the energy norm, ||ler(u,t*)||| and ||lec(x,t*)||[, instead of the
error bound. Here, er(p, t*) (1) = T(p, t*) — T (1, %), ec(pe, t5) = e(u, t*) — enpr(u,t%) and the
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Figure 6-9: AP III: Sample set S},.

energy norm is defined as |||v(u, t*)|||? = m(v(p, t*), v(u, tF)) + 22,:1 At a(v(p, t*), v(u, t*)). We
note that, although we use the true errors, our sampling procedure fails for this problem. The
reason is that the reduced-basis approximation cannot capture the point ignition, #ignition, Without
sufficiently resolving the transient behavior before the ignition occurs: the rate of change in the
error (and norm) will be largest at the fignition — the adaptive procedure thus repeatedly suggests
to pick the sample point corresponding to the point of ignition, tignition, instead of first choosing
samples leading up to ¢ignition. We thus employ the backup procedure described in Section 4.5.3. We
plot the samples sets S%T and S§,_ in parameter-time space in Figure 6-10(a) and (b), respectively.
We note that the samples sets S5, and S{,T differ in size as well as in the specific samples chosen.
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Figure 6-10: AP III: Sample set (a) S}, and (b) S§, .

We next present convergence results for the error in the energy norm. In Figure 6-11(a) and (b)
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we plot, as a function of Ny, N, and M, the maximum relative errors €% N M maxrel and €% N.M,max.rel’
respectively (see Section 6.5 for the deﬁmtlon of these quantities). We observe the typlcal behavior
of the error convergence: the M-asymptotes level off at a lower and lower error as M increases.
Finally, we present convergence results for the error in the outputs. In Figure 6-12(a) and (b)
we plot, as a function of Ny, N., and M, the maximum relative output errors €3 N M.max.rel 30

13 N M.max,rels TeSPectively (see Section 6.5 for the definition of these quantities). The output error
shows the same behavior as the error in the energy norm. To obtain a maximum relative error in
both outputs of less than 1 percent, we require approximately M = 44, Ny = 20, and N, = 22.
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Figure 6-12: AP III: Convergence results for output error.

Fmally, we present in Figures 6-13 and 6-14 the outputs and output estimates, s'2(u,t¥)
and sNM(,u,t ), and the relative output errors, erel(,u,tk) = |st(u,t*) — sN,M(u,t’“)\/smax(p) and

fel(,u,tk) = |8*(u, t*) — s, (s t8) /82,0 (1), as a function of (discrete) time for p = 12.0 and
= 12.6, respectively; here, sk, (#) = maxu g st (i, t%) and 82, (1) = maxk ey 82 (g, tF)
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Figure 6-13: AP III: Output s(u,t*) and output estimate sy (u,t*), output error, and energy norm
error as a function of time for u = 12.0.
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Figure 6-14: AP III: Output s(u,t*) and output estimate sy (u,t*), output error, and energy norm
error as a function of time for pu = 12.6.
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Chapter 7

Application to Real-Time Parameter
Estimation and Inverse Problems

7.1 Introduction

In this chapter we employ the reduced-basis method and associated a posteriori error estimation
for the efficient (real-time) solution of parameter estimation and inverse problems. To this end, we
revisit several of the application problers discussed previously in this thesis — the fast and reliable
evaluation of the input-output relationship will be the basis for the efficient and robust solution of
the estimation problem.

We will start by formally introducing the notion of the “inverse” problem in our context and
shortly review some standard approaches to solving these problems. We then incorporate the
reduced-basis approximation in the inverse problem solution and discuss a method that can quantify
the uncertainty due to measurement and modeling errors. The second part of this chapter is devoted
to numerical tests based on the applications and problems introduced in earlier chapters.

7.2 Inverse Problems

7.2.1 Forward vs. Inverse Problem

Our main focus in the last chapters was the development of efficient and reliable numerical methods
to evaluate input-output relationships governed by parametrized partial differential equations. More
specifically, we were concerned with the following problem: given an input parameter p in the
admissible parameter set D, we evaluate the output of interest, s(u,t*) = L(y(u,t¥)), Vk € K,
where the state variable, y(u,t*), is the solution of a parametrized partial differential equation.
Our methods, an all our efforts so far, are geared towards solving the (so called) “forward” problem
— that is, the evaluation of the input-output map g — s(u,t*),V &k € K. Let us now assume we
are interested in going the other way around, i.e., given the output s(u,t*), Vk € K, we ask: what
is the parameter value u that resulted in this output? This problem is commonly referred to as
the “inverse” problem and its solution requires, in general, the repeated solution of the forward
problem; this is where our methods come into play.

Inverse problems have received a lot of attention in engineering and science because of their
practical importance in many applications, ranging from geophysics [115, 128], to ecology [14],
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image processing [27], heat transfer [19, 2, 80], continuum mechanics {12],physiology [11], medicine
(e.g., hyperthermia treatment) [89, 31], and nondestructive evaluation [44]. The objective of the
inverse problem is to determine unknown system parameters from observations (or measurements)
of the state variables or outputs of the system.

We note that most of the literature on inverse problems can be divided into “theoretical” or
“numerical” work. The former is concerned with developing concepts of uniqueness of solutions in
parameter estimation problems and determining stability, i.e., whether the “identified” parameters
depend continuously on the problem data. The latter, on the other hand, is concerned with devel-
oping efficient algorithms to solve inverse problems. Although we review some of the theoretical
background, our main focus here is the latter.

7.2.2 Formulation

We henceforth assume that there exists a “true” parameter, p*, the corresponding “true” state,
y*(t*) = y(u*, t*), and the resulting “true” output, s*(t*) = £(y*(t*)), Vk € K. In general, however,
measurements of the complete state y*(t*), V k € K may not be possible; instead, only the output
s*(tF) — representing the observable part of y*(¢t*) — is available for measurements. Furthermore,
in actual practice the measurements themselves may be (i) corrupted by noise — we thus have no
access to s*(tF) itself but rather to a (noisy) measurement z(t*); and (i) unavailable at all times
tk, ¥k € K, but only on a coarser timescale t*, Vk € Keyp, where (say) Kexp = {10,20,...,K}. We
also note that the output s*(t¥), and hence z(t*), also depends on the control input u(t*). However,
we shall assume here that u(t*) is known and may even be set by the operator, e.g., such as the
heat input in the delamination example.
We can now formulate the inverse problem more precisely: Determine p € D such that

s(p, tF) = 2(tF), Yk € Kexp. (7.1)

This problem, however, is generally “ill-posed,” i.e., it is possible that no solution exists (which
may often be the case in problems where experimental data is used), or that one has multiple
solutions. Furthermore, even if a unique solution exists it might not depend continuously on the
measurements. Given these complications, the question arises as to one can actually expect to
identify p* from (7.1). The problem of parameter identifiability [53] is, in general, described as the
injectivity of the input-output map p — s(, t*), Vk € Kexp. Many different notions of identifiability
exist in the literature [14]; the following definition is taken from [14] (IV.3. Definition 3.1):

Definition 6. (a) The parameter u is identifiable at p* with respect to D if for any p € D,
s(u, tF) = s(u*,tF), Vk € Kexp implies p = p*.

(b) The parameter p is called identifiable with respect to D if it is identifiable at p* with respect to
D for every u* € D.

We note that the identifiability of p does not only depend on the problem itself (i.e., the
governing equation), but also on the outputs and even the number of observations taken for each
output. Furthermore, a problem may be parameter identifiable considering the exact (or analytic)
solution, but loses this property when considering the discretized problem; in some cases even the
discretization technique can be decisive [14].

Solving the estimation problem (7.1) is thus not a trivial task. In applied problems additional
complications arise from modeling errors and, as mentioned previously, measurement errors. From
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the latter it follows that even for the true parameter value u* we have s(u*,t*) # 2(¢t*), whereas
from the former it follows that the state y(u*,t*) does not exactly replicate the true physical
state. Because of all these complications, parameter estimation problems are usually considered as
optimization problems.

7.2.3 Solution Methods

The first step in stating the optimization problem is the choice of a cost functional or error criterion
J{(u, z); two options are usually considered: the equation error criterion and the output error
criterion. The equation error criterion requires knowledge of the entire state y(u,t*) which is
usually not readily available in actual practice. The output error criterion, also called output least
squares (OLS) formulation, does not bear this disadvantage since only the output measurements
are required. In our context, the QLS formulation can be stated as

— 1 k ky 2
J(M7Z)_§ Z: “8(/_{,,t )*Z(t )“ ) (72)
keKexp
where || - || denotes the usual Euclidean norm. Here, z(t*) denotes the (noisy) measurement and

s(u,tF) is the output. We then obtain the parameter estimate p* by minimizing (7.2) over p € D
subject to the governing partial differential equations being satisfied. For example, assuming the
governing PDEs are given by (4.3) and (4.4), we obtain

* = i 7,
7 argl&ng(u,Z), (7.3)
st (4.3), (4.4).

The OLS formulation has a wider applicability in practice and is thus more often used. However,
it has two major disadvantages: first, it requires (repeated) solution of the governing equation; and
second, the cost function is often very flat and not convex in u. Reduced-order models, such as the
one presented in this thesis, can be gainfully employed for the efficient solution of the governing
equations. To obtain a well-posed problem and avoid the second difficulty, regularization techniques
such as Tikhonov regularization [118], are often used. The regularized cost functional is given by

TrlmD) =5 3 lstth) ~ () + 5 on R(w) (7.4
keRexp

where R(u) is the regularization term and ép > 0 is the regularization parameter. A common
choice for the regularization term R(y) is R(u) = ||u — 41)|?, where i is some a priori estimate of
the true parameter u*. By regularizing the problem, however, we introduce some assumptions a
priori which affect the solution; the solution of the regularized problem is biased towards the a
priori information included in the cost functional and in general different from the solution of the
original problem. Furthermore, the uncertainty present in the original problem statement is not
quantified and thus valuable information might be lost.

Many algorithms exist to solve the optimization problem (7.3). We mention especially the
Levenberg-Marquardt algorithm, a quasi-Gauss-Newton method specialized for minimizing least
squares problems, and the Broyden-Goldfarb-Fletcher-Shanno (BFGS) method, a widely used
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quasi-Newton technique. Other options are the Conjugate-Gradient method or even genetic al-
gorithms. We note that if finite differences are used to approximate the gradient information,
the Newton and Gauss-Newton methods become computationally increasingly expensive with the
number of parameters that have to be estimated.

7.3 Integration of the Reduced-Basis Framework

In this section we discuss a solution method for inverse problems with which we can explicitly
quantify the uncertainty in the problem formulation due to noise and modeling errors in the form
of a “possibility region,” R(u*) (75]. The basic idea is: rather than aiming to find one regularized
solution we strive to identify (almost) all parameter values that satisfy the constraints of the
problem, e.g., the given measurements and governing equation. To this end, we first presume the
existence of a region Z*(€exp,t*) such that 2(t¥) € Z*(€exp, t¥), ¥k € Kexp. We (plausibly) assume
that the measurements z(t*) lie in a band around s*(tF), bounded by the experimental eIror €exp;
we thus define

Z*(€exps tF) = [8*(t*) — €exp, 8*(t7) + €expl, YV € Kexp - (7.5)

It is important to note that we assume here that €ex, — and thus Z*(€exp, t¥) — are known. In
actual practice, this may not always be the case and we thus have to quantify the measurement
errors first before solving the inverse problem [73]. In some cases, however, it may be possible to
deduce the measurement error from the experimental setup, e.g., from the limited thermal resolution
of an IR camera used for temperature measurements.

We next note that, in general, there will exist multiple parameters ;1 such that the associated
outputs s(u, t¥) lie within Z*(eexp, t*) for all k € K. We denote the parameter set containing these
parameters by P(u*), given by

P(p*) = {n € D|s(11,t*) € Z*(eexp, t*), Yk € Kexp}- (7.6)

When the output is induced by partial differential equations, however, evaluating s(i, t*) for a given
1 is expensive. We thus incorporate the reduced-basis approximation into the solution process and
“replace” the “truth” approximation output s(su,t*) by the output estimate sy(u,t*). Thanks to
our rigorous a posteriori error estimation procedures, we know that s(u,tF) satisfies sy (u,t*) <
s(u, tF) < s};(u,tk), V k € K, where the upper and lower output bounds are defined as sy (u, th) =
sn(p, tF) £ A% (1, t*), Vk € K. We take this modeling uncertainty into account and define the
possibility region, R* = R{(p*), by

R* = R(u*) = {pn € D [sy(1,t5), 5 (1, 7)) N 2* (€expy t7) # 0, V kb € Kexp}- (7.7)

We note that P(u*) C R(¢*) and, since p* € P(u*), it follows that u* € R(p*). Furthermore, as
our uncertainty due to modeling errors decreases, A% (i, %) — 0, we obtain R(u*) — P(u*).

In our solution we account for the experimental (or measurement) errors, €exp, and (reduced-
order) modeling error, A% (1, t*). Both error components have the same effect on the size of the
possibility region: larger errors in the measurement and model lead to an increase in R(u*), whereas
the size of R(u*) decreases if better measurements and/or a better model are available. This fact
should also guide our choice of N for the reduced-basis approximation, i.e., if possible, we should
avoid spoiling accurate measurements by an inaccurate model with large output bounds, A% (1, t*).
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The reason is that measurement errors are, in general, harder to improve than the accuracy of our
model. We also note that our solution does not incorporate modeling errors committed in designing
our “truth” approximation. If the “truth” approximation does not replicate the physical system
well, we cannot (and should not) expect the reduced-basis approximation to do so. This should
always be remembered when interpreting results in actual practice.

We shortly return to our previous discussion of parameter identifiability. In actual practice,
the constraints specifying the solution will not only be satisfied by the unique p*, but by a set of
parameter points contained in the possibility region, R(u*). However, it follows from Definition 6
that, absent measurement and modeling errors (€exp, = A% (1,t¥) = 0), the possibility “region”
for an identifiable problem is just the unique parameter point u*, i.e., R(u*) = p*. Although this
condition will hardly ever be met in practice, we can numerically test and confirm this behavior.
We simply “decrease” the measurement error gradually and plot the possibility region for each
error level. We will use this as a regular test when discussing numerical results in Section 7.4-7.6.

Finally, we note that we can easily extend these ideas to treat problems with multiple outputs.
We then have, of course, a separate measurement corresponding to each output — each additional
measured output results in a set of additional conditions that have to be satisfied. We simply require
that the condition stated in (7.7) has to be satisfied simultaneously for all outputs. Thus, increasing
the number of outputs considered in the parameter estimation procedure will, in general, decrease
the uncertainty of the parameter estimate. We will also observe this behavior in the examples to
follow.

7.3.1 Construction of the Uncertainty Region

We now turn to the construction of the possibility region R(u*). More precisely, we are interested
in finding a set of boundary points, u}a*, of R{u*) which we will then use in Section 7.3.2 to find
a closed form description for R(u*). To this end, we first find a parameter point u € R{u*) —
referred to as the initial center uic. To obtain uic we solve

puc = arg min ék% s (e, t%) — 2(t%)|12, (7.8)

subject to the governing equation (say) (4.17) being satisfied. We evaluate the output estimate,
sy (i, tF), from (4.20) or, if we employ the simple bound, from (4.110). In the numerical examples
in Sections 7.4-7.6 we employ a Finite-Difference Levenberg-Marquardt scheme [64] to solve (7.8)
and use the geometric center of the admissible parameter domain D as the initial guess. We
recall that solving the optimization problem with the truth approximation output s(u, tk) would
be computationally very expensive. In actual practice, we do not need solve for the true minimizer
of (7.8); instead we stop the optimization procedure as soon as one iterate lies within R(u*).
Given pic, we perform a search along dg directions determined by the angles 8;, 1 < j < dg,
to find the boundary point ;L?, 1 < j < dg: we start with (say) 51 = 0 and conduct a binary
chop along this direction to find the boundary point ul*", i.e., we first choose two parameters ui,
and foyy located inside and outside R(u*), respectively. We next calculate pmean = %(Nin + Lout)
and check whether pean lies within R(p*). If fimean is inside R{(u*) we set fin = [mean and
Hout = Hout, Otherwise we set uin = pin and Loy = fhmean- We repeat this process until || gout — inl|
is smaller than a desired tolerance Au®". We next increment 3; by A3 = 360/ds degrees to obtain
B2 = 1 + AB and conduct a binary chop along the new direction to find uf". We repeat this
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process for all directions 3;, 1 < j < dg.

There are two important issues concerning the construction of R(p*). First, the algorithm relies
on the fact that R(p*) is star-shaped with respect to pic. If we find, or suspect, that this is not the
case, we should restart the algorithm with a new initial center in R(u*) to obtain the remaining
part of the boundary. Second, R(x*) might not be connected. In this case we have to map the
boundary using different initial centers for each region separately.

Finally, we remark that the algorithm is not truly exhaustive, i.e., it is possible that we “miss
out” on parameters which satisfy (7.7). However, we certainly decrease the uncertainty as compared
to a single regularized solution.

7.3.2 Smallest Enclosing Ellipsoids

Given the set of boundary points ,u;-z*, 1 £ j £ dg, we are interested in finding a closed-form
description of the possibility region R(u*). In general, the closed-form description is favorable
because of (%) visualization, storage, or post-processing requirements, e.g., a possible subsequent
design or optimization over all 4 € R{u*) would be much simplified given such description; and (%)
constructing R(u*) becomes increasingly expensive with the number of parameter dimensions — we
would thus like to characterize the possibility region with only a limited number of boundary points.
One possible approach to obtain this closed-form description is to find the ellipsoid with minimum
area (or volume) which contains the given set of (boundary) points. This problem, usually referred
to as “smallest enclosing ellipsoids,” has been widely studied [39, 87, 88, 107, 126].

An ellipsoid in IR? is defined as the set of points z € R? satisfying
(:C - xc)T Q (1‘ - -Tc) =1, <7'9)

where z. € R? is the center of the ellipsoid and Q € R%*? is a positive definite matrix. Furthermore,
the ellipsoid body is the set of points 2 € R? such that (z — 2.)T Q (z — z.) < 1. Given a set of
points z;, 1 < ¢ < d, the problem of finding the minimum enclosing ellipsoid can then be written
as the convex program [72]

min — logdet(Q) (7.10)

ot (zi—z) ' Q(z; — ) <1, 1<i<d,
- @ positive definite,

which can be solved using Welzl's algorithm [126].

Here, we use a suboptimal but much simpler approach which can be cast as a linear program.
We first note that (7.8) can also be written as

e' Pz +pla+c=0, (7.11)

where z, = —%P‘lp and Q = P/(z' Pz, — ¢); here P € R¥Y, p € RY, and ¢ € R. Given the set

182



of boundary points u}a*, 1 < j < dg, we then define the linear program

min 4 (7.12)
pR PR 4 pTUR 4 e<0, 1<j<dp,

s.t. ,u;%*TPu}v -i—pTu}v +c>6, 1<j<dg,
Py =1, P symmetric.

Here, we are essentially minimizing the largest diameter of the ellipsoid to the given set of boundary
points subject to the constraint that all boundary points lie in the ellipse. We note, however, that
the solution of this problem is not guaranteed to result in an ellipse, i.e., we may obtain a hyperbola
or parabola.

We will now apply the above ideas to a few of the problems discussed earlier in this thesis.
The general procedure for testing our methods is as follows: we first select the “true” parameter
value u* € D; given p*, we solve the “truth” finite element approximation and evaluate the output
s*(tF) = s(u*,t*); finally, given s*(¢F) we then construct z(t*) and Z*(eexp,t*) in (7.5) by adding
the measurement error, €exp, to the data. Throughout this chapter, we measure €qxp in percent of
the maximum output s}, = maxgek [s(u*, t*)], i.e., “eexp = 1%” is equivalent to €exp = 0.018%, -
We then attempt to estimate u* given the inputs z(tF) and 2* (€exps t¥) for the inverse procedure.
We will not use actual physical experiments here and we thus do not have to be concerned about
modeling errors in the “truth” approximation. All timing results presented are obtained on an Intel
750 MHz Pentium III processor running MATLAB 6.5.

7.4 Numerical Exercise 3: Banks and Kunisch

We first consider the one-dimensional convection-diffusion problem discussed in Section 4.8.4. The
specific transport system (4.165)-(4.166) models the movement of fluids and transport of substances
within the brain. Knowledge of this process is important in understanding the transport of large
protein molecules in brain interstitial fluid (ISF) and hence fundamental to understanding cerebral
function. The physiological investigations are focused on the issue whether the flow in brain tissue
is governed by simple diffusion or diffusion plus convection. Given the measured outputs sy,
1 € 5 € 3 — in actual practice obtained from animal tests — the goal is thus to determine the
diffusivity ¢ and the velocity go.

We recall that the parameter and admissible parameter domain are pu = (u1, p2) = (q1,¢2) €
D = [0.1,1] x [0.5,5] € RP=2; and the timestep and number of total timesteps are given by
At = 0.01 and K = 100, respectively. Based on the numerical results and our previous discussion
in Section 4.8.4 we employ the primal formulation with the simple bound defined in Proposition 9;
we thus have no need for the dual problems corresponding to the three outputs.

7.4.1 Parameter Estimation

In (13, 14], the authors consider the model problem (4.165)-(4.166) as a test case for their parameter
estimation techniques. They discretize the original equations using quasi-modal techniques and
cubic spline based schemes. The true parameter, u* = (0.3,1.75), is estimated by solving the OLS
formulation with a Finite-Difference Levenberg-Marquardt Algorithm.
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In general, modal techniques are only applicable to simple problems where the true modes do
not depend on the parameter. Since the (to-be-estimated) parameter itself is unknown, it may not
be possible to generate an approximation space that can represent the true modes sufficiently well.
The use of (quasi-)modal techniques in parameter estimation problems is therefore very restricted
in practice. Cubic spline based schemes, on the other hand, do not bear this disadvantage and can
be applied to more general problems. Although the basis may also depend on the parameter for
cubic splines, the necessary coefficient matrices can be precomputed and used in an offline-online
fashion [14] for the constant parameter case. If the parameters are spatially varying, more elaborate
techniques, e.g., series expansions, can be used to avoid the increasing computational cost due to
repeated evaluation of the coefficient matrices.

Here, we consider the results summarized in [13, 14] for the case with three outputs and observed
at only one point in time. The authors report that the parameter estimation scheme using the quasi-
modal technique fails to converge for this case while the cubic spline method performs well: for
Ng = 8 (the dimension of the approximation space) the parameter estimate is &t = (0.3001, 1.7486).
The authors also report that cubic splines in general perform better for transport systems and yield
better results for a given amount of data. To see how the reduced-basis approximation performs
compared to the cubic spline method, we solve (7.8) with €exp = 0 and we choose N = 8 for the
dimension of the reduced-basis space; as the stopping criterion we require that two consecutive
iterates satisfy ||u* — u*+1]|/||u*|| < 1E-10. We obtain, after 7 iterations and 0.5 sec., the estimate
pic = (0.2999,1.7501). We observe that the reduced-basis approximation performs equally well
in estimating the unknown parameter. However, the solution to (7.8) alone does not quantify the
uncertainty in the system due to noise or modeling errors and is therefore only the first step in our
robust estimation procedure.

Before analyzing different aspects of this procedure, we present a typical solution to the inverse
problem. We assume that u* = (0.3,1.75), €exp = 1%, and Kexp, = {10} (i.e., the output is
measured only at one (discrete) timestep t* = 10At). We choose N = 12 for our reduced-basis
approximation and solve (7.8) for the initial center ujc. After 3 iterations and 0.28 sec. we obtain
pic = (0.3007,1.7480) (note that we stop the optimization as soon as one iterate lies within R(p*)).
We next evaluate the boundary points u}z*, 1< <72, withAB =5° (dg = 72) and Ap® = 1E-4:
we require 827 forward solutions obtained in a total of 16.9 sec. Finally, given the boundary points

/.L;z*, 1 <5 <72, we solve (7.12) for the enclosing ellipse containing R.

In Figure 7-1(a) we plot the “true” parameter value, p*, the initial center, pc, the boundary
points u}z* and the enclosing ellipse. We observe that the initial center is close to the true parameter
value. However, only the possibility region R(u*) renders a clear picture of the uncertainty in the
problem. We also observe that the enclosing ellipse gives a very good (and tight) description
of the actual possibility region marked by the blue boundary points — this is certainly problem
specific and may not always be the case. Finally, we notice that we do not need such a small
increment A3 — and hence so many boundary points u}z* — to find the enclosing ellipse in actual
practice. In general, a larger A3 suffices to capture almost all (in the probabilistic sense) parameter
values ¢ € R{p*). To this end, we plot the corresponding result for AZ = 20° in Figure 7-1(b): the
enclosing ellipse is only slightly different, but the number of forward solutions and time to construct
R(p*) dropped by approximately a factor of 4 to 212 and 4.26 sec., respectively.

We next consider the sensitivity of the possibility region with respect to the measurement error
€exp- We assume that the true parameter is p* = (0.3,1.75) and the measurements are taken at
Kexp = {10}. We choose N = 12 for our reduced-basis model and set A = 10° to construct the
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Figure 7-1: NE 3: True parameter value p*, initial center ujc, and possibility region R(u*) for (a)
AB =5° and (b) AB = 20°.

possibility region. We solve the estimation problem and plot the enclosing ellipses for €exp = 0.1%,
0.5%, 1%, and 2%, in Figure 7-2(a) and a zoom in Figure 7-2(b). As expected, the possibility
region R(u*) shrinks with a decreasing measurement error.
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Figure 7-2: NE 3: Possibility regions R(u*) as a function of measurement error.

We obtain a similar result for the sensitivity with respect to modeling errors due to our reduced-
basis approximation. We assume that the true parameter is p* = (0.3,1.75), the measurements
are taken at Koy, = {10}, and the measurement error is now fixed at €exp = 0.1%. We also set
ApB = 10° to construct the possibility region. In Section 4.8.4 we observed that the accuracy of
the reduced-basis approximation — and hence the modeling errors introduced — strongly depend
on the dimension of the reduced-basis space. To show this effect on the solution of the parameter
estimation problem, we solve the inverse problem using four reduced-basis approximations with
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N =6, 10, 12, and 14. The enclosing ellipses are plotted in Figure 7-3(a) and (b): as expected,
a larger dimension of the reduced-basis space and thus smaller modeling errors result in a smaller

possibility region R(u*).
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Figure 7-3: NE 3: Possibility regions R(u*) as a function of N.

The current example shows the behavior anticipated for an identifiable problem: the possibility
region shrinks with decreasing measurement and modeling errors and eventually reduces to the
single parameter point px*. We confirm the last conjecture by setting the measurement error to
Zero, €exp = 0%, and using the “best” reduced-basis approximation with N = 16 resulting in the
smallest modeling errors. We solve the estimation problem for p* = (0.3,1.75) with A3 = 5° and
ApRW) = 1E-8 and plot the boundary points of the possibility region in Figure 7-4 (note the
scaling of the axis). The initial center pujc differs from the true parameter point x* only in the fifth
decimal place and the maximum deviation for any point within R(u*) from pic is only 0.025%.
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Figure 7-4: NE 3: Possibility regions R(p*) for €exp = 0% and N = 16.

We next analyze the behavior of the parameter estimation procedure as more measurements in
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time become available. We shall assume that the measurements are taken at Kexp =K;, 1<i<4,
where K; = {10}, K; = {10, 20,30}, K3 = {10,20,...,50}, and K4 = {10,20,...,100}, i.e., we
assume that we have access to 1, 3, 5, or 10 measurements in time. We shall consider the true
parameter p* = (0.3,1.75) and the measurement error €exp, = 0.1; we choose the dimension of the
reduce-basis space to be N = 12 and set A = 5°. We solve the estimation problem and plot
the possibility regions in Figure 7-5. We note that each additional measurement in time acts as
an additional constraint in constructing the possibility region. The regions thus shrink with the
number of measurements and are strictly contained within each other.
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Figure 7-5: NE 3: Possibility regions R(u*) for K; = {10}, K2 = {10, 20, 30}, K3 = {10, 20,...,50},
and K4 = {10,20,...,100}.

Finally, we show that size of the possibility region, R(u*), does not only vary with the size of
measurement and modeling errors, but may also depend on where the true parameter, u*, lies within
the admissible parameter set D. We consider four different values for u*, each lying close to one
of the “corners” of D. We solve the parameter estimation problem (with €exp = 0.1, Kexp = {10},
N =12, and AB = 10°) and present the enclosing ellipses in Figure 7-6 — note that the scaling of
the axis is the same in all plots. We observe that the uncertainty increases for larger values of the
diffusivity u; but is fairly insensitive with respect to the velocity us.

We recall that the approach taken in [13, 14] results in only one (possibly regularized) solution
to the parameter estimation problem. Our approach presented here, on the other hand, renders a
more complete picture of the problem specific features: we can explicitly quantify the uncertainty
in the solution due to (i) modeling and measurement errors; (i) the number of observations in
time; and (#ii) the actual value of the to-be-estimated parameter. This knowledge may also help to
design experiments to obtain actual data. As the number of parameters increases, the applicability
of (quasi-)modal techniques would be even more restricted, whereas the detriment to cubic spline
based schemes (the increased dimension of the approximation space) would probably be small.
The efficiency of our approach — including the construction of R* — would certainly deteriorate
because the computational cost to determine the possibility region increases exponentially with the
number of parameters.
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Figure 7-6: NE 3: Possibility regions R(u*) for different parameter values p*.
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7.5 AP I: Nondestructive Evaluation of Delamination

We now turn to the nondestructive evaluation problem introduced in Section 1.1.1. The surface of
the tested structure is exposed to a heat source for ¢ € [0,0.5] and an IR imaging system is used to
monitor the surface temperature for ¢ € I = [0,10]. The measurement noise is due to the limited
thermal resolution of the IR imaging system. We shall assume here that the experimental error
varies in the range 0.3 — 5.0% [114]. Our goal is to infer the delamination length, wgel, and the
conductivity ratio, s, from the measured surface temperatures s (p, t*) and so(u, t%).

We recall that the parameter and admissible parameter range are given by p = (u1,u42) =
(wqel/2,2) € D = [1,10] x [0.4,1.8] (note that we consider the half-width of the delamination
as the parameter), the timestep is At = 5E-2, the time interval of interest is 7 = [0,10], and
the number of timesteps is K = 200. The heat input is thus applied for the first ten timesteps:
u(t®) = g(tF) = 1 for 1 < k < 10 and u(tk) = ¢(t*) = 0 for k > 11. We employ the reduced-
basis approximation generated in Section 4.7 to solve the parameter estimation problem; based
on our discussion of the convergence and computational efficiency results, we use the primal-dual
formulation here.

7.5.1 Estimation of Delamination Length

To begin, we present a sample solution of the parameter estimation procedure: we shall assume that
the true parameter p* = (4, 1.2) has to be estimated, that the measurement error is €exp = 0.5%, and
that we are privy to measurements taken at Kexp = {10,20,...,200}. We next choose the dimension
of the primal and dual reduced-basis approximations to be N = Ny, = Ngy,1 = Ngy2 = 50. Given
the noisy measurements, we first solve (7.8) for uic; we obtain uic = (3.991,1.198) in 6.16 sec.
after only 3 iterations. We next construct the boundary of the possibility region with the tolerance
Ap®" = 1E-4 and solve (7.12) for the enclosing ellipse. The result is shown in Figure 7-7. Since
the scalings of the two parameters p; and g are very different (reflected in a high eccentricity of
the enclosing ellipse) we do not use a constant increment AJ for the search angle 3; instead we
set 8; = 3(1 — cos(jm/15))180° for 0 < j < 15, and B; = (3 — cos(jr/15))180° for 16 < j < 28;
we thus have dg = 28 search directions. Solving for the boundary points requires a total of 345
forward solutions (note that each evaluation involves the solution of the primal and the two dual
problems) and takes a total of 211.6 sec.

We next consider the sensitivity of the parameter estimation with respect to measurement
and modeling errors. We present in Figure 7-8(a), as a function of €ep, the enclosing ellipses
for u* = (4,1.2); here N = Ny = Ngu1 = Nau2 = 50 and Keyp = {10,20,...,200} . We
observe that the uncertainty in the parameter estimate shrinks with a decreasing measurement error.
We note that a 2% error in the temperature measurements results in a maximum uncertainty of
approximately 5% in the estimated delamination width. In Figure 7-8(b), we present, as a function
of N = Npr = Ngu,1 = Ngu,2, the possibility regions for u* = (4,1.2) and a constant measurement
error €exp = 0.3%. We plot the actual boundary points, u}a*, here because the influence of N is
more visible. It is interesting to note that smaller modeling errors, i.e., larger N, only increases
the accuracy in the y; direction — the accuracy in the uo direction is limited by the measurement
error (a smaller eexp results in a decrease of R(1*) also on the uo direction). However, our primary
interest lies in estimating the delamination half-width p; — we only estimate uo as a means to
quantify the (maximum) uncertainty in p;. We also note that the “cut” edges, e.g., for the N = 60
region, are the result of the limited resolution of the search angles 3;.
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€exp A#l AJU2

0.3% || 0.16262 | 0.025187
1.0% || 0.28626 | 0.083625
2.0% || 0.41102 | 0.15794
5.0% || 0.86509 | 0.28518

Table 7.1: AP I: Uncertainty in the parameter estimate.

In actual practice, we may only be interested in quantifying the absolute uncertainty of the
parameter estimate instead of the enclosing ellipse — especially as the number of parameters
increases and visualizing the results becomes harder. To this end, we introduce the “bounding
box,” i.e., the smallest box which contains the minimum enclosing ellipse. We present in Figures 7-
9 the ellipses and corresponding bounding boxes for the results shown in Figure 7-8(a). The length
and height of each box now correspond to the uncertainty of the parameter estimate, denoted by
Apy and Apg, for the given measurement error. We tabulate the results for the four different
measurement errors in Table 7.1. We observe that the uncertainty increases almost linearly with
the measurement error.
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Figure 7-9: AP [: Possibility region R(x*) and bounding box for p* = (4,1.2) as a function of €exp.

We next consider the sensitivity with respect to which measurement is used for the solution of
the inverse problem. We shall assume that the true parameter is p* = (8,1.6), the measurement
erTor is €exp = 0.5%, and measurements are taken at K = {10,20,...,K 7}; we also choose N =
Npr = Ngy,1 = Ngu,2 = 50. We next define S to be the set of measurements used in the parameter
estimation procedure, i.e., S = {1} means that only the first measurement employed. We present in
Figure 7-10 the two enclosing ellipses for S = {1} and S = {2}. We note that using only the second
measurement (on top of the undamaged region) results in a very poor estimate of the delamination
width. Employing only the first measurement, on the other hand, results in a very good estimate
of the delamination width. If we combine both estimates we effectively obtain the shaded region as
our possibility region: S = {1} limits the uncertainty in p; whereas S = {2} limits the uncertainty
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in pp. We observe that choosing the “correct” location for the sensors can considerably decrease
the uncertainty; our analysis can thus help in guiding the placement of sensors in actual practice.
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Figure 7-10: AP I: Possibility region R(p*) for p* = (8,1.6) for S = {1} and S = {2} .

We now investigate the sensitivity of the parameter estimation with respect to the number
of measurements in time. To this end, we shall assume that p* = (4,1.2), €exp = 0.3%, and
N = Npr = Ngy,1 = Ngu2 = 50. We solve the inverse problem for Kexp =K;, 1 <i < 3, where
Ky = {5,10,...,200}, Ky = {10,20,...,200}, and K3 = {20,40,...,200}. We plot the possibility
regions for these three cases in Figures 7-11. We observe that the possibility regions corresponding
to K; and Ky coincide; it is thus sufficient to consider measurements taken at only every 10th
timestep. However, the uncertainty does increase if measurements are taken only for all & € Kj.
Since the size of Kexp, strongly affects the computational efficiency — recall the O(K (K +1) Ny, Nay)
complexity to evaluate the output estimate — the choice of Kexp should reflect the trade-off between
the acceptable uncertainty and computational cost.

We also point out that the length of the observation interval is very important in obtaining a
good estimate. We shall assume that the true parameter is pu* = (7.5,1.2) and the measurement
error is €exp = 0.5%; we also choose N = Ny, = Ngy 1 = Ngy2 = 50. We first recall from Figure 4-10
that the difference in the temperature measurements for different parameter values becomes visible
only after a certain transient. Furthermore, the time for the transient increases with increasing
values of 1 and ps. We plot the enclosing ellipses for K = {10,20,..., K} with K; = 100 and
Ky =200 in Figure 7-12. We observe that the longer observation time considerably decreases the
uncertainty in the estimate.

Finally, we consider the dependence of the inverse solution on the actual delamination width
and the conductivity ratio. We assume that €ep, = 0.3% and Kexp = {10,20,...,200} and set
N = Ny = Ngy1 = Ngu2 = 50. We next solve the parameter estimation procedure for the four
“true” parameters p* = (3,1.6), (3,0.6), (8,1.6), and (8,0.6). The enclosing ellipses are shown
in Figure 7-13 (note that the scaling of the axis is the same in all plots). We observe that the
uncertainty increases with increasing delamination width, wge. Unfortunately, an accurate estimate
of wgqe is especially important if wgqe is large since the safety of the structure may be influenced.
We also just showed that additional temperature measurements in time do not help to decrease
this uncertainty — however, additional temperature measurements on the surface, i.e., between the
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locations where s; and sy are measured, would most likely lead to an improved estimate.
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Figure 7-13: AP I: Possibility regions R(u*) for different “true” parameter values u*.

7.6 AP I1I: Dispersion of Pollutants

As the last application in this chapter we consider the pollutant dispersion problem introduced
in Section 1.1.1. Our goal is the following: Given the concentration measurements (or outputs),
si(p,t%), 1 < i < 4, at the first four sensor locations, we need to determine the source location
(and possibly the diffusivity) of a pollutant dispersing in a fixed flow field U. The description of
the problem is detailed in Section 5.6, where we also discussed the reduced-basis approximation.

We recall the input parameter, y, given by p = {u1, p2, u3} = {s, 275,255} € D = [0.05,0.5] x
[2.9,3.1] x [0.3,0.5] € RP=3, and the spatial domain, QFS, defined as QFS = [2.9,3.1] x [0.3,0.5].
The time interval of interest is I = [0,1] and the timestep is At = 5E-3; we thus have K = 200.
For notational convenience, we also define S as the set of outputs used in the parameter estimation
procedure, i.e., § = {1,2, 3,4} means that measurements at all four outputs are used in the solution
of the inverse problem.
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7.6.1 Estimation of Source Location

To begin, we shall assume that the diffusivity is known, p; = 0.1, and only the location of the source
term, (u2,u13), has to be found. We present a sample solution of the inverse problem in Figure 7-
14. Here, the true parameter is uj3 3 = (2.93,0.47) and the measurement error is €exp = 1.0%. The
measurements are taken at 10 points in time, Kexp = {10,20,...,100}, and we assume that we
have access to all four outputs, S = {1,2,3,4}. We choose N = 140 and M = 40 for the dimension
of the reduced-basis and nonaffine function approximation space, respectively. We first solve (7.8)
for prc = (p2,1c, #3,1c); we obtain uic = (2.927,0.469) after 4 iterations and a total of 8.34 sec. We
next construct the possibility region R(u*): we choose the tolerance Au®" = 1 E-4 for the binary
chop and increment the search angle by A3 = 20°; we thus have a total of d3 = 18 search directions
(we use these values for Au™" and Af throughout this section). Solving for the p;a*, 1< <18,
requires 175 forward solutions and takes a total of 158.9 sec. Given the boundary points, ,u;-z*, we
solve (7.12) for the enclosing ellipse. We note that the ellipse is nicely centered around the unknown
parameter value p3 3.
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Figure 7-14: AP II: Possibility region R(u*) for u* = (2.93,0.47).

We next consider the sensitivity with respect to measurement and modeling errors. We shall
assume that the source is located at p3s = (2.95,0.4), the measurements are taken at Kexp =
{10,20,...,100}, and all four sensors provide data, S = {1,2,3,4}. We plot in Figures 7-15 and 7-
16 the enclosing ellipses as a function of e.p (for N = 140, M = 40 fixed) and as a function
of (N, M) (for €exp = 0.5% fixed), respectively. We observe, as in the previous examples, that
smaller measurement and modeling errors result in a smaller possibility region and thus smaller
uncertainty in the parameter estimate. We also note from 7-16 that there is a big difference between
the (N, M) = (100, 40) and (100, 40) regions, whereas this difference is less pronounced for larger
values of (N, M). We should therefore always ensure that the reduced-basis approximation satisfies
a certain maximum acceptable error tolerance.

We now turn to the question which sensor measurements are most crucial for obtaining an
accurate parameter estimate. We shall assume that the source is located at u§’3 = (2.95,0.4),
that the measurements are taken at Kexp = {10,20,...,100}, and that the measurement error is
€exp = 0.1%. We choose N = 140 and M = 40 for the reduced-basis approximation. We recall
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Figure 7-16: AP II: Possibility region R(u*) for p* = (2.95,0.4) as a function of N and M.
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from Figures 5-5 and 5-6 that the dispersion of the pollutant strongly depends on the diffusivity
i1 — we thus consider two different values for the diffusivity, g1 = 0.05 and p; = 0.5. We
first present in Figure 7-17(a) the enclosing ellipses for u; = 0.05 for different combinations S. We
immediately notice that the first sensor measurement alone is sufficient in estimating u3 5; including
the remaining sensor measurements in the inverse solution does not yield a smaller possibility region
R(u*). However, if only the measurement of the first sensor fails, R(u*) increases considerably.
This result could be expected since the flow is clearly convection-dominated for py = 0.05 and the
first sensor lies directly in the track of the pollution cloud. For p; = 0.5 the picture is different: we
plot the boundary points, ,u,;»a*, in Figure 7-17(a) for different combinations S.! We observe that
the measurements from sensor 1 and 3 are now equally important. Furthermore, even sensor 4
contributes very slightly to decreasing the uncertainty. Since the flow is now diffusion dominated,
the vicinity of a sensor to the pollution source plays a much more important role than the exact
flow field U. We thus note that a find grid of sensors is important for obtaining sharp estimates
for all possible source locations and diffusivities.

Concerning the sensitivity of the parameter estimate with respect to additional measurements
in time (for a fixed S), we observed that (¢) taking more observations over the same time period,
e.g., Kexp = {5,10,15,...,100}, does not lead to an improved parameter estimate, and (ii) taking
observations over a longer time period, i.e., Kexp = {10, 20,...,200}, resulted in only a very slight
decrease of the possibility region.
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Figure 7-17: AP II: Possibility region R(u*) for uj; = (2.95,0.4) with (a) u = 0.05 and (b)
w1 = 0.5.

We now turn to the problem of simultaneously estimating the diffusivity, w1, as well as the
source location, (uz, u3). We shall assume that measurements are taken at Kexp = {10,20,...,100}
and that all four sensors provide data, S = {1,2,3,4}. We choose N = 140 and M = 40 for our
reduced-basis approximation.

We first consider a fixed measurement error, €exp = 1.0%, and the two “true” parameters
pa = (0.06,3.08,0.42) and pf = (0.4,3.08,0.42). Note that the location of the source is the same in

'We plot the boundary points, ,u}z‘, here because the slight but important differences are not visible when only
considering the enclosing ellipses.
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both cases and only the diffusivities are different. Given u%, we generate the noisy measurements
and solve (7.8) for the initial center jic; we obtain prc = (0.0619, 3.078, 0.419) after 4 iterations and
11.5 sec. To construct the (now three-dimensional) possibility region, we search along 18 directions
in three-dimensional parameter space; we require a total of 169 forward solutions obtained in 148.9
sec. Finally, we solve (7.12) for the enclosing ellipsoid, which is plotted in Figure 7-19(a). We
proceed similarly for the true parameter u;: the initial center is prc = (0.399, 3.080,0.420) and the
corresponding ellipsoid is shown in Figure 7-19(b). We observe that the higher diffusivity results
in a considerably larger possibility region R(u*) (the scaling of the us and u3 axis is the same in
both plots). The smaller uncertainty in estimating u% is due to the fact that the features of the
concentration field over time are far more distinct for low diffusivities — thus allowing for a sharper
estimate.

Figure 7-18: AP II: Possibility region R(u*) for (a) pi = (0.06,3.08,0.42) and (b) ui =
(0.4,3.08,0.42).

We shortly return to the sensitivity with respect to the measurement error. Given the true
parameter p* = (0.1,3.05,0.35), we solve the inverse problem and plot the enclosing ellipsoid for
€exp = 0.5% and €exp = 1.0% in Figure 7-19(a) and (b), respectively. As noticed before, the
uncertainty in determining the actual source location (u3, %) increases of course. However, the
influence of the error on the accuracy of the diffusivity estimate, py, is considerably larger. The
maximum possible deviation from the true diffusivity is close to 30%.

Finally, we recall that the allowable range of the source location, QF3, is fairly small compared to
the whole domain 2. The reason we cannot handle a source whose location varies significantly over
the domain is certainly related to () the small diffusivities, i.e., convection plays a very important
role in the solution; and (éi) the very complex flow field, i.e., only a slight difference in the source
location can result in very different dispersion patterns. Thus, in the present example the limiting
factor is the dimension of the reduced-basis space, N, and not the dimension M of the nonaffine
function approximation for the source term. If we were to increase the size of QFS, the increase in
M will probably be tolerable, whereas the increase in N may be prohibitive. However, there may
be other cases, e.g., different flow fields and/or higher diffusivities, where the size of M becomes
important.
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Chapter 8

Application to Optimal Control

8.1 Introduction

In Chapter 7 we introduced a robust parameter estimation technique for systems governed by
parabolic partial differential equations and successfully applied the proposed method to several
numerical examples. The efficient and reliable solution of the partial-differential-equation-induced
input-output relationship — afforded through the reduced-basis method and associated a posteriori
error estimation introduced in earlier chapter — was the basis for our approach. Besides the
characterization context there are several other classes of applications which require repeated and
often real-time evaluation of input-output relationships. One of these applications, and also the
one we consider in this chapter, is optimal control [24].

To begin, we shortly review the optimal control formulation and introduce the reduced-basis
approximation into the solution of the problem. As a specific example we then consider the startup
control of a welding process. We in fact combine the optimal control formulation with the tools
developed in Chapter 7, thus pursuing an integrated estimation-control framework: first, we esti-
mate the unknown system parameters; and second, given the parameter estimates, we solve for the
optimal control input to obtain the desired system behavior.

8.2 Optimal Control Problem

Optimal control problems arise in many engineering applications when a known desired behavior
is to be imposed on a dynamical system. The problem is usually cast in an optimization setting:
a cost functional containing the control and state (or output) histories is set up to quantify the
performance and controller trade-off. The optimal control input is then found from minimizing
this cost function subject to the governing equations, and possibly constraints on the control and
output, being satisfied. A variety of methods have been successfully applied to solve optimal control
problems [24]: Riccati equations, shooting methods, control parametrization, sequential quadratic
programming, and also general gradient methods such as steepest descent, Newton-Raphson, or
conjugate gradient techniques. However, while Riccati equations are limited to only small state
dimensions, all of the other techniques usually involve an iterative optimization process.

The solution of optimal control problems thus requires repeated and often real-time evaluation
of input-output relationships. If the dynamics are described by partial differential equations, the
cost quickly becomes prohibitively large [34, 45, 57, 78], and hence reduced-order models are often
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employed. Applications of reduced-order models in optimal control range from fluid flow [47, 48,
49, 95}, to hyperthermia treatment [65, 66] to thermal processing of semiconductors [82] and canned
foods [10].

8.2.1 Formulation

We consider here two formulations for the optimal control problem. We start with the standard
Linear-Quadratic-Regulator (LQR) problem. Defining u = [u(t)) u(t?) ... u(t¥)]T € RK, the
(discrete-time) quadratic cost functional to be minimized is given by

(50, 1) = sa(t%)) " Wr (s, t5) = 54(t5))

[N

J{u; p) =

+5 i { (500 £4) = 50(5)) " Wi (s(0,15) — sa(t)) + u(t¥) Wo u(tk)} . (81)
k=1

where s(u,t5) and s4(t*) are the actual and desired outputs, u(t*), ¥ k € K is the control input,
and Wr, Wg, and Wy, are symmetric positive (semi-)definite weighting matrices influencing the
trade-off between tracking performance and controller cost. The first term penalizes the deviation of
the output from the desired output sq(t*) at the final time; the second term penalizes the deviation
of the output from the desired trajectory sq(t*¥) during the time interval of interest; and the last
term reflects the cost of the control action. Note that we use the notation .J(u;p) to explicitly
signify the dependence of the cost function on the parameter p through the output s(u, t*).

The optimal control input, u*(t*), Vk € K, is then found by minimizing J(u; 1) subject to the
initial conditions and the governing equations, (say) (4.3) and (4.4); constraints on the control input
itself, such as non-negativity requirements, may also be present. We can thus state the problem as:
Given a pu € D, u*(tF), Vk € K, is the solution of

JSE& J(u; 1) (8:2)
. { (4.3), (4.4) (say)

urg < u(th) <uys, VEkeK.

Here, upp and < uyg are the lower and upper bound on the control input, respectively. The LQR
formulation results in a set of linear stationarity conditions and is therefore the most common
set-up for optimal control problems.

We now consider a different formulation of the optimal control problem that leads to a linear
programming problem. Again, our goal is to track a desired output history, sq(t*). To this end,
we minimize the maximum deviation from the desired output trajectory, i.e., maxpex |s(p,t*) —
sa(u, )], subject to the governing equations, and possibly constraints on the control input. This
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problem can be written as: Given a p € D, u*(t¥), Vk € K, is the solution of

u e R
IS u, F)—sa(u,t*)| <v, VkeK
), (4.4) (say)
ULB<U )SUUB, VkeK.

We recover the linear programming formulation by simply replacing [s(u, t*) — sq(u, t*)| < v with
the two constraints s(u, t*) — sq(u,t*) < v and —s(u, t*¥) + sq(u,t*) < 4. Note that we do not
penalize the total control energy spent in this formulation. However, we may additionally include
a term of the form Zle [u(t*)| into the cost function, which can again be reformulated as a linear
programming problem ([21].

So far we have assumed that the input parameter y is (exactly) known before we attempt to
solve the optimal control problem. Unfortunately, this may not always be the case. In Chapter 7 we
introduced a robust parameter estimation procedure which accounts for measurement and modeling
errors in the form of a possibility region R(y) — R(u) contains all (in the probabilistic sense)
parameters which satisfy the constraints of the problem. In such a case we do not know pu exactly,
but only that u € R{u). We may explicitly introduce this uncertainty into the optimal control
problem and pursue the min-max formulation w*(t) = argmin,cpx max,cg(,) J(u; 1) subject to
the constraints stated in (8.2). We can also follow a similar approach for the linear programming
problem (8.3). There may, of course, be an issue concerning computational feasibility: we saw in
the last chapter that we can solve (7.8) for the initial center, uic, very fast. However, constructing
the possibility region R(u) requires more effort. Depending on the problem at hand, solving (8.2)
using the estimated parameter value may be sufficient and the only choice concerning computational
efficiency. If the robust solution is crucial and the computation of R(u) is fast enough, on the other
hand, following the robust approach is preferable.

Finally, we note that a design exercise may result in a similar problem formulation. The
parameters are now design variables that can be chosen by the user, e.g., the location of controllers
or sensors, and our goal is to minimize J(u;u) over all u € D, where D is the admissible design
space.

8.2.2 Optimization Procedure

We state the optimal control problems (8.2) and (8.3) in the last section in terms of the truth
approximation y(u, %) and s(u,t). Although solution techniques tailored to partial-differential-
equation-constrained optimal control problems have been developed [78], they are computationally
expensive and thus real-time performance is hard to achieve. We therefore employ the reduced-
basis method in the statement and solution of the problem and replace the truth approximation
y(u,t*) (and s(u, %)) by their reduced-basis approximations yy (i, t*) (and sy (g, t*)) in (8.1), (8.2)
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and (8.3); e.g., we have

In () = % (sn (1, %) — sa(#5))T W (sn (1, £5) = 5a(t5))
K
+ %E kg‘: { <8N(IL, thy — sd(t’“))T Wr (sN(u,tk) - sd(tk)) + u(th) Wy u(tk)} . (8.4)

Since we do not aim at developing new techniques for solving optimal control problems in this
thesis, we pursue a straightforward “impulse approach” for their solution similar to the one in [17].
We already remarked in Section 4.2.3 that the solution of any LTT system can be written as the
convolution of the impulse response with the control input. This property is also the basis and justi-
fication for constructing the reduced-basis approximation with an impulse approach: it is sufficient
that the reduced-basis subspace approximates well the (parameter-dependent) impulse response
to obtain good approximation properties for all possible control input histories. As in (4.14), the
output of any LTI system can be written as

k
s(u,t*) =D g (wt* T ut), YkeK, (8.5)

Jj=1

where g*(u,t*) is the output for a unit impulse control input u(t*) = 61z, V &k € K. Similarly,
we obtain sy (u,t*F) = Zle g3 (p, P I Y u(#), YV k € K, where g% (i1, t*) is the solution of (4.17)
and (4.110) for u(t*) = &%, Yk € K. Defining sy(u) = [sn(p,t!) sy (i, t?) ... sn(p, t5)7T and
w = [u(t!) u(t?)...u(t¥)] we can write the input-output relationship as

sn(p) =Gnln) u, (8.6)

where the matrix Gy () € RE*X is lower-triangular and contains the impulse response g% (i, t*),
Vk € K. Note that G(u) depends on p and thus has to be evaluated online for every new parameter
value p.

It directly follows from (8.6) and (8.4) that Jy(u; ) can be written as

ul H(p)u+ b7 () u+ c(u). (8.7)

o=

In(u; p) =

Here, H (i) € REXK is a parameter-dependent matrix containing the impulse response, b(u) € RK
is a parameter-dependent vector containing the impulse response and information regarding the
desired trajectory, and ¢(p) is a scalar containing only information regarding the desired trajectory.
We then solve the optimization problem

. T T
Jnin o H(p)u+b" (p)u+ clp) (8-8)
s.t. UL < u(tk) <uys, VEkek,

for the optimal control input u*(t*), Yk € K.
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Similarly, invoking (8.6) we can write the linear programming problem as

min 8.9
Sy (8.9)
u € R¥

Gu—sg<ye
8. ~Gu+sg<ne

us < u(t*) <uyp, VkeK.

where 54 = [sq(t') sa(t?)...5q(t5)]T € RX and e = [1 1...1]T € REX. We note, however, that
using the impulse approach (8.6) to recast the optimal control problem is only efficient for the linear
programming problem (8.9); in the LQR case the computational cost to form H(u) is O(K3/3) and
is thus only efficient for K very small.

We shortly remark on the possibility to extend the previous discussion and consider Model
Predictive Control (MPC), also referred to as receding horizon control or moving horizon control [3,
67,70, 92, 96]. In MPC, the optimal control problem defined over a very long (infinite) time period,
is essentially split into a series of short term (finite) horizon optimal control problems. The optimal
control input or feedback law is not computed once offline for the entire time period, instead a
series finite horizon optimal control problems is solved repeatedly online for the consecutive time
periods using the current state of the plant as the initial condition. In contrast to an open-loop
optimal control law, MPC can therefore react to perturbations in the system parameters, in effect
“closing the loop” of the control implementation. However, for MPC to be applicable, the plant
dynamics have to be sufficiently “slow” compared to the time required to solve the optimal control
problem so as to permit the implementation. Reduced-order models thus lend themselves ideally
to Model Predictive Control.

8.3 AP IV: Control of Welding Quality

We now turn to the welding application introduced in Section 1.1.1. The equation governing the
temperature distribution in the joint-section is the unsteady convection-diffusion equation (1.19)
with initial condition (1.20). The heat input from the welding torch is modelled as a Gaussian
distribution centered at the torch position zT = (3.5,1), given by

g (25 18) = 2;7;2‘ e~ (=) e/ @ed), (8.10)

where 7, is the efficiency and oy, is the distribution parameter. We use the notation g (-;u)
to signify the dependence on the parameter u = (1, 42) = (Nw,0w) € D € RP=2, where D =
[0.1,0.4] x [0.15,0.65] [112].

We shall make the following two assumptions. First, we assume that we are interested in
achieving a fixed desired weld pool depth dy g = 0.5. In [111, 112}, the temperature distribution is
searched for the isotherm corresponding to the melting temperature to deduce the pool depth dy,.
However, searching the isotherms requires knowledge of the truth approximation state y(u, t*), Vk €
K and the computational cost thus scales with the dimension N of the truth approximation. The
basic premise for the computational efficiency of the reduced-basis method is the NV -independent
computational complexity in the online stage — we should therefore avoid the isotherm search. To

205



this end, we introduce a “fictitious” output, sz, at the desired weld pool depth, d 4, measuring
the average temperature over a small domain. We then simply require this temperature output to
be equal to the melting temperature, ie., s3(u,t*) = s§ = 1, Vk € K. We then guarantee that
the melting isotherm reaches the desired depth. In Figure 8-1 we show a sketch of the joint-section
with the torch position and the three outputs, the two measurements s; and s on the bottom of
the workpiece and the additional output s3. Note that we place the output s3 downwind of the
welding torch because of the convective term. We also note that we may consider several different
desired weld pool depths by simply introducing a “fictitious” output at each desired depth level.

e Pe =vL./k
A I
/‘FN '
1 |
% |
O - é T'n
f i .

. >
1.5 3.5 5
8 8

Figure 8-1: AP IV: Control of welding quality.

Our second assumption is related to the control input. In actual practice, the welding process
can be controlled through the velocity of the torch, Pe, and the total heat input, u(t). Here, we
consider only the total heat input, u(t), as the single control input and assume that the velocity is
fixed, Pe = 6 1. We restrict our attention to this case because controlling the velocity would result
in a nonlinear — or more precisely, bilinear — control law and our impulse approach to construct
the reduced-basis approximation would not be valid.

The domain (2, a typical point in which is (z1,z2), is given by © = [0,5] x [0,1]. We shall
assume that the temperature is equal to ambient temperature on I'p, and that the remaining
boundaries, I'x, are insulated. The time-discrete weak form of the governing equation (1.19) for
the temperature T'(i,t*) € Y is (B.2) (we use Crank-Nicolson for the time integration) with initial
condition T'(1,t°) = 0, where Y C Y® = {v|v € H}(Q),v = Olp,} is a linear finite element
truth approximation subspace of dimension A/ = 3720. The bilinear and linear forms are given by
m(w,v) = [qwv, a®P(w,v) = fﬁ Vw-Vo+ [qv(U-Vuw) + 3 [qvw (V- U), and b(v; gw(z; p)) =
Jo @w(z; ) v, where U = [Pe 0|7 and gy (z; 1) is defined in (8.10). We note that a and m do not
depend on the parameter, and that the parameter dependence of b(v; g(x; ) is nonaffine — we
hence require the theory developed in Chapter 5. We also define the inner products (w,v)x =
m(w,v) and (w,v)y = [, Vw - Vv; we may thus choose &, = 1. The outputs sq(u,t*), 1 <
g < 3, are given by sy(u,t*) — [qurlfﬂsq v, 1 < g < 3, where 5, = [3.16,3.29] x [0,0.07],
Qs, = [4,4.12] x [0,0.07], and Q, = [1.42,1.58] x [0.47,0.53]. We shall consider the time interval
I =10,2] 2 and a timestep At = 2E-2; we thus have K = 100.

1We could, of course, consider Pe as a parameter and construct a reduced-basis approximation for a certain velocity
range. The desired velocity can then be chosen at the beginning of the welding process.

*Note that the time is also non-dimensionalized here. The time interval I = [0,2] corresponds to a “real” time
interval from 0 to 10 sec.
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We plot in Figure 8-2 the temperature distribution T'(u,t*) and corresponding isotherms for
p = (0.3,0.4) at three different discrete timesteps for u(t*) = 10, Vk € K. Because of the convective
term the isotherms are shifted to the left from the torch position. The shape of the isotherms also
justifies our choice for the location of the output s3.

t=25At t=25 At

t=560At

t=75At

Figure 8-2: AP IV: Temperature distribution T'(i, t*) and isotherms for 4 = (0.3,0.4) at t = 25, 50,
and ¢7°.

8.3.1 Reduced-Basis Approximation

We first consider the approximation to the nonaffine function gy (z; 1) defined in (8.10). We note
that the nonaffine parameter dependence of gy (z; 1) is only due to u2. We could thus include only
2 in the definition of gy, and consider u; separately. Nevertheless, here we chose to define g, to be
a function of both parameters.®> We choose for =9 a deterministic grid of 41 x 41 parameter points
over D and we choose (uf, u3) = (0.4,0.15). Next, we pursue the empirical interpolation method
of Section 2.4 (using the L*°(Q)-norm) to construct S%,, W§;, Ta, and BM 1 < M < Mpax, for
Mpax = 17.

We next generate the sample set S¥ and associated reduced basis space W%, according to the
adaptive sampling procedure described in Section 4.5 with M = M.y for the nonaffine function

3Note that we could even treat p; implicitly by including it in the control input w(t).
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approximation. We construct the reduced-basis approximation here using the impulse approach
— since the system is LTI, it is sufficient that the reduced-basis subspace approximates well the
parameter-dependent impulse response. This fact is crucial for applying our method to optimal
control problems, because the optimal control input is not known in advance. We initialize the
procedure with p¥ = (0.1,0.4) and t¥ = 1At and set the desired error tolerance (for the relative
error in the energy norm) to €y min = 1 E-4. We sample on a parameter test sample Zf € (D)400
of size 400 (a regular 20 x 20 grid); we require Ny, = 54 basis functions to obtain the desired
accuracy.

We note that we do not pursue the primal-dual formulation here. The numerical results for the
output errors and output bounds are obtained using the simple bound defined in Proposition 16.

To begin, we present convergence results for the nonaffine function approximation. We present
in Table 8.1 €} 1ays Pass A Tar, and seyr as a function of M (see Section 2.4.3 for the definitions
of these quantities; here =% ., is a test sample of size 225). We observe that the maximum error
€M max Comverges very rapidly with M; that the Lebesgue constant provides a reasonably sharp
measure of the interpolation-induced error; that the error estimator effectivity is reasonably close
to unity (recall that épr(p) < epr(p), 1 € M € Mmax). The reason that My,ay is fairly small here
is because gy (z; ) is only nonaffine in ps as mentioned previously.

Ermax | Pm | A | Ty | 2m
834E-02 | 05711.12] 0.86 | 1.22
1.32E-02 1 0.48 | 2.61 | 0.79 | 2.41
5.29E-04 | 0.51 { 3.57 | 0.26 | 3.27
1.10E-04 | 056 | 2.86 | 0.73 | 4.92
6.24E-06 | 0.51 | 5.63 | 0.87 | 6.00
3.53E-07 1036 | 3.620.58 | 7.17
14 | 3.81E-08 | 0.32 | 5.98 | 0.50 | 8.36
16 j} 2.72E-08 | 0.22 1 6.92 | 0.32 | 8.57

'[:35‘00@.&1\9%

Table 8.1: AP IV: €} avs Pars Ams Wiy, and sepr as a function of M.

‘We now turn to the convergence results and error bounds for the reduced-basis approximation.
In Figure 8-3(a) and (b) we plot, as a function of N and M, the maximum relative error in the
energy norm 6?\,, M.max.rel 20d the maximum relative error bound Aifv, M max.rel} D€T€, e?jv’ M max.rel 15
the maximum over Zes; of |||e(p, tF)||]/1|y(ty, t¥)]]] and A?V,M,max,rel is the maximum over Sest
of A%M(u,tK)/|||y(uy,tK)||[, where Srest € (D)?% is a an input sample of size 225 (a 15 x 15
random grid), and p, = arg maxyez=,., |/|y(p, t)|||. We observe the typical behavior in the error
and error bound convergence curves. Also, the separation points of the asymptotes are different for
€N M maxrel 384 AN s oy a5 t0 Obtain the best possible error bounds we should base our choice
on the A} M max,rel CUTVES.

In Table 8.2 we present, as a function of N and M, ezj"\h M max rel’ A'}’V’ M max.rel’ and the average
effectivity 7%, where 7¥ is the average over Sres; x I of A% 5 (1, %) /||ly (12, t%) — yn (1, t*)|]|. Here,
we select the (N, M) combinations from Figure 8-3 which roughly correspond to the separation
points. We note that the effectivities for the bound of the energy norm error are very good.

We next present in Tables 8.3, 8.4, and 8.5 the maximum relative output error €y ns . el
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Figure 8-3: AP IV: (a) Maximum relative error in the energy norm and (b) error bound.

N | M E?V,M,ma.x rel A?V,M,max,re! T?y
10| 4 1.42E-01 7.82E-01 | 6.68
20| 6 9.05E-03 1.83E-02 | 2.00
30| 8 3.02E-03 5.60E-03 | 1.96
40| 10 || 3.97E-04 7.56E-04 | 1.85
50 | 10 || 8.01E-05 | 1.35E-04 | 1.67

Table 8.2: AP IV: Convergence rate and effectivities as a function of N and M.
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the maximum relative output bound Aj; ps .. 1, and the average effectivity 7y p, as a function
of N and M for outputs 1, 2, and 3, respectlvely Here, €y pf max el 18 the maximum over Sest

of ‘S(M,tn(ﬂ)) SN(M?t"? ))‘/Smax, ANMrnax rel is the maximum over Srest of AN M(:u7 )/‘Smaxi
and 77° is the average over Srut of A% yr (1 tn(1))/ |1 tn(1)) — 83,04 (1, b)), Where £ () =
arg maxey |$(1,t%) — sy (1, t%)| and smax = maxgecy MaX,eny,, |s(u,tF)]. The error in all three
outputs converges approximately at the same rate. The magnitude of the output effectivities is
similar to the previous numerical examples and is still acceptable for the simple output bound. We
require N = 45 — 50 and M = 10 to obtain an accuracy in the output bounds of approximately 1%.

N | M 6?\’,M,ma.x,re1 ?V,M,max rel ﬁf\ﬂM
10| 4 || 2.82E-01 | 3.15E+01 102
201 6 1.72E-02 | 7.39E-01 58.3
30| 8 || 263E-03 | 2.26E-01 58.4
40110 | 2.5TE-04 | 3.04E-02 104
50| 101 1.07TE-04 | 544E-03 | 59.3

Table 8.3: AP IV: Maximum relative output error, output bound, and effectivities for output 1.

N | M €?V,M max,rel Af\/,M,ma.x,rel ﬁlsV,M
10| 4 || 4.00E-01 | 6.53E+01 126
20 6 2.68E-02 | 1.b3E+00 | 41.3
30| 8 7.80E-03 | 4.68E-01 56.0
40| 10 || 5.24E-04 | 6.31E-02 39.5
50|10 || 2.23E-04 1.13E-02 | 27.9

Table 8.4: AP IV: Maximum relative output error, output bound, and effectivities for output 2.

N M E?V M max,rel ?V,M max,rel ﬁ?V,M
10| 4 1.01E-01 | 2.12E+01 165
20| 6 || 6.18E-03 | 496E-01 | 51.0
30| 8 || L.37TE-03 | 1.52E-01 103
40 | 10 || 3.48E-04 | 2.04E-02 130
50|10 | 4.88E-05 | 3.65E-03 | 79.9

Table 8.5: AP IV: Maximum relative output error, output bound, and effectivities for output 3.

Finally, in Table 8.6 we present, as a function of N and M, the online computational times
to calculate sy ar(p,t*) and A% ot ), Yk € K. The values are normalized with respect to
the computational time for the direct calculation of the truth approximation output s(p,tk) =
¢(y(p,tF)), ¥V k € K. The computational savings for N = 50 and M = 10 are approximately a
factor of 280. Although we do not employ the primal-dual formulation here, the computational
savings are considerable because of the very fast convergence — and hence fairly small N — of our
reduced-basis approximation.
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N | M || snar(p,t*), Ve e K[ AL (1, 1F), VE € K| s(u,tF), VE €K
10] 4 3.81E-04 1.44F-03 1
20| 6 5.72E-04 1.56 E-03 1
30| 8 7.70E-04 1.72E-03 1
40 | 10 1.06E-03 2.04E-03 1
50 | 10 1.43E-03 2.16E-03 1

Table 8.6: AP IV: Online computational times (normalized with respect to the time to solve for
s(u, tF), Yk € K).

8.3.2 Estimation of Weld Pool Depth

Our goal is the in-process control of the weld pool depth dy, to the desired value dy q. However,
the pool depth depends on the unknown parameter p through the temperature distribution in the
joint-section. We thus have to estimate the parameter y first before we can proceed and control
dy. To this end, we split the estimation-control process into the following series of problems solved
in consecutive time intervals:

1. Fort € Iy = {t°,...,t%1}: The welding process is started with a nominal control input u, (t*)
and temperature measurements, 21 (t¥) and 22(#*), are taken at several discrete points in time
at the two measurement points at the bottom of the plate.

2. Fort €y = {tkl, e ,tkz}: Given the measured temperatures, we solve the inverse problem
for the parameter estimate uic (and the possibility region R(u*)).

3. Fort € I3 = {tkz, e ,tkS}: Given the parameter estimate urc, we solve the optimal control
problem for the time interval Iy = {t*3,... t*} with the estimated output s3(uic,t3) as
initial condition.

4. For t € Iy = {t*s,... t*4}: We apply the optimal control input u*(t*) to the welding process.

We note that the finite element “truth” approximation with a specific true parameter value p*
serves as our “real-world” welding process. We obtain the temperature measurements z; (tk) and
2 (%) in step 1 by adding noise to the truth approximation outputs s;(u*,t*) and so(u*,t*). In
step 4 we apply the optimal control input *(¢*) to the truth approximation and check whether we
obtain the desired temperature, s; = 1, in the output s3(p*, t%).

We start with step 1 and 2: we shall assume that the true parameter value is given by p* =
(0.34,0.46) and that temperature is measured for I; = {t°,...,#1°} at the discrete timesteps K =
{2,4,6,8,10} (this corresponds to a sampling frequency of approximately 5 Hz). Based on our
discussion in the last section we choose N = 50 and M = 10 for the reduced-basis approximation.

We present a sample solution of the parameter estimation procedure in Figure 8-4. We assume
that €exp = 1.0% and solve (7.8) for ujo: we obtain uic = (0.339,0.462) after 3 iterations in 1.29
sec 4. We need 233 forward solutions and a total of 35.0 sec. to generate the boundary points u™’
(here, AB = 20° and Au™ = 1E-5). Finally, we solve (7.12) for the enclosing ellipse.

4 All timing results presented are obtained on an Intel 750 MHz Pentium III processor running MATLAB 6.5.
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Figure 8-4: AP IV: Possibility region R(u) for u* = (0.34, 0.46).

We also investigate the sensitivity of the parameter estimate with respect to measurement and
modeling errors. We present in Figures 8-5 and 8-6 the enclosing ellipses as a function of €exp (for
N =50 and M = 10) and as a function of N and M (for eexp = 0.5%), respectively. Again, smaller
measurement and modeling errors result in a smaller possibility region R(p*). We observe that we
could decrease N to 40 without incurring a severe loss in the accuracy of the parameter estimate.

In actual practice, we should not wait until all measurements are available before we start the
parameter estimation process. In fact, the time intervals I} and Iy may overlap: since solving (7.8)
is an iterative process, we can continuously add measurements into the solution process as they
become available. We test this approach by starting the iterative solution of (7.8) with only the
first two measurements, K = {2,4}. After each iteration of the Levenberg-Marquardt Algorithm
we include the next measurement into the solution process. We obtain prc = (0.339,0.463) after
only 3 iterations and 1.25 sec. We thus reduced the total time to obtain the parameter estimate
pic by 0.6 sec., i.e., the time to take 3 measurements at a sampling rate of 5 Hz.

8.3.3 Control of Weld Pool Depth

Given the solution of the parameter estimation procedure, we can now turn to the optimal control
problem. Since the construction of the possibility region R(u*) takes a considerable amount of time,
we do not consider the min-max problem discussed at the end of Section 8.2.1 for the in-process
control. Instead, we simply use pic as our estimate for the true parameter u* and solve the optimal
control problem given pyc. We only present results here for the LQR problem (8.8) with Wy = 1,
Wr =1E+4, and Wi = 1E+6; we solve (8.8) using the quadprog routine from MATLAB.

We shall assume that the nominal input is u,(t*) = 30, 1 < k < k3, and that the control input
is bounded from below and above by urg = 25 < u(t*) < uyp = 50, Vk € K, i.e., there exist a
minimum and maximum limit for the heat input from the welding torch. Note that we solve the
optimal control problem during the time interval I3 and apply the optimal control law during the
time interval I;. Since the state of the system at the beginning of I (at the discrete time t2)
serves as the initial condition for the optimal control problem, we need to predict the time frame
necessary for solving the optimal control problem. To begin, we simply choose k3 = 30 and confirm
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afterwards if our choice is justified. We also assume that the control horizon is t5 = ¢100: the
period actively controlled is thus Iy = {#*,...,#!%} (corresponding to the time period from 3 to
10 sec.).

To begin, we consider the case with a 1% error in the temperature measurements for the pa-
rameter estimation. At the end of the last section we obtained the estimate, puic = (0.339,0.463),
for the true parameter value, p* = (0.34,0.46), after 1.25 sec. Since we started the parameter esti-
mation procedure after the second measurement was taken, this corresponds to pic being available
1.65 sec. after the welding process is started. Also, the discrete timestep k3 = 30 corresponds to a
real time of 3 sec. — we thus need to solve the optimal control problem within 1.35 sec.

Given s3 = 1 and pic = (0.339, 0.463), we solve the LQR optimal control problem: in Figure 8-7
we present the optimal control input u*(t*), the output s3(u*,t*) obtained from applying u*(t*)
to the truth finite element approximation, and the deviation from the desired temperature |s§ —
s3(p*,t%)|. Here, we have assumed that the sampling frequency for the control input is f; = 10 Hz.
Note that the control input is set to the nominal value u,(¢*) for the first three seconds — during
this time the parameter estimation and optimal control problem are solved. We observe that
approximately 2 seconds after the controller starts the error in the output remains at less than 1%
for the remainder of the controlled time interval. We also note that the control input turns off one
second before the final time: this is an “artifact” of the thermal inertia of the system as well as the
location of the “fictitious” output sz downwind of the heat source.

The time to solve for the optimal control input is approximately 3 seconds — with our current
implementation we cannot reach the required solution time of 1.35 sec. One option to satisfy the
time constraint is, of course, to consider a shorter time interval. Another option, and the one we
pursue here, is to presume a smaller sampling frequency, fs, for updating the control input. This
results in a smaller number of unknowns in the optimization and thus a faster solution time. In
Figure 8-8(a) and (b) we present the optimal control input w*(¢¥), the output s3(p*,t*), and the
output error |s§ — s3(u*,tF)| for fs = 5 Hz and f; = 2 Hz, respectively. We note that the error
level is very similar despite the lower sampling frequencies. The solution time, however, decreases
to approximately 1.8 sec. for f; = 5 Hz and to 1.0 sec. for fs = 2 Hz. We can thus achieve the
required solution time for fs = 2 Hz without a serious detriment to the tracking performance.

We next consider two more test cases with increasingly larger measurement errors €qp during
the parameter estimation procedure. In general, a larger measurement error results in a poorer
parameter estimate and we thus expect the steady-state error of the controlled output to be larger.
We first solve the parameter estimation problem with €up, = 2% and eexp = 5% and obtain pic =
(0.339,0.466) and pic = (0.334,0.473), respectively. The solution time is approximately 1.25 sec.
in both cases. Given the parameter estimates, we solve the optimal control problem for f; =5 Hz
and f; = 2 Hz. The results are presented in Figures 8-9 and 8-10. We observe that difference in
the output error is very small for €exp = 1% and eexp = 2% (note that the parameter estimates are
very similar). The output error for €ey, = 5%, on the other hand, is now above one percent due to
the larger error in the parameter estimate uic.

Finally, we note that the approach presented here can be considered as the first step in a model
predictive contro! framework. Once the optimal control problem is solved and implemented, we
repeat the estimation-control process: we first take new measurements and update the parameter
estimate accordingly; given the updated parameter estimate, we solve the optimal control problem
for the next upcoming time interval. Proceeding in this fashion, we can obtain a sampling period for
the parameter estimation and control update of approximately 3 seconds. The controller can thus
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Figure 8-7: AP IV: Optimal control input u*(t*), output ss(u*,t*), and output error |dyq —
sg(p*,t%)|, for pic = (0.339,0.463), €exp = 1% and f; = 10 Hz.
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Figure 8-8: AP IV: Optimal control input u*(t¥), output s3(u*,t¥), and output error |dw.a —
s3(p*,t%)|, for pic = (0.339,0.463), €exp = 1% and (a) fs = 5 Hz, (b) fs =2 Hz .
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Figure 8-9: AP IV: Optimal control input u*(t*), output ss(u*,t*), and output error |dwa —
s3(u*,tF)|, for pic = (0.339, 0.466), €exp = 2% and (a) fs =5 Hz, (b) fs=2Hz.

Figure 8-10: AP IV: Optimal control input u*(t*), output sz(u*,t*), and output error |dy g —
s3(u*,t%)|, for prc = (0.334,0.473), €exp = 9% and (a) fs =5 Hz, (b) s =2Hz.

216



react to disturbances and changes in the system parameters. However, as mentioned previously,
the variation of the system parameters has to be slow compared to the time to solve the inverse
and optimal control problems.
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Chapter 9

Concluding Remarks

9.1 Summary

The main goal of this thesis is the development of reduced-basis methods for problems governed by
parametrized parabolic partial differential equations. The essential components are (4) rapidly con-
vergent reduced-basis approximations — Galerkin projection onto a space Wy spanned by solutions
of the governing partial differential equation at N selected points in parameter-time space; () a
posteriori error estimation — relaxations of the error-residual equation that provide inexpensive
bounds for the error in the outputs of interest; and (é) offline-online computational procedures —
methods which decouple the generation and projection stages of the approximation process. The
operation count for the on-line stage — in which, given a new parameter value, we calculate the
output of interest and associated error bound — depends only on N (typically very small) and the
parametric complexity of the problem; the method is thus ideally suited for the repeated and rapid
evaluations required in the context of parameter estimation, design, optimization, and real-time
control.

Many model-order reduction techniques for time-dependent linear and nonlinear systems are
proposed in the literature. However, almost all of these techniques consider time the only variable
and do not accommodate parametric variation nor a posteriori error estimation. In the reduced-
basis method, we simply treat time as an additional, albeit special, parameter. Instead of generating
a reduced-order model for a particular time-varying system, we create a model valid for general
parametric families of systems. Our results show that we obtain good approximation properties for
all parameters in the admissible domain.

We also improve and extend on earlier work on reduced-basis methods for parabolic problems
in several directions: we rigorously treat (i) temporal forcing/control inputs that are not known
a priori, and (i) outputs that are also (scalar) functions of time. We develop a new a posteriori
error estimation procedure that provides rigorous bounds for the error in the energy norm and
in the output at all (discrete) timesteps. This generalization allows us to treat a wider class of
applications and pursue a more rational way of constructing the parameter-time sample set — our
“greedy” adaptive procedure optimally selects the samples and thus helps avoid ill-conditioning
of the reduced-order model. The procedure performs very well in practice and sometimes results
in non-obvious parameter samples that would be hard to predict. Furthermore, we propose an
impulse approach to construct the basis for LTI systems — especially important for optimal control
applications.
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We propose adjoint procedures in the context of problems with affine parameter dependence.
The primal-dual formulation results in a square effect of the output estimate and output bound
convergence. Despite the additional cost due to the solution of the dual problem, the overall compu-
tational efficiency for certain problems may increase considerably as compared to a “primal-only”
approach. However, the primal-dual formulation is less advantageous when considering problems
with either many outputs or a large number of timesteps — one such example being the pollution
problem discussed several times,

In Chapter 4 the assumption of affine parameter dependence is critical for computational ef-
ficiency. Unfortunately, it is also rather limiting: the pollution problem (with a varying source
location) and the welding problem both display a nonaffine parameter dependence. We treat these
problems in Chapter 5, where we introduce a collateral reduced-basis approximation for the non-
affine terms and employ an empirical interpolation method to calculate the coeflicients for the
nonaffine approximation. We also introduce a posteriori error bounds and offline-online compu-
tational decompositions which retain the online A-independence; although our error bounds are
rigorous only under certain conditions on the nonaffine function approximation, we observe in the
numerical results that our methods perform well even if these conditions are not met. Nevertheless,
we have to carefully choose the approximation order N and M of the reduced-basis and nonaffine
function approximation, respectively.

We also consider certain classes of nonlinear parabolic problems in Chapter 6. The treatment
of the nonlinear case is similar to the nonaffine case in that we now employ the empirical inter-
polation method to approximate the nonlinear term. Here, it is difficult to generate an explicit
affine approximation of the nonlinear term since the field variable is not known in advance. The
greedy adaptive sampling procedure ensures good approximation properties, but is very (maybe
prohibitively) expensive in the nonlinear case. We also propose a posteriori error estimation pro-
cedures and offline-online decompositions which are valid even in the presence of highly nonlinear
terms. As a specific example in the class of reaction-diffusion equations we consider the self-ignition
of a coal stockpile. Although we do not have error bounds available for this problem, our results
show that the reduced-basis method performs very well in approximating and capturing the highly
nonlinear behavior.

Finally, we integrate the reduced-basis method into two representative applications requiring
repeated and rapid evaluation of input-output relationships: robust parameter estimation in Chap-
ter 7 and optimal control in Chapter 8. The examples presented in these chapters, and the numerical
tests performed throughout this thesis, demonstrate the applicability, effectivity, and efficiency of
our proposed method. We rigorously and efficiently quantify the uncertainty due to measurement
and reduced-basis modeling errors in inverse problems — we can thus pursue a real-time and ro-
bust parameter estimation procedure which would have been intractable with conventional finite
element methods. Furthermore, we can consider in-process (optimal) control of certain engineering
problems, which is of special interest in the model predictive control framework.

9.2 Future Work

We conclude by giving some suggestions for future work. In Chapter 4 we presented several numer-
ical results for applying a primal-dual formulation in the reduced-basis context. We observed that
we can obtain a specific desired accuracy for the output estimate and output bound for different
combinations of Np,y and Ny, the dimensions of the primal and dual spaces. The choice of Ny, and
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Nqy is, of course, also important for the computational efficiency of the method. An interesting
question is thus to find the “best” relative choice of Ny and Ny, which minimizes the computa-
tional cost for a given desired approximation accuracy. The solution will certainly be different for
every specific problem at hand, but it would be good if a general guideline is found.

On a related issue, we observed that the primal-dual formulation greatly improves the conver-
gence rate of the output estimate and output bound. However, the output effectivities reported
showed that the output bounds are not necessarily sharper as compared to the primal-only ap-
proach. Following the approach in [121], we presented preliminary results that lead to output
effectivities of O(1) by adding the residual correction term to the output bound instead of improv-
ing the output estimate. Nevertheless, the required dimensions of the primal and dual reduced-basis
approximations to obtain a specific accuracy did not decrease. A hybrid approach, on the other
hand, may result in a smaller Ny, and Ny, and improve the computational cost.

In this thesis, we presented adjoint techniques only for affine problems. It would be good to
extend the methods in Chapters 4 and 5 to consider primal-dual formulations for nonaffine problems.
The nonlinear case is far more complicated and certainly requires additional effort (see [121] for
the application of adjoint techniques to reduced-basis approximations of the steady Navier-Stokes
equation).

The extension of the methods presented here to more general nonlinear parabolic problems is
another interesting topic of research. One possibility are problems involving nonlinearity in the
Laplacian, e.g., anisotropic or nonlinear diffusion problems widely used in image processing. The
most interesting choice with the widest applicability is to consider the unsteady Navier-Stokes
equation. Combining the theory developed in [121] and in this thesis might be a first step in this
direction. However, even the theory for nonlinear problems presented here should be improved
upon, especially the extremely high computational cost for the greedy procedure.

Although we applied our method to several real-world problems, the work in this thesis is still
mostly theoretic. Implementing the reduced-basis method in actual practice, e.g., in the “real-
world” control or parameter estimation framework, would prove the real potential of the proposed
method. We also note that in this thesis we only considered problems with up to three parameters,
whereas in real-world problems the number of parameters might be considerably higher. However,
considering problems with O(10) parameters may vastly reduce the computational savings, since
even for our few-parameter problems N reached up to 200. The question of how the reduced-basis
approximation scales with the dimension of the parameter space is thus also very interesting to
investigate.
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Appendix A

OfHine-Online Computational
Procedure

A.1 Reduced-Basis Approximation

We summarize here the reduced-basis approximations and necessary quantities for the dual problem
and the output estimate (for the primal problem, see Section 4.3.3).

For the dual problem we define Wy (u,t*) = [Un1(u, t*) Una(p, t*) ... Uy, (1, t9)]7 and

obtain from (4.18) that

(M) + At AP (1)) By, t) = M () Ty, 571, VR €K,

where

Qm Qo
M) =00 () MG, A = 01(k) AV,
g=1

with entries
dug
Nij
AN
i,

ma (G, &),

a?(¢™, ¢,

aqe,

q=1

1§i7jSNdu,max7 1SQSQma
1<4,5< Ndu,maxa 1<¢<Q; and
1<:¢< Ndu,max-

Note that ¥y (u,t5*1) is calculated from M$%(u) Wy (u, t5+1) = L%

Finally, we evaluate the output estimate, V & € K, from

k
s (i, tF) = LY Ty (s t%) + At Y @8 (u, ¢

k'=1

1

(A1)

(A.2)

(A.3)

w {B ) u(E) — AT ) — M0 () = D) | (A
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where

Qm
MR () = ST e (u) My,
d e d
AR () = Z@zm) AR

B (n) = Z@q(u ) By,

p
with entries
MEFS — ma(¢, (), 1 <0 < Nawmax 1 <5 < Nprmaro 1 €4S Qs
APPSR — qa(¢g ¢P) 1< < Nawmax 1 <5 < Normars 1< 9 < Qaj
By = bI(¢M), 1< i< Nawmars 1 <0< Qs
LY, = U, 1 < i < Nprmax-

The offline-online procedure is described in Section 4.3.3.

A.2 A Posteriori Error Estimation

(A.6)

In this section we discuss the calculation of the primal and dual error bound. For the primal error

bound, we first note from standard duality arguments that

Rpr(’l)'utk)
pr k — y My
N1 = STy

167 (s, )y,

where éP*(, %) € Y is given by
(6™ (u, tF), v)y = R (v; 1, tF),  Vw ey,

(A.9) is effectively a Poisson problem for each th c L.

(A7)

(A.8)

(A.9)

From (4.21) and the affine assumptions (4.9)-(4.11) it thus follows that &P (11, t*) satisfies

Npr Qa
(6P (i, t*),v)y = Z@q ) b2 (v) u(th) — Z Z@q ynn (1, tF) a?(CE",v)
n=1 | g=1

+zm;Z£ (,U) (?/Nn(luv ) yNn(Matkﬂl)> mq(ggr’v) , VveY. (AlO)
g=
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It is clear from linear superposition that we can express é(u, t*) as

Pr

7 () = Z@q )t B 3 Zew ) ynlis ) AT,

n=1

i 1g

g=1

where we calculate By € Y, Agn €Y, and MP €Y from

(B v)y = b(v), Voey, 1<q<Q,
(Agm,v)y = a9(¢E,v), VoeY, 1 <n< Npmax, 1 <q<Q,,
(Mgfn,v)l/ = mq(CEr’fU), YveY, 1<n< Npr max; 1 < q < Qm,

respectively; note B, A4, and M are parameter independent.

From (A.8) and (A.11) it follows that

b
Rt =D OF() OF () u(th) u(th) AP
g,9'=1
Qv Npr .
4 zze‘?m)u(tk)(zeq (1) yvn (s, £%) APEE
g=1n=1

+ Z O (k) (uwn(i, ) = (11,51 ) BT

NPF Qa
+ { D O OF (1) ynn(ps, ) ynw (1, ) AP2,

n,n/=1 \ ¢q,¢'=1

Qm

+ > 0L (1) 0% (1) (yNn(u,tk) —yNn(u,t’“_l)>
¢,9'=1

X (yNn' (1 8*) = Y (M,tk_l)) AP

Qa Qm

DD O%Uw) O (1) ynn (i, tF)
g=1q'=1

(yNn (1, tF) — Yy (0, 5~ 1)) AEZ;”:}
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where the parameter-independent quantities AP" are defined as

AP = (BY B )y, 1<q,d < Qy;

AT = 2 (BELAT )y, 1<¢<Qy 16 S Qo 1 S0 S Normass

AP = 2 (B M)y, 1<g<Qu 16 < Qm 1SS Normas (A14)
AP, = (A AR )y 1<¢,¢ € Qa 1 <77 < Normaxi '
AP = 2 (AR MY )y, 1<4<Qa, 1< < Qmy 1S 00 < Normax
AT = A (MB, MBS )y, 14,4 < Qmy 17,7 < Normax.

The computational procedure for the dual error bound follows arguments similar to the primal
error bound presented in (A.7)-(A.11). Thus, we first solve for .A‘;}il €Y, and MZ% €Y from

(Ag}%,'v)Y - aq(vac'rczlu)a Vve Ya 1 S n S Ndu,max, 1 S q S Qav A 15)
(M vy = mi(v,¢8), V€Y, 1<n< Naymas 1 <9< Qm, (A
respectively, and then evaluate the dual norm from
9 Ndu Qa 4
! k R
et = Y { > 0%(w) O (1) Unnlp, t*) U (1:7) Mg
nn'=1 \ q,g'=1
Qm )
Ty OO (Tl t) — Tnalu t)
7,9'=1
du,
x (W (1 £) = Wovr (, 8451) ) AR
Qa Qm /
+ YD 08 0% (1) Lna(p, )
q=1¢'=1
du,
X (‘IINTL’(/Jwtk) — WU N (M7tk+l)) qu;:ﬁ}, (A16)
where the parameter-independent quantities A" are defined as
A(;z;;?u = ('Ag,‘;n -A;l/lfn/)Yv 1< Qaq, <Qa, 1 < n)n/ < Ndu,max;
Adwam 2 A M)y, 1S4<Qay 150 < Qmy 10,0 S Naamai (A7)
Agx;;’:;n = f{T(Mg};NMS}Tn’)Y’ 1 < qu' < Qma 1< n,n’ < Ndu,max'

Finally, for the contribution due to the error of the dual problem at the final time we first solve
for LY € Y and My4 € Y from

(LY, 0)x = £(v), Vuvey,
A.18
(Mah,v)x = mi(v,¢), YveY, 1<n < Nagmax, 1 <9< Qm, (A.18)
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respectively; we then evaluate the dual norm from

Ndu Qm
S )" = A3 O () W, )
n=1g=1
Al g & U g mm
m )
n'=1q¢'=1

where the parameter-independent quantities AY# are defined as

A¥stl — ([:\I/f £\I/)X;

Api™ = =2 (M4, £%)x, 1<q< Qmy 1 <7< Nagmax; (A.20)
v ’
Aqnfqzl;n = (Mq, Mq n’)X 1< q»q/ < Qm, 1< nyn/ < Ndu,max-

The offline-online decomposition is now clear. In the offline stage we first compute the quantities
Brr, L¥r, APHAU and MPRAWYS from (A.12), (A.15), and (A.18) and then evaluate the APT4WYs
from (A.14), (A.17), and (A.20); this requires (to leadlng order) O((Npr,max + Ndu,max) (Qa +Qm))
expensive “truth” finite element solutions, and O((NZ; max + Ny max) (@2 + QaQm + Q%)) N-inner
products. In the online stage, given a new parameter value y and associated reduced-basis solutions
QN(u,tk) and ¥ (u1,t*), we perform the sums (A.13), (A.16), and (A.19) and evaluate the error
bound from

1
2 K \I/f 2
At 12 5N (:u')
As(u, — _ Edu ,tk + Adu )
( a( )k’zl Npr ) aa(IJJ) kl:KZ_k+1 Ndu< ) am(ll')

VkeK; (A.21)
it directly follows that the online operation count for A%(y, %), Vk € K, is O(K (Ngr + Ndzu)(Q?l +

QuQm + Q2)). Thus, all requisite online calculations are independent of the dimension of the
underlying “truth” finite element space, N.
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Appendix B

Time-Discretization: Crank-Nicolson

B.1 Abstract Formulation

We derived here the results for the Crank-Nicolson time integration scheme corresponding to the
results presented in Chapter 4 for the Euler-Backward scheme. We consider the time interval I =

10,t¢] (I =1[0,%f]) and divide I into K subintervals of equal length At = % and define t* = kAt, 0 <

k<K= %Lt, and I = {¢°,...,#}; for notational convenience, we also introduce K = {1,...,K}.

Again, our results must be stable as At — 0, K — oo. We also recall our reference finite element
approximation space Y C Y® (C X®) of very large dimension N.

B.1.1 Primal Problem

We can now directly state the reference (or “truth”) finite element approximation: Given a param-
eter u € D, we evaluate the (single) output s(x,t*) € R from

(i, tk) = Ly (p, tk))’ Vk ek, (B.1)

where y(u,t%) € Y, Vk € K satisfies
k At k k-1
m(y(ﬂ,t )’ 'U;[L) =+ —2— a(y(/'l’7t ) + y(ﬂ'vt )7U; /'L)
At
= m(y(u, t* 1), v;p) + — blvip) (™) +u(@*1)), Veey, (B2)

with initial condition y(u,t%) = 0.

B.1.2 Dual Problem

We also introduce a dual problem which evolves backward in time. Invoking the LTI property we can
express the adjoint for the output at time t¥, 1 < L < K, as 9 (i, t*) = U(p, tK I8 1 <k < L,
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where ¥(u,t*) € Y satisfies

At
m(v, U, £ 1) + = a(v, U, ) + U(p, 5 1) = m(v, U, 5 ),
VveY, VEeK, (B.3)

with final condition
m(v, ¥ (u, t5+); u) = £(v), VveY. (B.4)

Again, to obtain ¥ (u,t*), 1 < k < L, VL € K, we solve once for U(p,t*), Yk € K, and then
appropriately shift the result — we do not need to solve K separate dual problems.

B.2 Reduced-Basis Approximation

We now introduce the nested sample sets Sp ={u" e D,... ,ﬁNr € D}, 1 < Ny € Nprmax, and
= {i§ e D,. ..,ﬂ%}; € D}, 1< Ngy < Ndu max, Where fi = (p,t*) and D = D x I; note that

the samples must reside in the parameter-time space, D. Here, Npr and Ny, are the dimensions
of the reduced basis space for the primal and dual variables, respectively; in general, S Nox #+ S

and in fact Npr # Ng,. We then define the associated nested Lagrangian [85] reduced- bams Spaces
WE = span{¢F" = y(i"), 1 <n < Npr}, 1< Nor < Nprmax, (B.5)

and
W =span{¢3* = ¥(i"), 1 €7 < Nau}, 1< Naw < Naumax; (B.6)

where y(fin ) is the solutlon of (B.2) at time t = th for p = pb and ¥(id") is the solution of (B.3)
at time ¢ = tF" for po= pde,

B.2.1 Formulation

Our reduced-basis approximation yn(u,t*) to y(u,t*) is then obtained by a standard Galerkin
projection: given p € D, yn (i, t*) € WK,;, Y k € K satisfies
k At k k-1
myn (1, 7)) + = alyn (s £) + yn (, 1770 vi )

= m(yn (u, tF 1), v; 1) + —Az—t blu; ) (u(t®) +u@1), Vwve W}\’,;, (B.7)

with initial condition yn (i, t°) = 0. Similarly, we obtain the reduced-basis approximation ¥ N, t%)
€ Wj\l,‘;u to W(u,t*) as the solution of

m(v, U (, t5); ) + At alv, Un (p, tF) + Up (p, 8741 1)

= m(v, Un(, 7 );0), Yo e WRL, VEEK, (B.S8)

with final condition
m(v, Uy (p, 5T ) = Lv), Yve W . (B.9)
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Finally, we evaluate the output estimate, sy (u,t*), ¥k € K, from

k
SN (M) tk) = f(yN(,u, tk)) + Z Rpr(%(\IIN(:Uﬂ tK_k_HCI) +¥n (:u’ tK_k+k/+l)); Ky tkl) At7 (BIO)
k=1
where
. 1 _ 1 _
R (v; 1, %) = 5 b(o; ) (u(t?) + u(t*™1)) = 5 alyn (. £) + yn (1,871 w3 )

1
= gy () —uv (0t o), Vv ey, VeeK, (B.1)

is the primal residual. Note that here N = (Npr, Nau)-

B.2.2 A Priori Convergence Theory

We now consider the rate at which y (1, t*) converges to y(u, t*). We first note from (B.2) and (B.7)
that eP'(u, %) = y(u, t*) — yn (i, t*) satisfies
At
m(eP (u, 1), v3 ) + - a(€ (s £°) + € (uy 571, v ) = (e (. B 1), w5 1),
pr
Vove WNpr, VkeK, (B.12)
with initial condition eP*(u, %) = y(u,t°) — yn(u,t%) = 0 since y(u,t%) = yn(u,t%) = 0 by as-

sumption. We next let wy (t*) € WJF\’/:,, be the projection of y(u,t*) with respect to the “m” scalar

product and choose v = wy (tF) — yn (1, tF) + wn (1) — yn (u, t91) = €P™(, %) + eP" (u, tF~1) —
(y(u, t7) — wn () — (y(u, t*=1) — wn (#*~1)) in (B.12). We then obtain

(e (1, ) — eP" (u, tF71), P (1, £7) + € (1, 575 1)

2T P, £5) €, ), €2, ) P, 1) )

= m(eP" (1, tF) — P (1, 1),y tF) — wn () + w7 — wn (575 )
+% a(eP (1, tF) + €P (p, tF71), (1) — wn (t%) + y(w, 771 — wn (P15 ),
which can be written as
m(eP" (1, t%), €% (1, t); 1) — m(eP (1, 157 1), € (1,85 71); )
+% a(eP (1, t%) + P (p, 1), eP (1, tF) + € (p, 1) )
= m(y(p, t*) — wn () — (Yt —wn ), ¥, t7) — wn (@) + y(p, 57 — wn (5 )

At _
5 e () + € 1 1),y (1, ) — o (E) ¢y ) —ww (i), (B.13)

231



since m(z,y(u, t*) —wy () =0, Vz € WK,;. We next note that

At
S aeP (e t5) + € (70, 17) — wn (87) + g (1,57 — wn () )

At At
= T a(epr(lu’a tk) + epr(uz tk_1)7 epr(u’: tk) + epr(l% tk_l); /-L) - —2_ CL(U, U N)

At B _
+ a(y(p, t*) — wn (tF) + y(p, tF71) — wy (1),
(s t7) — wn () + y(p, 771 — wn () )
% a{eP (, t*) + e (u, 571, €PF (1, tF) + P, tF); )

IN

+5 alyn ) — wn () 4y, ) - wn (),
Y, t*) —wn () + y(u, ") —wn (s ). (B14)

From (B.13) and (B.14) it follows that

m(eP (u, t7), €” (1, 1%); ) — m(eP" (u, t51), €77 (1, tF71); )
B e t8) e, B0, 5, 1) e, 85 )
= m(y(p, t*) — wn(t*), y(p, 1) — wn (t*); 1)
—my(p,t* 1) = wn (), y(u, t571) — wn (1) )
P28 aly (o ) — () + (157 — wn (57,
(i, %) = wn (tF) + y(p, 571 —wn (1) p). (B15)

Summing from k' = 1 to k and invoking the coercivity and continuity of a and m we thus obtain

k

ot (1) €7 (11, ) % + o) ALY 13 (P (1, 8¥) + ™ (u, tF 7)) F
k=1
k

< >0 inf () At [t —wn () + (e, —wn ()5

k=1 wN (tk/)EWJI\)’;r

+ b ) (s, tF) —wn ()%

wN (tk)EW}\)J;r

+a(i) At |15y, t*) —wn (%) + y(u, 51 —wn (T}

B.2.3 Offline-Online Computational Procedure

The offline-online computation procedure is by construction very similar to the Euler-Backward time
integration scheme in Section 4.3.3. We therefore only state the matrix form of (B.7) and (B.8)
and summarize the operation count.
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We first express yn(u,t*) and Uy (u, t*) as

Npr
N (1,tF) =y, t*) CEF, (B.16)

n=1

and
Ndu

Un(p,tF) =" Unn(p,tF) ¢34, (B.17)

n=1

respectively. We then choose as test functions v = (", 1 < n < Ny, for the primal problem (B.7)
and v = (3%, 1 < n < Ny, for the dual problem (B.8).

It then follows from (B.7) that y, (4, t*) = [yv1 (%) ynva(e, ) o oyn N (s tR)]T € RN
satisfies

(2 ME () + At ARE()) (s 8F)
= (2 MY (1) — At AR (1) p (,157) + At BE(0) (ulth) +u(t* ), VkeK, (B.18)

with initial condition yn,(1,t®) =0, 1 < n < Ny For the dual problem we define ¥, (u,tF) =
[Tn1(p,t*) Tna(p,t*) ... Unng, (4,tF)]T and obtain from (B.8) that

(2 M5 0) + D AR (1)) T (e, ) = (2 M () — ALAY () Ty (n,t5H), Yk €K, (B19)

Note that ¥ (u,t5+1) is calculated from M$*(u) ¥ (u, t5+1) = L¥,

Finally, we evaluate the output estimate, V& € K, from

k
1 e o
SN(N,tk) = L%TQN(u,tk>+At Z 5(2%(/-%751{ k+k)+2%(ﬂ,tK k+k +1))
k=1
1 ’ I 1 , .
X {5 Bg}‘(u) (u(tk>+’u,(t l)) _ EAE)\;’du(/,L) (QN(“7tk ) +QN(/J'7tk 1))

~EME) (el t) -yt ) ] @20)

Note that the quantities M }f,r’du, Alfvr’du BR,r’du L?J’du are already defined in A.5.

In the online stage — performed many times, for each new parameter value ;1 — we first assemble
the reduced-basis matrices (4.55), (A.2), and (A.5); this requires O((NZ + N3, + Npr Ngu) (Qa+Qm))
operations. We then solve the primal and dual problem for y, (4, t*) and Wy (u,t*), respectively;
since the reduced-basis matrices are in general full, the operation count (based on LU factorization
and our LTT assumption) is O(Ng‘r + N3 + K(szr + N2))). Finally, given Y (ks t*) and ¥ (1, tF)
we evaluate the output estimate sy (u,t*) from (B.20) at a cost of O(2kNp Ny, ); note that the
calculation of all outputs sy (i, %), Vk € K, requires O(K (K + 1)Np:Ngy) operations.
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B.3 A Posterior: Error Estimation

B.3.1 Preliminaries

To begin, we recall the definition of &,(u) : D — R4 in (4.57) and &, (p) : D — Ry in (4.58) as
lower bounds for the coercivity constants a,(p) and a,,(p), respectively. As in Section 4.4.1 we
define the dual norm of the primal residual

RPT (g tk
E?Jpr(u,tk) = sup _(07—/%__27 VkcK, (B.21)
veY HUHY
and the dual norm of the dual residual
Rdu . tk
5(11\};1 (1, %) = sup ———(—U’—'u’——)—, Vk ek, (B.22)
vey  lvlly
where
1
R (05 ,t%) = —za(v, Un (1) + L (771 )

v, U, ) — (), VuEY, VEEK, (B23)

is the dual residual.

We now present and prove the bounding properties for the errors in the primal variable, the dual
variable, and the output estimate for the Crank-Nicolson time integration scheme. Throughout
this section we assume that the “truth” solutions y(u,t*) and ¥(u,t*) satisfy (B.2) and (B.3),
respectively, and the corresponding reduced-basis approximations yn (1, t*) and ¥x(u,t*) satisfy
(B.7) and (B.8), respectively.

B.3.2 Error Bound Formulation
Primal Variable

We obtain the following result for the error in the primal variable.

Proposition 19. Let e®(u,t*) = y(u, t*) — yn(u, t*) be the error in the primal variable and define
the “spatio-temporal” energy norm

(s, )Ry = (m(v(u,tk),v(u,tk);u)

(eI

k
+ D a3l ™) + vl 1), 30 1) + vl 171 ) At) . VueY. (B24)
k'=1

The error in the primal variable is then bounded by

[lleP (e, )[[By < AR (1,1%), VpeD, VEkeK, (B.25)
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where the error bound Af’vrpr (u,t*) is defined as

At k 2 :
pr ky — E : pr k'
ANpr (/‘l”t ) = <&a(“) ngr (lu”t ) ) Y (B'26)

k=1
and elf\;pr (11, %) is the dual norm of the primal residual defined in (B.21).
Proof. We immediately derive from (B.2) and (B.11) that eP*(u, t¥) = y(u, t*) — yn (1, t*) satisfies

(e (g1, 14), v ) + 5 (e (o 14) - ", 1), 0
= m(eP (u, t* 1), v; 1) + At R (v; u,tF), Vv eV, VkeK, (B.27)

where eP*(u, %) = 0 since y(i, %) = yn(,t°) = 0 by assumption. We now choose v = eP"(u, t*) +
eP" (i, t*71), and invoke (B.21) to obtain

m(eP (u, t*), €9 (u, tF); ) — (e (u, tF1), €P"(u, " 1) 1)
At
+ o (€ (1) + €™ (u, V), € (1, 17) + P (1,57 1); 1)
< At el (1, tF) | (1 t7) + e (1t Ylly, VREK. (B28)

We now apply (4.69) with ¢ = 5‘1’\fpr (1, t%), d = 3]ePr (i, tF) + P (p, t*~1)||y, and p = &a(u)% to get
e (1 8F) (€77 (11, 87) + P (u, 5 ) Iy

= Ga(p) € R (1 t%)* + i"z(@ (l€P" (1, t5) + Pt (u, 5|3, (B.29)

Combining (B.28) and (B.29), and invoking (4.7) and (4.57), we obtain

A

m(eP" (u, t*), €7 (1, t5); 1) — m(eP (u, t571), P (1, t°71); )
+ At a(3(eP" (1, tF) + € (u, t571)), (P (s, t7) + € (u, 515 1)

< —— X ky? .
—_ a{a(/,(,) ENpr(p"t ) H Vk GK? (B 30)

We now perform the sum from &’ = 1 to k and recall that eP"(u,t%) = 0, leading to

m (€™ (1, %), €PF (1, t5); 1)

+iAMmeWH@mﬂ“»awmﬁw@wﬁ“mw
k=1
< At & pr K2
S k’Z:lENpr(M,t )Y, VkeK, (B.31)
which is the result stated in Proposition 19. a
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Dual Variable

The treatment of the final condition of the dual problem for the Crank-Nicolson integration scheme
is the same as for the Euler-Backward scheme. We recall from Lemma 7 and (4.74) that

u A v 2
m(e® (u, tKHY), e (1, #571); 1) < () AL (1) 5 (B.32)

where A%ﬁu (u) is defined in 4.76.
The bounding property for the dual problem is given in the following proposition.

Proposition 20. Let 2 (p,t%) = U(u, t*) — Uy (u,t*) be the error in the dual variable and define

e, o)1 = (mo(,89), w0, ;)

M

K
+ 3 alb () + vl ), §0(u ) + vl )5 0) At) . (B.33)
k'=k

The error in the dual variable is then bounded by
e (u, e < A% (. tF), VpeD, VkeK, (B.34)

where the error bound AC}\};U (1, t*) is defined as

Wl

At K u 1. 2 R g 2
AL (u,th) = <& m D ew, (™) + Gm(u) ANﬁu(u)> : (B.35)
a K=k

and s?\};u (p,tF) is the dual norm of the dual residual defined in (B.22).

Proof. We immediately derive from (B.3) and (B.23) that e (p, th) = W(u, t5) — Uy (i, tF) satisfies
dug, 4k At dug,, 4k o odug, g+l
m(v, €4 (1, t%); ) + - alv, €™ (s 17) + e, 17 )
= m(v,ed“(u,tk“);u) + At R¥(v; wth), YeeY, Vkek, (B.36)

with final condition m(v,ed®(u,t5+1);u) = RY/(v;pu), Yv € Y. Choosing v = edu(p, t%) +
edU(y, t*+1), and invoking (B.22) we obtain

m(e (1, £5), €2 (11, t%); 1) — m(e® (, 1), €2 (s, ) 1)
At
+ G ale® () 4 € 151, 9, #) 4+ e (5 )
< At R (1, tF) [le(p, 1) + e (u, tF ) ly, VkeK. (B.37)

We now apply (4.69) with ¢ = 5‘]1\};“(;1,1&"), d = %]ledu(u,tk) + ey, t* )|y, and p = &a(u)%.
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Invoking (4.7) and (4.57), we arrive at
m(e® (1, 1), €™ (1, 1); 1) —~ (e (pa, L), €98 (g, 541 1)
+ At a3 (™ (1, 17) + e (1, t41)), (e (1, %) + B, 5 1)) )

At 2
< 2 . Y, VkeK, (B.38
= aa(/i) Ndu( ) ( )

We now perform the sum from &’ = k to K and invoke (B.32) to obtain

m (e (u, t*), e (u, tF); )

K
D AL (e () 4 e, ), T, ) 4 e, 541, )
k'=k
At K k' 2 R \Ilf 2
) Z ‘SNdu Myt ) + am(ﬂ) ANdu (/'L) s Vke K: (B39)
which is the result stated in Proposition 20. O

Output Bound

Finally, the error bound for the output estimate is given in the following proposition.

Proposition 21. Let the output of interest, s(u, t*), and the reduced-basis output estimate, sy (u,t*),
be given by
s(,t*) = L(y(n, ")), VueD, VEeK, (B.40)

and

sn (1, 1) = L(yn (1, %)) + Z RP (G (U N (, 5 F5F) 4 Oy (g, 8RR R A,
r=1
‘ VueD, VkekK, (B.4l)
respectively. The error in the output of interest is then bounded by
ls(u, t7) — sy (1, 8%)| < A%(u, tF), VpeD, VkeK, (B.42)
where the output bound AS(u,t*) is defined as
A, t%) = AR (1, tF) AR, (u, 551, (B.43)

and Af’vrpr (1, t*) and A?\};u (12, t%) are defined in Propositions 19 and 20, respectively.

Proof. To begin, we recall the definition of the dual problem for the output at time t¥, L € K,
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given by

At
m(v, 91 (1, t7) 1) + 5 alv, Yt %)+, (s 1) = mv, o (7 ),
VoeY, (K>)L>k>1, (Bdd)

with final condition m(v,yr(p, tE™1); k) = £(v), Yv € Y. We now choose v = (P (u,t*) +
P’ (1, t*71)) in (B.44) and sum from k =1 to L, to obtain

L
1 ’ ’_ ; ’
5 2 e (1" + eP" (1, t" ), (%) — (. tF )i )
k=1

L

At / ' ’ '
£ 30 S 0 () e s 2, G ) (0t )i) = 0. (B.AB)
k=1

which can be rewritten in the form

L
Z (€ (e, ) — €7 (i, £ 1), r (™) + i (27 )5 )

wlr—-‘

L
At ' r ,_ / ’
+y - a(eP (, tF) + € (, t5 1), o () + pr (s, £ ) )
k=1

= m(e™ (u,t7), ¥, ")) (B.46)

where we used the fact that eP’(u,t%) = 0. We now note from the final condition of the dual
problem that m (e (u, t7), ¢ (u, 7 1); 1) = £(eP* (1, t7)) to obtain

L
e (1) Z (P (ay ™) — eP"(pi, tF 1), g (s, %) + Wi (s 8515 )

l\)l»—t

L
At 4 ’ ! 7
35 Al )+ et b, ) b (e ). (BAT)
k=1

We next choose v = & (¥ (1, t*) + L (u, k1)) in the error equation for the primal variable, (B.27),
and sum from k& =1 to L, to find

L
Z epr M tk epr(/L, tkl_l)) ’(!)L(l% tkl) + IlpL(iu’a tk +1); [L)

l\JI'—‘

L

At ’ r_ ’ '
+ > o e (™) e ), vn (") + (s 515 1)
k=1
L

= 3" R (r () + () N At (B48)
k=1
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From (B.47) and (B.48) we thus obtajin

L
U (™) = 3 R (r (i, %) + (1, ¢ F1)); 7)) A, (B.49)
k'=1
L
= D RGO ) 4wt ) AL (Bs0)
k'=1

From the definition of s(u,t*) and sy (4, t*), and (B.50) we now obtain

Sk, t%) = sn (i t*) = (e (u, t*))
k
— Z Rpr(%(\IJN(/,L,tK—k+k/) + ‘I’N(/,L,tK—k+kl+1));}L7tkl) At (B51)
k=1

k
= D RP(ReM (u tN TR gy, KRR ) A (B.52)
k'=1

Invoking (B.21) and the Cauchy-Schwarz inequality we arrive at

k
s ) —sn(,t)] < DT R (0,87 (13 (, £ 1 eduy (KRR Ay (B 53)
k=1

k
v r. 2
(Z &R (1, t%) At)

k/=1

2

IA

k 2
x <Z 13(e% pa, ¢5HH) 4 gy, Kbtk +1yy 2 At) - (B.54)
k=1

Let us first bound the second term on the right hand side. From (4.7) and the fact that &, (u) <
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a(u), Y u € D, we obtain

k
D 5, tRTFFY ey, (KRR 2 A
k=1
1 k
< = > a3 (e (p FTFF) e, KRR L),
aa(ﬂ) b
1M (p, tH TRy o edu(y, (KRERLY) ) AL (B.55)
K
1 o awr wen
- A Z a(%(ed (,U/,tk)—l-e (,Ua,t ))’
Oéa(lj') K=K k41
B () + €™, 7)) ) At (B.56)
K
1 , |
= Galt) ( Z a(%(edu(u,tk)+edu(u7tk+1>)7
oW\, _2=
Be®(u,t) 4 e,V F 1)) ) ¢
+ m(edu(u,tK—lH—l)’edu(u’tK—k+1);u)) (B57)
__1 du K—k+1\i11du 2
e I ’ B.58
a (et IR B9

where the second inequality follows from the coercivity of m(-,-; 1) and the last equality from the
definition (B.33) of the ||| - |||&%-norm. Finally, inserting (B.58) into (B.54) and invoking (B.25)
and (B.34), we obtain

50,8 — s (1) < AR (1, 1%) A (1,857, (B.59)

which is the result stated in Proposition 21. O

B.3.3 Offline-Online Computational Procedure

The offline-online computational procedure is very similar to the bound calculation for the Euler-
Backward scheme described in detail in Section A.2. Since the derivation in Section A.2 can easily
be adjusted to the Crank-Nicolson scheme we omit the detailed equations here and only summarize
the operation count.

The computational cost in the offline stage is (to leading order) O({Npr,max+ Ndu,max) (@a+&@m))
solutions of the underlying “truth” finite element approximation and O((N3, max + Nguﬁmax)(Qg +
QaQm + Q%)) N-inner products; the storage requirement is O((NZ: max + Niu.max) (@5 + QaQm +
@2))). In the online stage — given a new parameter value p and associated reduced-basis solutions
QN(u,tk) and Uy (u,t5), Yk € K — the computational cost to evaluate A%(u,tF), Vi € K, is
O(K(NE + N2)(Q2% + QuQm + Q2,)). Thus, all online calculations needed are independent of N.
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Appendix C

AP I: Delamination (Reference
Domain)

C.1 Reference Domain

The fixed reference domain Q = [0,30] x [0,11] for uiref = 5 (the geometry only depends on
p#1 and not on ug) of the delamination problem is shown in Figure C-1. We first divide Q into
10 subdomains, Q¢, 1 < 4 < 10. The delamination is indicated by the magenta horizontal line,
Tgel, between the domains Q1, Q2 and Q°, Q7, respectively. We note that we only have to consider
geometric variations, i.e., a stretch in the z;-direction, in regions Q2, 23, Q7, and Q8; the remaining
regions do not vary with the delamination width wge. We also note that the “fictitious” regions
26 and {219 are only introduced for easier reference — the two outputs are defined as the average
temperatures over these regions. The affine mapping does not require a distinction between the
regions {29 and ;¢ and the regions 5 and (g, respectively. We assume homogeneous Neumann
boundary conditions on I'y and homogeneous Dirichlet boundary conditions on I'p.

T2 Q10
s r! r2 s T4
10.75 1doc r r . L ;
75 E Q7 Q8 i QY
10:mrpey N ™
Q =T aa Lo
| |
| |
| |
I'y P I'n
- 2 3 | | 4
l/= Q Q o Q
Q Lo
I |
I |
| |
| |
— L1
0.5 5.5 12 14 15 30

I'p

Figure C-1: AP I: Reference domain
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C.2 Affine Decomposition

The affine decomposition resulting from the geometric mapping is given as follows (note that the
output functional, £, does not depend on w):

Bilinear form m(-,;u): Q=3

oLk = 1 o) = [ wo
QLUQAUQBUNBUNOTUNLO
- 0.5
onw = L2 www) = [ we (©1)
5 Q2u07
12 —
e (u) = Y m3(w,v) = / wu
6.5 Q3un8
Bilinear form a(-,;u): Q=10
el =1 al(w,v) = / Vw - Vv
Qlunt
Oi(u) = po a*(w,v) = / Vw - Vv
QBUNsUNoUNILC
5
O3 (n) = =05 a*(w,v) = /mwmvx
- 0.5
Og(p) = SR at(w,v) = /wyvy
5 02
6.
CHIMEES 05 a®(w,v) = /w:cvx
12—y 03
19— (C.2)
6 _ 1 6 _
Oo(p) = 5F a®(w,v) /styvy
5
O = po—pz dwe) = [ wew
8 ,lLl—O.E) 8
Ogn) = M2 a®(w,v) = Wy Vy
07
6.5
) = mp—  we) = [ wew
12 —
0L () = pe a a'®(w,v) = /wyvy
Q

o0

Linear form b(:;u): Q=3

oLy = 1 bw,v) = /Flmudr
1 q
—0.5
ol = L2 Rwe) = [ var ©3)
q
12 —
ol = 22 pwe) = [ var
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