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Abstract—This paper presents a model and analysis of a re- the re-entrant production line is very similar with that of
entrant production line with finite buffers and unreliable machines.  the multiple-part type line. Therefore, we apply the model

Semiconductor device an_d liquid crystal display (LCD) fa_brlcatlpn already developed for the multiple-part type line by Jang and
processes are characterized as a re-entrant process, in which a

similar sequence of processing step is repeated several times. TheG€rshwin[4] to the decomposition model for the re-entrant
purpose of this paper is to present mathematical formulations production line. Therefore, instead of developing a model
and algorithms to analyze the material behavior of the re-entrant  from scratch, we utilize the equations that we developed in [4]
production system using the decomposition method. In developing 59 modify them to represent the re-entrant flow behavior. In
equations for the two-machine building blocks for the re-entrant . . . .

production line, we modify the existing decomposition model that this regard, the modeling of r_e-entrant systems _'S an extension
has been created for the multiple-part type line. of the two-part type production system done in [4] and we

follow the notations and assumptions we made in [4].

. INTRODUCTION The next section introduces the notations and assumptions of

This paper presents a mathematical model and analy#iie model we develop. Section Ill presents the decomposition
of a re-entrant production system that consists of unreliableethod for the re-entrant production line. In this section,
machines and finite buffers located between machinese compare the flow behaviors between the two-part type
Typical examples of such a re-entrant production system diee and re-entrant flow line and explain how we apply the
semiconductor device chip and liquid crystal display (LCDyecomposition method developed for the two-part type line
panel fabrication systems whose processes involves a latgethe re-entrant flow line. Section IV discuss the derivations
number of steps with significant number of re-entrant flowf equations for the re-entrant flow, which is the critical
paths. In the re-entrant production system, material visiexjuations that makes us possible to utilize the two-part type
to particular machines or groups of machines several timése concept for the re-entrant production line. Section V
before it leaves the system. This re-entrant flow behavior wiitresents the numerical results and discuss the quantitative
the stochastic nature of the system caused by machine failloehavior of the system.
or demand changes makes the system difficult predict and

analyze. Il. MODELING

Gershwin[1] introduced a decomposition method that analyz8s Notations and assumptions

the behavior of the manufacturing system with a stochastic Figure 1 represents a re-entrant production line. The line
queuing model. This method models a manufacturingonsists of two kinds of components: processing machides
system as a flow line with unreliable machines andenoted by the squares and finite-capacity storage buffgrs
finite buffers. Since then several different variations ofor work in process inventory, denoted by the circles. Let us
decomposition methods have been introduced. A producticiefine K to be the number of machines. At the beginning and
line with Assembly/Disassembly was investigated with thend of the line, there are supply machindg, and demand
decomposition method by [2] and a line with loop systermachinesM k. Once parts are entered to the line through the
using the decomposition method was introduced by [3upply machine, they are first processed by the machine from
and [5]. A production system processing Multiple-part typé/; to Mx. During this processing steps, parts are stored in
was introduced by Jang and Gershwin[4]. However, all thine buffer B; 2, ¢ € {0...K}. Then they are processed by the
decomposition methods developed until now were based amentrant machine Mk 1 2. The function of this machine
the assumption that parts that was processed by a machimesending parts back to the machidé; so that parts can
once never re-entered to the machine again. There has bgenthrough the same processing steps again. This re-entering
no model considering the re-entrant flow behavior constructedachine can be either an actual processing or an imaginary
so far. machine that logically creates the re-entrant loop. We call
the processing steps before the re-entrant maclStege
In this paper we develop an analytical model for a productiob (S = 1), while the processing steps after the re-entrant
line with re-entrant flow by applying the decompositiormachineStage 2(S = 2). In this paper we strict out model to
method. As a first step in modeling the re-entrant line, w8 € {1,2}. During the second stage of the process, parts are
restrict ourselves to the case that parts re-enters to the systored inB; 1, 7 € {1...K}.
only once. It is found that the material flow behavior of



https://core.ac.uk/display/4396138?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

M,

Fig. 1. Re-entrance production line model

Machines,M;, ¢ € {1...K} are switching between stagefails is the same, regardless of the stage of parts the processing
1 and stage 2 processed. We assume that there is no setgzhine is working on. We let; represent the probability that
time incurred when the machines switch processing stage. W§ is up in timet + 1, given it was down in time. Likewise,
assume that all the machines in the line are unreliable. Let represents the probability that/; is down in timet + 1,
« denote the state of a machine.df = 1, the machine is given it was up and not blocked or starved in timd-or M,
said to beup or working If o = 0, the machine is said to be the machine parameters can be written as:
downor failed. The state variable representing the state of the

machine at the end of timeis written a;(¢). We make the "* ~ Prioi(t +1) = Hou(t) = 0]

assumption that all the machines in the line hwenogeneous Pi = Prlaii(t+1) =0 1)
processing timesThat is, the lengths of time that parts spend {ain(t) =1Nni—11(¢) >0Nn;1(¢) < Niap U
in machines are fixed, known in advance, and the same for {in(t) =10 (nic11(t) = 0Unei(t) = Nis)

all the machines. For convenience, the processing times are
assumed to be scaled to unity. Furthermore, we assume that Mni1,2(t) > 0N nia(t) < Niz}]
the yield of all machines is 100%. That is, we do not allow fori=1,...,K

the scrapping or rework of parts.

We assume that all buffers have finite size. The size &f<€Wise, for the supply, demand, and re-entrant machines, the
buffer B; ; is denotedN; ;, wheres indicates the production machine parameters are defined as:
(sjequencr?, ang = 1|0r 2|,(;§prese?]ts th?j p;o_ducti;)n stag(gi. We r, = Prioo(t+1)=1|ao(t) =0]
enote the current level d8; ; at the end of time by n; ;(¢). p
, : = t+1) =0lao(®) =1nN t) < N
Therefore0 < n; ;(t) < N, ;, for all (4, 7), and for allt > 0. bo rlao(t+1) 2o (t) noa(t) < Nog]
We make the assumptions that the supply machine is never

starved and the demand machines is never blocked. re+1,1 = Priogs1,1(t+1) =1ag4+1,1(t) =0] )
Pr+11 = Prlaxiii(t+1) =0
B. Part Priority Policy axi11(t) =1Nnk.(t) > 0]

Since each machine in the production line must choose
which stage of part to work on when it has a choice, we are
required to state a policy by which that choice is made. Ouf %2 ~— Priosz(t+1) = lax2(t) = 0]
assumption is that each machine will work on stage 2 pal&+1.2 = Priaxi12(t+1) =0
whenever the machine is up, the upstream buffer for stage 2 akt1.2(t) =1Nnk2(t) >0Nne1 < No,i]
parts is not empty, and the downstream buffer for stage 2 parts
is not full. Each machine will only work on stage 1 parts if it
is up, and either blocked or starved for stage 2 parts, and r‘B)t
starved or blocked for stage 1 parts. Under this priority rule;”

we can possibly achieve a low inventory level by pushing out We consider two performance measures in analyzing the re-
the parts spent longer time in the system. entrant production line: production rate (throughput rate) and

average buffer level.

Performance measures

C. Machine Parameters and Dynamics

As mentioned earlier, all machines in the line are assumed ) N
to be unreliable. We further assume that machines cannot fail General idea of the decomposition
if they are idle. This is calledperation dependent failures We use the decomposition method to analyze the behavior
It means that a machine cannot fail if it is either starved af the re-entrant production line. The decomposition method
blocked for parts. breaks down the larger system into analytically tractable

two-machine one-buffer lines calletivo-machine building

All machines are assumed to have geometrically distributddocksor simply building blocksand capture the local behavior

up and down times. We assume that the probability thiat of the original line, as seen by an observer in a buffer, by

I1l. DECOMPOSITIONMETHOD
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Type 1 Observer

L(1,1) L(i,1) L(k1)

Mu(1,1) M9(1,1) Mu(i,1) Md(i,1) Mu(k,1) —»@—- Md(k,1)
L(0,2)
MU(0,1) M9(0,1)

Type 1 Observer
MO,1 B, B, B M1
M, M, |eee]| mMm, M,, |eee| M,

MO0,2 B, B, B2 M1z
MU(0,2) M(0,2) Type 2 Observer

L(i,2) L(k,2)

L(SL2)
MY(1,2) Md(1,2) MY(i,2) Md(i,2) Mu(k,2) Md(k,2)
L(12) %

Type 2 Observer

Fig. 2. The decomposition of a line into two-machine lines

choosing appropriate parameters of the two-machine buildirgailable inn;_1 2. Therefore it will eventually work on
blocks. Note that each of the two-machine building blocks ige next priority part, which is the first stage part. From the
constructed with a buffer that is the same size as that of opbservers’ view points on this situation, the observeBip
of the buffers in the original line. The equations that relatewill believe that her upstream machine is down since she does
the flow behaviors between the original line and two-machingot see any material coming intB; . On the contrary, the
building blocks are calledecomposition equations observer inB; » will believe that her upstream machine is
up since this observer sees the part coming into the bifer
Figure 2 shows the re-entrant production system decomposed
into several two-machine building blocks. As shown in the
figure, the inflow and outflow behavior of material an observds. Two-part type line vs. re-entrant line decomposition
in buffer B;,; could see is modeled by the two-machine Before we move onto the detailed modeling of the
building blovk, L(3, j). decomposition equations let us consider the decomposition
of the two-part type production line studied W#]. Figure
Note that there are two different types of observers in th2 represents a production line processing two different part
figure: stage 2 observers and Stage 1 observers. The Staggpgs. Machines\/o 1 and Mk 41,1 process only Type 1 parts,
observers watch the inflow and outflow of the stage 2 parntghile machinesMy, 2. and Mk 41,2 process only Type 2 parts.
while the stage 1 observers watch those of the stage 1 paBach machine, other than the supply and demand machines,
Therefore, we have two different types of building blocksprocess both art types. We assume that there is no set-up time
In the figure, the two-machine building blocks in the topncurred when the machines switch production from one part
imitate the flow behavior exclusively for the second staggpe to another. Whed/; completes work on a part, it sends
production flow, while the bottom building blocks imitatethe part to a buffer downstream of the machine. Each part
the flow behavior exclusively for the first stage productiolype has a distinct buffer after each machine. Therefore, a
flow. For example, let us consider the case thitis up, and Type 1 part processed af; would be sent taB; 1. A Type 2
ni—1,2 = 0, niy1,2 < N, n;—1,1 > 0, andn;1 < N;1 — part processed at the same machine would be seBt to
second stage part is not available but the first stage part is.
Due to the priority rule, the machine will first try to work In the two-part type line, since each machine in the
on the second stage part but it will find that there is no paproduction line must choose which part to work on when



it has a choice, we are required to state a policy by whictystem model we introduced in [4]. We only need to derive
that choice is made. Our assumption is that each machitiee equations forL(0,1) and L(k,2). We follow the same
will work on Type 1 parts whenever the machine is upnotations described in [4] for two-machine building blocks.
the upstream buffer for Type 1 parts is not empty, and thEhe following list summarizes the building block notations:
downstream buffer for Type 1 parts is not full. Each machine , a7« (;, 5): Upstream machine ifii, )

will only work on Type 2 parts if it is up, and either blocked

or starved for Type 2 parts, and not starved or blocked for , p/4(; j): Downstream machine it (i, j)

Type 2 parts. Since there are two independent part types in
the line, we need to evaluate the production rate for Type 1

and Type 2, that is, and Es, respectivell. 1) Interruption of flow: For the interruption of flow for

M™(0,1), we use the balance equation:

If we examine the flow behavior of the two-part type 3 ., ,
production line, we can find that there are a lot of similarities Z Ps;i(K,2)ri (K,2) = W (K — 1,2)p (4)
between two production lines. First, both lines consist of i=1

unreliable machines and finite buffers and also they opera herep? is the probability that\/x .1 » becomes starved due
under strict priority rules. Only difference is the presence q any rr?achine failure upstream BK’ ,. Then
the re-entrant line and number of supply and demand machines. -

pr(0,1) = pe+ pryie (5)
Then, we may ask the following questias:there any way 1 3
we can take advantage of this similarity in deriving equations = Z Ps;(K,2)ri (K,2) + pr+1,2
for the re-entrant line instead of constructing equations from W(1,2) i—1

scratch?Here is one approach we propose. Suppose that in the

two-part type production line, the parameters for the demar%m”a”y' for M(2,2)

machine for Type 2Mj1 2, are given such that the machine 3

imitates the flow behavior of Type 1 part in the line. Also, at Z Pb;(0,1)ri(0,1) = W*(1,1)p" (6)
the same time, the parameters for the supply machine for Type i=1

1, Mpy,1, are assigned such that the machine imitates the flow

behavior of Type 2 part in the line. In this case, Type 1 andpf(K,g) = P+ priie (7)
Type 2 flow will imitate the flow behavior for Stage 1 part and 3

Stage 2 part, respectively. Since the Stage 1 and Stage 2 parts - L Z Py, (0, 1)rf(0, 1) + prsi2
are a physically single product type, the following equality is We(1,1) & ’

made due to the conservations of the flow: . . . .
2) Resumption of flowFlow rate idle time is used for the

E1 = FEs (3) derivations of the resumption of flow equations.
If we apply the above approach to the decomposition method — —
for the re-entrant line, all the decomposition equations are the E=ext12(1—Ps(K,2) - Pb(0,1) ®)
same as those constructed in two-part type line except the
decomposition equations fdi(k,2) and L(0, 1). In the two-  whereeg 15 = — 5Lz Ps — Z?’ Ps; and Pb —
. . ) rK+1,2+tPK 41,2 i=1
part type line, the downstream machine parameterd.{ér, 2) 3

°_, Pb;. Also we know that
are the same as the demand machine for Type 2. Likewise?*=!

the upstream machine parameters fof0,1) are those of u u ~

the supply machine for Type 1. Notice that the parameters E7(0,1) = €"(0,1) (1 — Pb(0, U)
for the actual machines in the line, including supply and
demand machines, are independent variables to the system,
and therefore, we do not need equations for the downstream
machine of L(k,2) and the upstream machine d@f(0, 1).
However, for the re-entrant production line, the paramete

for these machines are not independent variables anymore. —~ d
i indep vari Y Ps(K,Z):l—E(K’Q)

EY(K,2) = e'(K, 2) (1 — Ps(K, 2))

;ngese can be written

Therefore, we need to construct a set of equations to match ed(K,2)
the flow behavior between these two part types. From now on, y

Type 1 part refers to the Stage 2 part, while Type 2 part refers 135(07 HD=1- E*(0,1)
to the Stage 1 part. e*(0,1)

IV. DECOMPOSITIONEQUATIONS FORRE-ENTRANT FLOW Then (8) becomes

As mentioned in the previous section, the model we con- . EYK,2) E“(0,1) 1
struct for re-entrant system is an extension of the two-part type oKL el(K,2) e*(0,1)




or sinceE = E4(K,2) = E*(1,1), @

1 1 1
1= e 9 v B,y 2
EK+1,2 <ed(K, 2) + 6“(07 1) E> 9) Mu(2,1) : MY2,1)

We know that

1 _ p“(0,1) +r*(0,1)
eu (O7 1) - ru (0’ 1) By By M, >
M
1 plK,2) (K, 2) -
ed(K,2) ri(K,2) M, By, B.. M,
Then (9) becomes
[ u d d
1= exinaf? (0,1) +7r*(0,1) p(K,2) +r°(K,2) 1 M2 B, i1
’ rv(0,1) ri(K,2) E
MY(2,2) B,, Md(2,2)
(0, 1 YK,2) 1
P (p“Ed 1; i pdEK 2; BT 2)
O " ’ Fig. 3. Simple re-entrance production line model
That is,
LU P p“(0,1) N pl(K,2) (10) A. Casel: Varyings andr, (e4 constant)
ex+12 B r+(0,1) ~ ri(K,2) The system parameter is shown in the Table V-A. For
Two equation are introduced this case, we increase the failure rate lof, from 0.3 to

; 0.52. Also, we vary the repair rate of\/; to satisfy the
“(0,1 K, 2 i i i
1"(0,1) = p“(0,1) and Id(K72) _>p (K,2) 11) isolated production rate af/, remains0.48. Th_e rest of_ the
rv(0,1) ri(K,2) parameters are unchanged. The result of this case is shown
Then we can rewrite (10) such that, in Figure 4_. In the figure, the s_tralght line represents the
the production rate of the analytical result and the star and

u _ 1 1 _ circle marks represent the upper and lower bounds of 95%
I1“(0,1) = i + I“(K,2)—2 ; X k A
EYK,2) ext12 confidence intervals evaluated from simulation runs. As shown
1(K,2) = 1 n 1 1(0,1) — 2 in the flgure_, the production rate _of the system is _Ilttle bit blow
E*(0,1)  ex+t1,2 of 0.45. This result matches with our expectation, because
although the parameters of/, are changed, the isolated
A. Algorithm production rate of the machine remained the same. Also the

bottleneck machine of the system i, and therefore the
The algorithm is based on DDX algorithm which is firstparameter change of the non-bottleneck machifiehas little

introduced by [1]. In the re-entrant production line case, Wgfluence the production rate of the system.
first sweep the high priority line, calculating the upstream two-
machine parameter fab/*(1,1), using the parameters of the From the figure, we can see that the analytical results are
previous low priority line, and then sweep the low priority linewithin the upper and lower bounds of the 95% confidence
to calculate the downstream two-machine liné;'(K —1,2)  intervals. We calculated the percent error of the production rate
parameters. We then repeat the process for each successivefpaii the simulated production rate in the following manner.
type.

Eanalytical - Esim

Esim
V. NUMERICAL RESULTS The result is shown in Figure 5. As shown in the figure, the
emost of errors are within 1.5% and the maximum error is about

%Error = 100 x

In order to verify the analytic equation derived in th A
previous section, we compare the numerical results of a smé?l 2.5,
system with four machines and four buffers with simulations.
The small system is shown in Figure 3. B. Case2: Varyings with changinges

Two separate cases are presented. For the both cases, théhe system parameter of the second case is shown in Table
machine parameter o/, varies, while the rest of machine V-A. In this case, we varyps from 0.1 to 0.8. However,
parameters remains constant. We examine the response ofuhéke the first case, we fix the value, therefore, the isolated
production rate of the system to the varying parameter amioduction rate forM, decreases ag. increases. The result
compare the results with simulations. is of the case is shown in Figure 6. The production rate
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Casel Case2
[ Machine | Parameter] Value [ Iso. Prod. Rate]] Value [ Iso. Prod. Rate|
M, 1 0.48 0.48 0.48 0.48
p1 0.52 0.52
Mo ro 0.1 0.9091/2 0.1 0.9091/2
P2 0.11 = 0.4545 0.11 =0.4545
Ms r3 0.48 0.48 0.48 0.48
p3 0.52 0.52
My T3 varying 0.48 0.48 varying
p3 0.3~0.52 0.1~0.8
TABLE |
CASEL1 AND CASE2 PARAMETERS (N1 = N2 = N3 = N4 = 20)
0.5 3
0.49 4
25 4
0.48 4
2 4
0471 |
o 046f * * * | _ 15 J
% 0.46 % . . . X * * . * E
§ 045 . . * * * i ; 1 4
& 0441 4 5
° o ° 0.5
0.431- . o o R ° o 4 R o o] ) I .. I
0.42¢ ° ° o o |
0.41 | -0.5
0b3 032 034 0m% 0% 04 o4z 041 04 048 05 -1 . -
- - - p‘A . 0.3 0.35 0.4 o
Fig. 4. Production rate va (e4 fixed) Fig. 5. Percent of Error v

of the system is unchanged ungil, reaches around.58.

verifications, the results from the analytical model is compared

However the production rate begins to decrease when with the results from simulations runs. From the verification,
is bigger than0.58. This is because. less than0.58, the we found that the analytical results were well matched with our
bottleneck machine isM> and any parameter changes oOfntuitions and results from the simulation runs. In this paper the
the non-bottleneck machine does not influence the systejgrifications were limited to the small re-entrant system with

production rate. However, if thes is bigger than0.58 the

four machines and four buffers. For the next research step, we

bottleneck machine becomed/, and the production rate will extend the system to longer line with multiple re-entrant
decreases as the bottleneck machine deceases its capagiiges.

Again, the analytical results are also the within the range of
the confidence intervals evaluated from the simulation runs.

Figure 7 shows the percent of error of the production rate of
the case 2. As shown in the figure all the errors remain within
3%. Notice that the analytical result tends to over estimate the
production rate wher/ is bottleneck, while it under estimate
when M, is bottleneck. This behavior should be investigated
in the future.

VI. CONCLUSION

In this paper, we introduced the analytical modeling and
analysis of the re-entrant production line with two processing
stages. We applied the existing decomposition equations for
the multiple-part type production line and modified the de-
composition equations to construct the re-entrant system. For
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