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Abstract

The climatic impact of the current state of deforestation in the Amazon basin

is examined in this thesis. Past modeling studies have shown that complete defor-

estation of the Amazon basin could result in dramatic decreases in regional rainfall

and evaporation leading to desertification (e. g., Salati and Vose [1984], Shukla

et al. [1990]). Yet, although 15% of the 4,000,000 km2 Brazilian Amazon has al-

ready been deforested [INPE, 2003], current deforestation patterns in the Amazon

basin are not uniform, nor do their extents surpass tens of kilometers. Numerical

simulations indicate that idealized heterogeneities of land-surface properties could

lead to organized mesoscale circulations that enhance convection (e. g., Anthes

[1984], Chen and Avissar [1994a], Avissar and Liu [1996], Wang et al. [1998]);

similar results were found in case-study simulations of actual Amazon deforesta-

tion (e. g., Wang et al. [2000], Roy and Avissar [2002]). Qualitative observations

of enhanced shallow cloud cover over cleared areas have provided preliminary in-

dications of episodic land-cover-driven mesoscale circulations in the Amazon basin

(e. g., Cutrim et al. [1995], Durieux et al. [2003], Negri et al. [2004]). Based on

these studies, the effects of the "fishbone" patterns of deforestation on shallow con-

vection were thought to occur only episodically during few precious weeks toward

the end of the dry season, and were largely accepted as being climatically insignif-

icant. However, through the use of satellite data from the Geostationary Opera-

tional Environmental Satellite (GOES) and the Tropical Rainfall Measuring Mission

(TRMM), this thesis quantitatively demonstrate that the complex pattern of defor-

estation in the Amazon has resulted in a climatic shift in shallow cloud, rainfall

and, to a lesser extent, cold cloud patterns over the Amazon. Through complex

interactions, the results reported in this thesis may have important implications for

the local ecosystem dynamics of the Amazon, for the geomorphology of the Amazon

river basin, for the flow regimes of the Amazon river, and for global climate.

Thesis Supervisor: Rafael L. Bras
Title: Edward A. Abdun-Nur Professor
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Le chien qui kiche sa proie pour 1'ombre

Chacun se trompe ici-bas.

On voit courrir apr s l'ombre

Tant de fous, qu'on en sait pas

La plupart du temps le nombre.

Au chien dont parle Esope il faut les renvoyer.

Ce chien, voyant sa proie en l'eau representie,

La quitta pour l'ombre, et pensa se noyer;

La rivi re devint tout d'un coup agitie.

A toute peine il regagna les bords,

Et n'eut ni l'ombre ni le corps.

La Fontaine
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CHAPTER 1

INTRODUCTION

Tropical forests around the globe are undergoing major changes in land-use due
to human activity [Myers, 1991]. Of all tropical "hot-spots", none is perhaps more
notorious than the Amazon rainforest: as of 2001, 15% of the 4,000,000 km2 Brazil-
ian Amazon has been deforested [INPE, 2003]. Skole and Tucker [1993] showed
a three-fold increase in deforestation of the Brazilian Amazon between 1978 and
1988; each year agricultural exploitation claims an estimated 13,000 km 2 of tropi-
cal forest through clear-cutting [Achard et al., 2002]. Such dramatic changes have
prompted studies to determine their impact; the following section provides a broad
review that highlights some of the major findings.

1.1 The Wider Impacts of Tropical Deforestation

Tropical forests are hosts to more than half of all living species [Myers, 1991].
The habitat fragmentation caused by deforestation (Figure 1-1) creates dramatic
shifts in biodiversity; for example, Ferraz et al. [2003] has documented the dis-
appearance of certain bird species, while Laurance et al. [1998] found that tree
mortality in fragmented patches is higher than that of undisturbed forests. The
conversion of forest to pasture also has profound effects on the chemical and phys-
ical properties of the soil [Moraes et al., 1996], determining which species may
establish themselves in this changed environment. Erosion occurs more readily in
deforested areas, and changes the sedimentary organic loading of the Amazon river
[Farella et al., 2001]. In an effort to summarize all of the effects of human activity
on natural environment, the United Nation Environmental Program (UNEP) cre-
ated the map presented in Figure 1-2, where the extent of human encroachment
is presented. Most deforestation is concentrated in the "arc of deforstation" that
covers the states of Rond6nia and Mato Grosso (see Figure 1-4). Perhaps most
alarming than the extent of disturbance documented by UNEP is the possibility of
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(a)

(c) (d)

Figure 1-1: Deforestation Patterns in Rondonia from NASA Space Shuttle Mis-
sions. These pictures highlight the "fishbone" deforestation patterns, shallow clouds
and smoke from biomass burning. (a) Date: 06/28/1985; Center: 10.1S 63.1W
(b) Date: 08/02/1992; Center: 11.7S 61.8W (c) Date: 08/06/1992; Center: 9.8S
63W (d) Date: 09/25/1995; Center: 10.5S 62.5W
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sudden catastrophic shifts in ecosystem states that was documented by Scheffer
et al. [2001].
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Figure 1-2

Figure 1-2: Preliminary Assessment of the Amazon Region Impact of Human Activ-
ities on Ecosystems around 1980 using the GLOBIO Methodology (UNEP).

The Amazon river (Figure 1-3) represents some 15 to 20% of global runoff
[Salati and Vose, 1984]. Runoff is the integrated hydrologic response of a basin; if
deforestation has had any significant impact on the local climate, then it could be re-
flected as a change in river discharge. Runoff is the residual in the balance between
rainfall and evaporation, and unless both are equally and synchronously affected
by deforestation, runoff will change. Gentry and Lopez-Parodi [1980] examined a
time-series of flood crests at Iquitos (Peru) in the upper parts of the Amazon basin,
and deduced that intense deforestation had markedly increased river flows. This
claim was however disputed by Nordin and Meade [1982] as being possibly caused
by an increase in rainfall or by a change in channel geometry. The detailed stud-
ies of Sternberg [1987], Richey et al. [1989] and Marengo [1995] all agree that
while deforestation certainly has effects on the river discharge, these effects are as
of yet undetectable, or rather undifferentiable from the inter-annual variability and
fluctuations induced by large-scale atmospheric phenomena such as ENSO.

Deforestation also raises questions about the possible changes in the Earth's CO2

balance. This issue is still not resolved; it is not yet known whether undisturbed
tropical forests are net sources or sinks of C02 [Houghton et al., 2000; Saleska
et al., 2003]. The act of deforestation is widely accepted to result in a net source of
C02 to the atmosphere [Houghton et al., 2000], but the magnitude of the source is
as of yet undetermined [Feamside, 1996]. The climatic effects, through the green-
house effect, of deforestation's impact on the C02 balance is hence still unresolved.
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Complicating the carbon accounting exercises further is the fact that much of the
deforestation is accomplished by burning, which is estimated to have released the
carbon equivalent of 40% of worldwide fossil fuel use in 1997-98 [Cochrane, 2003].
In addition, the resulting patchwork of vegetation is much more susceptible to fire
[Cochrane, 2003], thus a positive reinforcement is possible.

/07

3e

70- 60-0o 46-

Figure 1-3: The Fluvial Amazon.

As stated above, biomass burning is a popular method to clear forested sites.
These burns release large amounts of particles into the atmosphere that act as cloud
condensation nuclei (CCN). The aerosols that are released from biomass fires tend
to decrease the mean cloud droplet size, increase cloud albedo and thus impact the
radiative balance [Kaufman and Fraser, 1997; Kaufman et al., 1998; Ramanathan
et al., 2001; Peng et al., 2002; Kaufman et al., 2002; Penner et al., 2004]. This
result would indicate a cooling effect, yet aerosols may also indirectly have a heat-
ing effect by inhibiting cloud formation itself [Ackerman et al., 2000; Koren et al.,
2004]. Biogenic aerosols - organic acids that form through the interaction of UV
radiation and hydrocarbons that are emitted by trees - also affect cloud droplet
nucleation and hence cloud properties [Kavouras et al., 1998; Facchini et al., 1999;
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Ozanne et al., 2003]. Moreover, aerosols may inhibit rainfall [Rosenfeld, 1999;
Ramanathan et al., 2001], and have the potential to change global climate by redis-
tributing the vertical heating profile [Andreae et al., 2004]. Eck et al. [1998] infers
that by modifying the radiative and thermal structure of the atmosphere, biomass
smoke may reduce the differential surface heating associated with deforestation,
and hence has the potential to suppress the local circulations created by deforesta-
tion.

There are many different consequences to tropical deforestation, the interac-
tions between the different processes involved are complex, and a full understand-
ing of the integrated impact of tropical deforestation is not yet upon us. Gaining
that understanding is a truly challenging problem that will require open collabora-
tion from scientists of many different disciplines. Yet before such endeavours are
undertaken, we must first understand the individual direct, or first-order, impacts
of deforestation. This thesis will concentrate on the the effect of the change in
the land-surface properties on local climate. The following section will provide a
background on these effects, and will motivate the objectives of this thesis.
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Figure 1-4: Political Map of Brazil.
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1.2 The Role of Land Surface Properties in Climate

Charney et al. [1975] and Eagleson [1978a,b] are among those who pioneered
the notion that the soil-vegetation system plays a fundamental role in atmospheric
circulation. Land-surface's impact on atmospheric circulation has since occupied a
dominant position in the study of hydrology and the atmospheric sciences. Thus,
the ocean-planet assumption that had been standard in climate simulations was
replaced, and a number of models representing land-surface hydrological processes
were developed, coupled with atmospheric models and evaluated (e. g., Sellers
et al. [1986], Entekhabi and Eagleson [1989], Xue et al. [1991], Dickinson et al.
[1993], Martin [1993], Liang et al. [1994], Chen et al. [1996], Chen and Dudhia
[2001], etc.). The purpose of this section is to go over the major findings in the
field of land-atmosphere interactions.

The characteristics of the land-surface (soil type, vegetation type, topography,
etc.) determine the physical properties and associated parameters that govern the
exchange of mass and energy between the surface and the overlying atmosphere
[Pielke Sr., 2001]. The key properties and variables in the land-atmosphere system
are those that modulate the surface radiative balance (e. g., albedo, temperature,
emissivity), those that control the surface water balance (e. g., soil moisture, infil-
tration rate), and those that play a role in momentum transfer (e. g., roughness).
There is an inherent complexity in the land-atmosphere system as these properties
or variables are often inter-related in a non-linear fashion; the albedo is dependent
upon soil moisture, which varies with evaporation, which depends on incoming ra-
diation, which is a function of albedo. It is not surprising that large-scale studies
using general circulation models (GCM) have found that parameters such as albedo
[Charney et al., 1975], vegetation state [Chase et al., 2000; Kleidon et al., 2000],
soil moisture [Yeh et al., 1984], canopy interception capacity [Scott et al., 1995],
and root-zone water-holding capacity [Koster and Suarez, 1996; Milly and Dunne,
1994] have a great impact on atmospheric circulation.

The intimate coupling of the land-atmosphere system was discovered early on.
Idso et al. [1975] showed that near-surface soil moisture and albedo are inversely
and linearly related for bare soils and Charney et al. [1975] found that an increased
Sahara albedo has a negative feedback on regional precipitation; the two results
together imply a positive feedback that can lead to sustained drought. Hendersen-
Sellers [1978] stated that while "the position and frequency occurrence of clouds
is largely determined by the general circulation of the earth's atmosphere and the
particular meteorological condition (...) the effect of changing local land surface
type upon cloud cover may be of critical importance and could feed back to produce
climate change." A non-random organization arises from the coupling of the land-
atmosphere. Entekhabi et al. [1992] argued that persistence, or memory, in the
state of the land-atmosphere is a direct consequence of feedbacks and non-linear
interactions between the components of the hydrological cycle in both the land and
the atmosphere.
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Of particular interest to the hydrological sciences are the energy and water bal-
ances at the land-surface. These relations share a common term, which is evapo-
transpiration. Numerous studies using one-dimensional models of the coupled
soil-vegetation-atmosphere system [Pan and Mahrt, 1987; Clark and Arrit, 1995;
da Rocha et al., 1996; Dolman et al., 1999] have shown that vegetation affects
the partitioning and magnitude of turbulent fluxes at the surface (i. e., latent and
sensible heat fluxes). Segal et al. [1995] demonstrated the significance of the par-
titioning, represented by the Bowen ratio (the ratio of sensible to latent heat), on
deep convection: a smaller Bowen ratio increases the potential for development of
deep convection. Similarly, Clark and Arrit [1995] showed that vegetated surfaces,
which tends to have a lower Bowen ratio1 than bare surfaces, promote convection.

Dramatic changes in the properties of the land-surface could thus modify cli-
mate. One such example of dramatic change is deforestation, and one of the most
notorious examples of large-scale deforestation is found in the Amazon basin. The
initial question posed by the scientific community concerned the impact of the loss
of the entire Amazon rainforest - the catastrophe scenario. There is a wide consen-
sus that both evaporation and precipitation would decrease 2 in the Amazon basin if
it were stripped of its lush forest [Lettau et al., 1979; Shukla et al., 1990; Salati and
Nobre, 1991; Nobre et al., 1991; Gash and Shuttleworth, 1991; Mylne and Rown-
tree, 1992; Eltahir and Bras, 1993c; Polcher and Laval, 1994; McGuffie et al., 1995;
Sud et al., 1996; Xue et al., 1996; Zeng et al., 1996; Zhang et al., 1996; Hahmann
and Dickinson, 1997; Lean and Rowntree, 1997, 1999; Zeng, 1998; Werth and Avis-
sar, 2002]. The intense hydrologic activity over the Amazon basin and its tropical
location (see Chapter 3) make the Amazon hydrological cycle a key driver of the
global climate. Thus, a change in water fluxes caused by complete deforestation
would have dramatic implications on global climate [Werth and Avissar, 2002].

Studies have also been undertaken on the impacts of regional-scale deforestation
on atmospheric circulation. Eltahir and Bras [1994] used a numerical mesoscale cir-
culation model in conjunction with a land-surface hydrology scheme to study the
sensitivity of climate to deforestation at the regional scale (-250 km.) New param-
eterizations for rainfall interception and rainfall spatial coverage were developed
to aid this study, and are described by Eltahir and Bras [1993ab]. Results showed
a decrease in net surface radiation, evaporation and rainfall, and an increase in
surface temperature.

Of course, deforestation represents more than just a simple change in vegeta-
tion cover. It is a change in surface roughness, rooting depth, albedo, Leaf-Area

'Caution must however be used when making such generalizations around a unique measure
such as the Bowen ratio, for it does not comprise a full physical description of the land-atmosphere
system. Pre-dawn atmospheric conditions, for example, have been shown to mitigate the develop-
ment of deep convection regardless of surface Bowen ratio [Wetzel et al., 1996].

2interestingly, there is no consensus on the effects of complete deforestation on the Amazon river
flow; runoff is the relatively small term that is the difference between precipitation and evaporation,
and an error in the estimates of the change of these fluxes could lead to a change in the sign of the
change of river flow [Eltahir and Bras, 1993c].
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Index (LAI), etc. The scale of most models, coupled with the need to parametrize
most land-surface processes creates much uncertainty. For example, Kleidon and
Heinmann [2000] showed that the magnitude of the changes predicted in these
models is sensitive to the depth of vegetation roots. Moreover, there is uncertainty
that arises from other unrelated model components, such as sea-surface tempera-
ture or topography [Meher-Homji, 1991]. Further, the studies reviewed above have
assumed idealized and up-scaled patterns of deforestation. While these types of
studies are useful to test the sensitivity of the atmosphere to deforestation, the true
structure of deforestation plays an important role in the atmosphere's response, and
must be included in models [O'Brien, 2000].

1.3 Land-Surface Heterogeneities and Climate

The pattern of deforestation in Amazonia is often likened to a "fish-bone" (Fig-
ure 1-1). Deforestation tends to occur along major roadways, and shoot off in
dendritic-like structures. The result is a highly heterogeneous land-surface, whose
influence on atmospheric circulation cannot be approximated by a lumped area.
In this section, a review of the effects of heterogeneous land-surface on climate is
presented.

The heterogeneities of the land-surface affect the surface energy and water bud-
gets, and also the fluxes of momentum, heat and vapor between the land and the
boundary layer [Giorgi and Avissar, 1997]. In an early study in a semi-arid zone,
Anthes [1984] found that vegetated bands 20 to 50 km wide could increase con-
vective precipitation more than uniformly vegetated large areas. Since then, many
studies have attempted to understand the effects of landscape heterogeneities of
atmospheric circulations, and to study the processes involved in mesoscale circula-
tions induced by surface heterogeneities. The following are some key results:

* The mesoscale fluxes generated by land-surface heating and/or moisture het-
erogeneities have the potential to enhance shallow convection [Avissar and
Liu, 1996; Chen and Avissar, 1994a,?; Hong et al., 1995; Seth and Giorgi,
1996; Wang et al., 2000; Weaver and Avissar, 2001].

" The optimal wavelength of the land-surface forcing is the local Rossby radius
of deformation 3 [Dalu and Pielke, 1993; Chen and Avissar, 1994; Lynn et al.,
1998].

" The magnitude of the mesoscale heat and momentum fluxes are comparable
to or greater than the turbulent heat and momentum fluxes [Anthes, 1984;
Ookouchi et al., 1984; Pinty et al., 1989; Dalu and Pielke, 1993; Wang et al.,
1998].

3Ro = (N x H)/Q ; where N is the Brunt-VaisdlA frequency, H is the boundary-layer height,
Q = (w 2 + f 2 )i, f is the coriolis force, and w is the characteristic dissipation frequency
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" The intensity of the mesoscale circulation depends on the strength of the
land-surface contrast [Ookouchi et al., 1984; Segal et al., 1988]. Avissar and
Schmidt [1998] showed that it actually depends non-linearly on the combina-
tion of contrast strength and mean heating-rate.

" The land-surface moisture state affects the timing of onset of clouds, their
distribution and intensity [Pinty et al., 1989; Chen and Avissar, 1994a; Hong
et al., 1995].

" The topology of the contrasting land-surfaces affects the location of lower
level mesoscale convergence [Mahfouf et al., 1987; Yan and Anthes, 1988;
Hong et al., 1995; Avissar and Liu, 1996; Dalu et al., 1996].

Modelling studies of landscape-driven mesoscale circulations disagree about the
sensitivity of these circulations to synoptic wind conditions. Indeed, some have in-
ferred that moderate winds tend to suppress the mesoscale circulations [Chen and
Avissar, 1994; Hong et al., 1995; Dalu et al., 1996; Wang et al., 1996; Avissar and
Schmidt, 1998], and this sensitivity was also observed in a field study [Doran et al.,
1995]. Still, others have found that there is no strong sensitivity to the strength of
the background winds [Wang et al., 1998; Weaver and Avissar, 2001; Roy and Avis-
sar, 2002]. These disagreements probably stem from diverging modelling frame-
works or parameterizations. The sensitivity to such differences is a direct con-
sequence of the highly non-linear nature of the process under study; Convective
Available Potential Energy (CAPE) increases as the regional moisture availability
increases, but sensible heating is required to trigger deep convection [Pielke Sr.,
2001]. This sensitivity is highlighted by studies such as that by Zhong and Doran
[1998] who found no evidence of lanscape-driven mesoscale circulations. Observa-
tions of the phenomenon of land-surface heterogeneity induced mesoscale circula-
tions are thus essential for validation.

In an area defined by contrasts between dry steppe and irrigated farm regions,
Doran et al. [1995] took atmospheric potential temperature soundings on two dif-
ferent days; analysis of the potential temperature profile indicated that a secondary
circulation associated with the thermal contrast developed on the day with light
wind conditions. In a similar setting, aircraft remote sensing of surface fluxes
showed that a moist inland breeze developed over an irrigated area. Downstream
of the irrigated area, a convergence zone associated with the inland breeze was
found. Its associated vertical transport significantly modified the turbulent fluxes
[Mahrt et al., 1994; Sun and Mahrt, 1994].

Using satellite observations of shallow cumulus clouds over the central United
States, Carleton et al. [2001] studied the difference in GOES albedo and cloud
top temperatures for the months of June, July and August from 1991 to 1998 in
the U.S. Midwest over three areas characterized by different land-covers (cropland,
forest and cropland-forest boundary). Results indicated that there was an associ-
ation of convective clouds over the area of cropland-forest boundary on days of
weak anticyclonicity. Rabin et al. [1990] and Rabin and Martin [1996] showed
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qualitatively that shallow clouds form preferentially over areas of high Bowen ratio
(lighter vegetation) during period of weak atmospheric forcing. These results were
corroborated by Cutrim et al. [1995] over Rondonia during August 1988, where
there was qualitative evidence of enhanced GOES-8 derived shallow cumulus fre-
quency over cleared areas during one particular day. Local measurements of in-
coming solar radiation during the Anglo-Brazilian Amazonian Climate Observation
Study (ABRACOS) also showed a difference in cloud cover over cleared areas in
the same region of Brazil [Gash and Nobre, 1997]. Recently, Durieux et al. [2003]
studied the difference in cloudiness over large areas (~ 250 km) in the deforested
arc of the Amazon. Using data from the International Satellite Cloud Climatology
Project (ISCCR, D2 data) they found some evidence of enhanced shallow cloudiness
over areas that had extensive deforestation. They were however unable to attribute
the enhanced cloudiness to deforestation, citing the geographic differences between
their deforested and forested areas.

The work of Negri et al. [2004] is the most recent attempt at observing the
impact of deforestation on local atmospheric processes. They analysed shallow
clouds - derived from GOES-8 using and ad-hoc cloud detection algorithm4 -

over 10 days in August 2001 and found a qualitative association (maximum at
14h15 LT). They also studied the pattern of deep convection - determined by look-
ing at GOES-8 pixels with IR temperatures colder than 225 K - over August and
September 2000 and 2001. They found a qualitative association here as well, with
deep convection occurring apparently more often over deforested areas (maximum
for 12h00-19h00 LT). When they aggregate all four months together, they find that
there is no significant difference in the mean daily percent cold cloudiness. They
do however find that there is a significant 5 (p=0.05) difference in the diurnal pro-
cession of the cold cloudiness; forested regions have more cold cloudiness in the
morning (11hOO-15h00 LT), while deforested regions have more cold cloudiness
during the afternoon (19h30 LT, 20h30 LT, & 22h00 LT; no significant differences
at 20h00, 21h00 and 21h30 LT). They also perform some qualitative analyses of
TRMM-TMI rainfall occurrence (defined by instantaneous rain rate ; 0.1 mm/hour
at 0.10 resolution) and find a qualitative association between deforestation and
rainfall occurrence. They finish by analysing 14 years of SSM/I rainfall rate data
(0.50 resolution) and also infer a qualitative association for the month of August,
although is is weak if at all there.

1.4 Summary

The land-surface exerts influence on climate variability, although many still
think that the land-atmosphere coupling is not as strong as the ocean-atmosphere

4The visible pixel must be in the top 20% brightest pixels for the scene, and have an IR temper-
ature colder than 300 K. This algorithm is only applied with the a-priori knowledge that conditions
are "suppressed", or that there are no large-scale convective systems in the scene.

5There is no indication in the paper of how the significance is arrived at.
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coupling [Dirmeyer, 2001]. The preceding review indicates that the response of the
atmosphere to land-surface disturbances (such as tropical deforestation) has been
modeled at many scales. Large-scale deforestation certainly modifies the regional
climate toward a drier state, and has a potential to affect global climate. Local
scale disturbances in the land-surface could give rise to mesoscale circulations, and
enhance convection under weak atmospheric forcing. It therefore seems that the
modeled response of climate to deforestation is non-linearly related to the scale of
the disturbance; small-scale deforestation could enhance the intensity of the hy-
drological cycle, while large-scale deforestation could dramatically decrease it. The
notion that there exists a critical scale is thus introduced.

There is however a dearth of long-term high-resolution observational studies on
the atmosphere's response to the present state of deforestation. Hints of mesoscale
circulations and enhanced convection have been observed over short time-scales
and during selected days over the Amazon basin [Cutrim et al., 1995; Gash and No-
bre, 1997], but there are no long-term studies that incorporate detailed climatic and
statistical analyses. The studies of Carleton et al. [2001] and Durieux et al. [2003]
attempted climatic analyses of mesoscale effects associated with land-surface con-
trasts, but comparisons were drawn from areas separated by hundreds of kilome-
ters, and no statistical analyses were presented. The principal objective of this thesis
is to assess the climatic impacts of present deforestation in the Amazon basin; to
this end, patterns of shallow cumulus clouds and rainfall will be compared to the
patterns of deforestation.

The next chapter will provide an account of the physical mechanisms that relate
heterogeneities in land-surface properties to local or mesoscale atmospheric circu-
lations. This will be followed by a descriptive chapter on the features of climate in
the Amazon basin. Chapter 4 introduces the GOES-8 imager data, the radiometric
calibration procedures, and the conversion of the imager data into physical quan-
tities. It includes an overview of satellite-based cloud recognition algorithms, and
also the algorithm used to create maps of shallow clouds over the Amazon basin
for this study. Chapter 5 presents the domains over which the association between
clouds/rainfall and deforestation will be studied. The method used to determine if
the shallow clouds/rainfall are associated with the land surface features - based
on statistical hypothesis testing and Monte Carlo simulations - is then explained.
Chapter 6 presents the results of the analyses on the association of shallow clouds
and deforestation, and Chapter 7 presents the results on rainfall and deforestation.
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CHAPTER 2

PHYSICAL INSIGHT
AND HYPOTHESES

This chapter briefly presents the physical insight into the phenomenon of land
surface heterogeneity driven mesoscale circulations. This chapter does not delve
into a thorough treatment of the physical mechanisms that related the land surface
to atmospheric circulation, nor does it provide a thorough literature review (the
reader is referred to Chapter 1 for a brief literature review, and may wish to consult
Pielke Sr. [2001] for a thorough review.) Rather, this chapter is intended as a brief
heuristic description of the creation of localized mesoscale circulations that are cre-
ated by contrasts in land surface properties such as those created by deforestation.

lower albedo higher
higher roughness lower
higher moisture storage lower
deeper access to water shallower

Figure 2-1: Schema of contrasting properties created by deforestation.

Forested and deforested surfaces have different properties with respect to radi-
ation, hydrology and atmospheric forcing. These differences are highlighted in the
schematic drawn in Figure 2-1. Forested surfaces have a lower albedo than defor-
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ested surfaces. More net radiative energy must thus be absorbed and transformed
by forested surfaces. This results in more energy being transfered into the bound-
ary layer above. Energy is transfered from the land surface to the overlying atmo-
sphere through sensible and latent heat fluxes (turbulent heat fluxes) and through
longwave radiative energy. The partitioning of the total energy into these fluxes
is dependent upon the properties of the surface, as well as the availability of wa-
ter. Trees, and tropical trees of the Amazon in particular [Kleidon and Heinmann,
2000], have much deeper roots that the vegetation that covers deforested areas.
This translates into a greater access to water, and thus a greater water availability.
It also results in a lower sensitivity to rainfall inter-storm duration or dry spells.
Finally the geometrical differences, particularly in height, between tress and the
vegetation that covers deforested areas results in greater roughness over forested
areas. Higher roughness results in more intense turbulence and greater energetic
exchanges between the surface and the atmosphere. The contrasting properties
of forested and deforested areas creates differential interactions between the land
surface and the overlying atmosphere.

Figure 2-2: Schema of local circulations created by deforestation; the dark blue
arrows represent latent heat flux (LH), the red arrows represent sensible heat flux
(SH), the large light blue arrows are a representation of the local circulation, and
the dark grey mass represent cloud formation. The surface is representative of two
strips of forested area that surround a patch of deforestation.

Adjacent patches of forested and deforested areas result in local circulations,
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mostly due to the surface heating contrast that arises from the vegetation cover
contrast. Such an effect is represented in Figure 2-2. Forested areas, due to their
greater moisture availability will have a lower Bowen ratio (ratio of sensible to la-
tent heating) than the adjacent deforested areas. This will result in a near-surface
moisture contrast; the higher energy availability (due to the lower albedo) over
forested area will result in a contrast of moist static energy. Thus far, we are pre-
sented with more energetic and moister boundary-layer over forested areas versus
a drier and energetically weaker boundary layer over forested areas. While moist
air tends to rise, which would result in cloud formation over forested areas, the
moisture and energy gradient leads to a converging circulation centered over the
deforested area. Added to this convergence tendency is the pull exerted by the ther-
mal upwelling over deforested areas. This upwelling is a direct result of the bias
toward sensible heating over the comparatively water-scarce deforested areas. The
thermally driven upward pull over the deforested areas amplifies the convergence
tendency and gives rise to a higher convective potential over deforested areas. As a
result of this circulation, and upper-level divergence may result in downward flow
over the forested areas (in order to conserve mass), and may thus further feed into
the original circulation.

The strength and viability of such localized circulations that are borne of land
surface contrasts have largely been shown to be dependent upon the scale of the
patches as well as the synoptic meteorological conditions. Their existence has been
observed and widely documented in the analogous case of the land-sea breeze phe-
nomenon. As has been discussed in Chapter 1, their existence over deforested areas
has been studied using models, and has been qualitatively observed. Yet there is
no quantitative knowledge concerning their actual existence or persistence in the
case of land surface contrasts created by anthropogenic deforestation. This thesis
seeks to investigate the impact of Amazonian deforestation on climate by analyzing
patterns of clouds and rainfall with respect to the patterns of deforestation.
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CHAPTER 3

CLIMATIC
BACKGROUND

Before delving into the study of the effects of deforestation on climate, it is
useful to understand the climate of the Amazon basin. This chapter will first pro-
vide a brief exposition of climate in the tropics and of the general circulation of
the earth's atmosphere. Then, the climate of the Amazon basin will be described,
including diurnal variability, seasonal variability, inter-annual variability, decadal
variability, and finally long-term variability. This chapter will also cover the cli-
mate of Rondonia, a state that is located in the arc of deforestation of the Brazilian
Amazon, and will provide the crucial climatological background for the rest of the
study.

(mm/day)

Figure 3-1: TRMM Precipitation Intensity Climatology (1998-2002).

The tropics are often referred to as the "firebox" of the Earth's climate. This
colloquial description has its roots on the fact that the tropics - the middle third of
the earth, between 30 0N and 30 0S - receives half of the incoming solar radiation,
which is the main driver of climatic circulation. Moreover, the Earth's rotation im-
parts most of its momentum to the atmosphere in the tropics. This surplus of energy
is the reason for which the tropics are at the center of the global climatic circula-
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tion. Rising convective towers result from the high energetic input; these convective
towers are dramatically clear in Figure 3-1, which is a climatology of precipitation
intensity in the latitudinal range covered by the Tropical Rainfall Measuring Mission
(TRMM) satellite.

Figures 3-2 & 3-3 highlight the differences between land and sea; lightning is
much more frequent over land masses yet rainfall accumulation shows no such
preference. Lightning is associated with very intense updrafts and an ice-phase
at the cloud top, yet very little is known about the physics of lightning, and the
causes for the land-ocean contrast are still under discussion. Williams and Stanfill
[2002] cite two possible hypotheses for the contrast: the aerosol hypothesis and
the thermal hypothesis. The aerosol hypothesis argues that land-generated aerosols
inhibit warm rain and thereby leave more moisture in the atmosphere and creating
vigorous deep convection and lightning. The thermal hypothesis argues that the
reason for the contrast is the higher proportion of sensible heating over land, which
creates deeper more intense thermals. Notwithstanding these uncertainties, it is
clear that tropical land masses play an important role in the earth's climate.

Flash Density (flashes/kn?)

0.06 0.20 0.6 2.0 6.0 20.0 60.0

Figure 3-2: Tropical Lightning Climatology (courtesy Earle Williams).

Precipitation (mm)

50 100 200 500 1000 2000 5000

Figure 3-3: Tropical Rainfall Climatology (courtesy Earle Williams).

Indeed, using GCM simulations that contrasts a flat South American continent
with no continent at all, Lenters and Cook [1995] demonstrate that continentality
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is in effect responsible for a large portion of the structure of January rainfall over
South America. They suggest that the generation of a thermal low over the conti-
nent is responsible for the observed precipitation structure. Most theoretical work
on the Hadley cells and the general circulation have concentrated on the use of ax-
isymmetric models of the atmosphere to derive the role of the meridional heating
gradient on driving the atmospheric circulation. However, Cook [2003] finds in a
GCM study (all-ocean vs. flat-continents) that the zonal variations (i. e., the land-
ocean contrasts) play a fundamental role in the seasonal variations of the Hadley
intensity. Through increased surface roughness, the land surface increases the mo-
mentum flux into the atmosphere, resulting in a winter hemisphere Hadley cell that
has twice the intensity of the all-ocean simulation. For the summer hemisphere,
the monsoonal circulations (convergence zones) of the northern (southern) hemi-
spheres result in weaker subtropical highs, which halves the intensity of the Hadley
cell. Thus, the meridional temperature gradients are accentuated with the addi-
tion of land surfaces due to their lower thermal capacities, and the Hadley intensity
varies consequently.

The Amazon basin features prominently in Figures 3-1 & 3-2 & 3-3. Follow-
ing sections will provide insight into the climate in the Amazon basin at various
temporal scales: diurnal, seasonal, inter-annual, decadal and long-term. Particular
attention will be given to Rondonia.

3.1 Climate of the Amazon Basin

The climate of rainfall in the Amazon basin varies with distance from the ocean
and river. Cutrim et al. [2000] infer from raingauge observations that precipitation
is most intense at the coast near the mouth of the Amazon, and that the precipita-
tion is more intense inland than near the river. They also observe that the diurnal
cycle of rainfall varies with distance from the ocean and river. These variations gen-
erated by the ocean-land contrast are corroborated by Minnis and Harrison [1984b]
who suggest that there is a "large-scale diurnally modulated circulation feature be-
tween Amazon and adjacent ocean (...)".

Daily Variability

Convection in the Amazon basin exhibits clear diurnal variability. As is usual
over tropical land masses, the diurnal cycle of cloudiness and precipitation is regu-
lar, and intra-day variability is of a scale similar to that of seasonal variability. The
diurnal variability is strongly modulated by the surface [Betts and Jakob, 2002].
At sunrise, the surface layer, which is nearly saturated [Betts and Jakob, 2002], is
dried off by solar heating and mixing with drier air aloft. Shallow convection is
then triggered as the land surface is heated, and shallow clouds are maximum near
noon [Minnis and Harrison, 1984b]. The first radar echoes that signify precipita-
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tion are observed around 11:00 LST [Betts and Jakob, 2002], and deep convection
ensues; higher clouds are maximum later in the afternoon [Minnis and Harrison,
1984b]. The rapidly developing convection saturates the atmosphere and renders
it more stable [Machado et al., 2002], thereby shutting deep convection down. The
timing of the diurnal cycle is strongly dependent upon the distance from water
bodies, whether they are the river or the ocean [Cutrim et al., 2000; Negri et al.,
2000]. Through an SSM/I derived 10-year climatology of precipitation, Negri et al.
[2000] show the strong contrast in the diurnal cycle of precipitation between conti-
nental and oceanic events. Inland precipitation rainfall show a maximum intensity
at 18h00 LST, while the marine rainfall peaks at 06h00 LST. The climatology also
shows associations between rainfall and the topographical and geographical fea-
tures of the basin. The features of the diurnal cycle of precipitation in the Amazon
basin are highlighted in Figure 3-4.

Seasonality

Seasonality in the Amazon basin is described by a wet and dry season, and
break periods that separate these seasons. The atmospheric circulation in the Ama-
zon exhibits a monsoonal reversal, which clearly defines wet and dry seasons. This
monsoonal circulation is intimately related to the position of the Inter-Tropical Con-
vergence Zone (ITCZ). The ITCZ's latitudinal position varies seasonally, reaching its
maximum northern position in August at 10'N [Nobre et al., 1998] and its maxi-
mum southern position in January at 50S. When at its maximum northern position,
there is large-scale subsidence over the Amazon basin [Nobre et al., 1998], which
is the reason for the absence of rain. Rainfall differences between the wet and
dry seasons are examined in DeLiberty [2000], who reports that the rainfall peaks
in DJF with an average rate of 6.5 mm/day, and the minimum occurs in JJA with
about 2 mm/day. Fu et al. [1999] discuss the importance of the land surface on the
seasonality of convection in the Amazon. The Amazon's seasonality is also influ-
enced/related to other large-scale features of atmospheric/oceanic circulation. For
example, the Southern Hemisphere (SH) summer climate of the Amazon basin is
strongly modulated by the meridional position of the South-Atlantic Convergence
Zone (SACZ) [Rickenbach et al., 2002; Todd et al., 2003].

The seasonal cycle of climate in the Amazon is depicted in Figures 3-5 through 3-
9. The mean sea-level pressure maps (Figue 3-5) show the north-south oscillation of
low pressure over the central Amazon. The month of July is marked by generalized
high pressure over the entire basin, while November sees a large low pressure re-
gion pitted against the South-Atlantic and South-Pacific highs. The winds at 200mb
(Figure 3-6) show the south-west (January) to north-east (July) oscillation of the
center of an upper-level divergence. The 850 mb winds (Figure 3-7) show the tran-
sition between the south-easterly (July) to north-easterly winds (January) along the
South-American coast. Over the Amazon, the low-level winds are strongly modu-
lated by the physical barrier created by the Andean chain. The seasonal rainfall
patterns are shown in Figures 3-8 & 3-9; both show the north-south oscillation of
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Figure 3-4: Diurnal Precipitation Rate Anomalies (relative to monthly mean) over
Amazon Basin (NCEP/NCAR Renanalysis-1).
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rainfall. The Willmott gauge-based dataset for precipitation [Legates and Willmott,
1993] also shows clear patterns of orographic rainfall (Figure 3-9).

Inter-Annual Variability

Inter-annual variability of climate in the Amazon basin can be quite significant.
Pinker and Laszlo [1992] showed that the interannual variability in downward
shortwave radiation can reach 70 W.M-2. Most of the inter-annual variability in the
prevailing Amazon climate can be attributed to larger-scale atmospheric/oceanic
oscillations, such as the El-Nifno Southern Oscillation (ENSO) [Nieto Ferreira et al.,
2003]. Indeed, ENSO modulates both the position and intensity of the South Amer-
ican Low Level Jet (SALLJ), which during the 1998 El-Nifio episode was twice as
strong as during the 1999 El-Ninia. This lead to six times more large long-lived con-
vective cloud systems during the 1999 La-Nifia, and to more precipitation. Williams
et al. [2003] cite the very strong El-Nifio of 1926 as the cause for the "drought of
the century" in the western section of the Amazon basin. During that same year,
warmer than normal tropical Atlantic sea-surface temperatures contributed to an
anomalously wet record for the Nordeste region.

Decadal Variability

The early results of GCM simulations examining the effects of deforestation on
climate prompted studies of the trends of rainfall and radiation over the Amazon
basin. These studies have mostly used satellite records, which generally start well
after deforestation had started making its mark on the Amazonian lanscape in the
late 60's. Chu et al. [1994] and DeLiberty [2000] both examine monthly series of
outgoing longwave radiation (OLR) over the Amazon over 15 years and detect a
decreasing trend, which would indicate colder cloud tops and an increase in deep
convection over the Amazon basin. DeLiberty [2000] found an increase in rainfall
(2.50 resolution) from January 1979 to December 1995. These results are con-
firmed by Chen et al. [2001], who analyzed OLR, GHCN and NNRP time-series and
found that there has been an increasing trend in rainfall over the past 40 years over
the Amazon; and also confirmed by Chen et al. [2002], who showed that there are
signs that the tropical general circulation has intensified over the decade of the 90's.
Finally, Wielicki et al. [2002] highlight the high degree of decadal variability in the
tropical mean radiation budget.

3.2 Climate in Rondonia

The analyses presented in this thesis will be presented for three study domains
in the Amazon basin (see next Chapter), but most analyses will concentrate on a
study domain in the state of Rond6nia. The reasons for the particular interest in
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this region of the Amazon basin are that Rond6nia is in the arc of deforestation in
the Amazon basin, a section that has undergone the most intensive deforestation
activities; and also that Rond6nia is the site for the Large Biosphere Atmosphere
(LBA) experiment, and as such has been studied at length. This section will present
the climatic context for the state of RondOnia.

During the rainy season in Rond6nia, two distinct circulation regimes are de-
fined: the Easterly regime and the Westerly regime. They are defined by the di-
rection of the layer-averaged 700-850 mb winds [Halverson et al., 2002]. These
regimes generally last on the order of a few days to a week, and alternate between
each other. The regimes have a significant impact on the type of rainfall observed
and the general thermodynamic conditions of the atmosphere. The westerly regime
is characterized by an atmosphere that is more oceanic in nature, with weak convec-
tion and dominated by stratiform rainfall; it is also termed the "green ocean" regime
for its resemblance to oceanic rainfall conditions and low atmospheric aerosol con-
tent. The westerly regime is accompanied by mostly cloudy conditions, low CAPE
(1, OOOJ.kg-1), high relative humidity (-90% RH) through 700 mb, and shallow
(900 mb) weak shear (10- 4s- 1). The easterly regime, on the other hand, exhibits
deeper convection that is highly electrified, and has partly cloudy to sunny skies. It
has high CAPE (1, 500J.kg 1 ), a dryer (,80% RH) lower atmosphere, and more in-
tense (10- 3s 1 ) deeper (up to 700 mb) shear [Halverson et al., 2002]. The westerly
regime is termed the South-Atlantic convergence zone (SACZ) regime by Ricken-
bach et al. [2002], whereas the easterly regime is the non-SACZ regime. Laurent
et al. [2002] observed that the easterly regime is characterized by mesoscale con-
vective systems (MCS) that are closely related to the mid-level mean flow, whereas
the procession of MCS and rain cells during the westerly regime is highly disor-
ganized and points to a strong influence of topographical features. Tokay et al.
[2002] found that the easterly regime is associated with more intense rain events
(6 mm/hr) than the westerly regime (2.6 mm/hr). Precipitation events are more
frequent during the westerly regimes, while easterly regime rainfall is character-
ized by larger rain drops. The drop-size distribution (DSD) might be related to
the aerosol content of the atmosphere; higher concentrations of certain types of
aerosols inhibit rainfall and result in DSDs that are biased toward bigger drops.
Betts et al. [2002] observed that the water vapour flux through the cloud base ex-
ceeds the surface evaporation during the easterly regime, and that the mean cloud
base height is lower during westerly regimes.

Seasonality in Rond6nia is characterized by the monsoon. In panels (c) of Fig-
ures 3-10 & 3-11, the circulation reversal associated with the monsoon is clearly
defined. These figures also distinctly show the seasons of Rondonia. There are
however refinements in the definition of seasons in Rondonia due to the intense
human activities in the state. These refinements are highlighted by Williams et al.
[2002], who defines the seasons as follows:

1. Clean Dry Season: May, June & July

2. Polluted Dry Season: End of July through August
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3. Polluted Pre-Monsoon: September, October

4. Clean Pre-Monsoon: November, December

5. Wet Season: January - April

The refinements made by Williams et al. [2002] concentrate on the effect that
biomass burning has on the atmospheric boundary-layer, and highlight the climatic
impacts of the method by which most forests are cleared in the Amazon (i. e.,
through burning).
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Figure 3-10: Time-Height Climatology of Zonal Winds (NCEP/NCAR Reanalysis-1);
(a) Maraba-Altamira; (b) Tapaj6s-Santarem; (c) Rondonia.
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Figure 3-11: Time-Height Climatology of Meridional Winds (NCEP/NCAR
Reanalysis-1); (a) Marab-Altamira; (b) Tapaj6s-Santarem; (c) Rondonia.
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CHAPTER 4

REMOTE SENSING

The use of remote sensing instruments and their derived data pervades this
study. In order to draw useful and correct conclusions from their analysis, it is
essential to understand exactly what these space-borne instruments are measuring,
and how the radiometric response of an instrument is related to the physical state
or variable of interest. Since remote sensing is largely based on the measurement
of radiation or backscatter at varying wavelengths and resolutions, this chapter
begins with a review of the basics of radiation in the atmosphere, follows-up with
targeted reviews of the remote sensing platforms used in this study, and ends with
the formulation of algorithms for cloud detection and classification.

4.1 Relevant Elements of Remote Sensing

Atmospheric Radiation: The Basics

The dominant pathway of energy transfer in the earth's atmosphere is electro-
magnetic radiation [Liou, 2002]. The source of virtually all radiation on earth is
the sun, as it is approximately 300,000 times closer to the earth than the next near-
est star. Incident solar radiation interacts with the earth's atmospheric constituents
and surface as depicted in Figure 4-1. Incident radiation is either transmitted, re-
flected, scattered or absorbed. The type of interaction depends on the nature of the
constituents and the wavelength of the incident radiation.

In radiation studies, the sun and earth are often modelled as blackbodies (i.e.

perfect absorbers and emitters) that obey Planck's function, which is expressed by

2hA3

c2(eiK - 1)
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Figure 4-1: Atmospheric Radiation Processes.

or
2hc2

BA(T) = (e ,) (4.2)
A5 (em -1)

where K is Boltzmann's constant, c is the velocity of light, T is the absolute tem-
perature, h is Planck's constant, L is the frequency, and A is the corresponding
wavelength. Figure 4-2 presents the blackbody intensity curves for the earth and
sun assuming blackbody temperatures of 300K and 6000K, respectively. Overlayed
on Figure 4-2 are the GOES-8 channel windows.

Any object or matter having a temperature above absolute zero emits radiation
due to the random motion and collisions of its molecules. The total amount of
radiation emitted by a blackbody can be derived by integrating Planck's function
over all wavelengths. The result is Stefan Boltzmann's law, expressed by

R = c- * T4 (4.3)

where R is the total amount of radiant energy emitted, a is the Stefan-Boltzmann
constant and T is the temperature.
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Figure 4-2: Sun and Earth Blackbody Radiance Curves (at Top of Atmosphere) and
GOES-8 Channel Spectral Windows (see Table 4.1).

Remote sensing consists of the measurement of radiation intensity emitted by an
observed substance at different wavelengths (or corresponding frequencies). The
intensity of the radiation emitted at a particular wavelength is then "converted" to
the variable of interest by using the knowledge of the substance's radiative proper-
ties. It is hence important to understand the physics of radiation for the particular
substance studied. For example, Figure 4-3 shows how the earth's atmosphere inter-
acts with radiation at different wavelengths. By measuring the amount of radiation
absorption in a certain bandwidth, one may make inferences about the properties
of the atmosphere (e. g., its constituents, its state). For an in-depth treatment of the
physics of atmospheric radiation, the reader is referred to Liou [2002], while the
reader will find a helpful treatise on remote sensing in the work by Elachi [1987].

4.2 GOES-8 Imager Data

GOES-8 is a part of a global network of earth-oriented geostationary satellites
that covers the globe. Its primary purpose is to monitor weather patterns. It
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Figure 4-3: Atmospheric Absorption Spectrum and Comparative Blackbody Curves.

achieves this goal by providing high signal-to-noise observations of the earth at
high spatial and temporal resolutions. The satellite was launched on 13 April 1994,
and is operated by the National Oceanic and Atmospheric Administration (NOAA).
It flies at an altitude of 35,790 km over the equator at a longitude of 750 West.
There are two earth-sensing instruments on board GOES-8: a five-channel imager
and a nineteen-channel sounder. The shallow clouds are derived using data from
the imager, the characteristics of which are presented in Table 4.1.

Table 4.1: GOES-8 Imager Characteristics [Space Systems/Loral, 1996].

Channel Wavelength FOV Number of Detectors Meteorological
Number Range (pm) at Nadir (km) in North-South Array Objective

1 0.55 - 0.75 1 8 Clouds
2 3.80 - 4.00 4 2 Clouds (night)
3 6.50-7.00 8 1 Water Vapor
4 10.20 - 11.20 4 2 SST & WV
5 11.50 - 12.50 4 2 SST & WV
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The imager (see Figure 4-4) operates on 5 channels, each of which utilizes a
separate north-south array of linear detectors [Menzel and Purdom, 1994; Weinreb
et al., 1997]. For a complete review of the GOES program and the GOES-8 satel-
lite, the reader is referred to Menzel and Purdom [1994] and Space Systems/Loral
[1996]. This research is only concerned with the data from three channels of the im-
ager: they are the visible (0.65 pm), the solar-infrared (3.90 pm) and the infrared
(10.7 pm) channels. Imager data from GOES-8 is obtained using the Man-computer
Interactive Data Access System (McIDAS, Suomi et al. [1983]). Images cover the
Amazon basin, and are available daily at 14h45 UTC from September 1, 1994 to
March 31, 2003. Images of the Amazon at 17h45 and 18h45 UTC are also available
from October 1, 2000 to March 31, 2003.

RADIANT

LOUVER RADIANT COOLER
SUN SHIELD PATCH

LOUVER
ASSEMBLY

OPTICAL
PORT

SCAN
MIRROR TELESCOPE

SECONDARY
MIRROR TELESCOPE

PRIMARY

Figure 4-4: GOES-8 Imager.

4.2.1 Calibration of GOES-8 Imager Channels

Satellite-borne radiometers undergo pre-launch calibrations. The objective of
the calibrations is to relate the radiometric response of the sensing instruments to
physical radiance, which is the radiant flux density per unit solid angle [Kidder and
Vonder Haar, 1995]. In the case of the GOES-8 imager, calibration relates the in-
strument voltage response, stored as a 10-bit count, to the scene radiance. There is
a separate calibration for each detector of a specific channel, and image striping -
caused by the different response of the detectors in the array - is avoided by nor-
malizing to a reference detector [Menzel and Purdom, 1994; Weinreb et al., 1997].
These pre-launch calibrations are however untested in orbit, and do not account
for instrument degradation. In-orbit calibrations are hence extremely important to
ensure the consistency of the derived dataset (e. g., when performing long-term
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climatic analyses), and to ensure its comparability to datasets derived from other
instruments (e. g., comparing reflectivity derived from AVHRR and GOES).

The pre-launch performance of the GOES-8 radiometers was determined by the
manufacturer (ITT, Ft. Wayne, Ind.) and the prime contractor (Space Systems -
Loral, Palo Alto, Calif.) Examination of in-orbit data revealed that the instruments
were not performing as expected. A notable flaw was detected in the scanning
mirror, whose emissivity varied according to its East-West position [Weinreb et al.,
1997]. Multiple in-orbit calibration methods were developed to improve the quality
of GOES-8 imager data. This section provides a review of work done on post-launch
GOES-8 imager calibration.

Visible Channel Calibration

There are no on-board calibration reference instruments for the visible channel.
The reason for this is that the visible imagery original purpose was purely qualitative
in nature. The pre-launch calibration for the visible channel is of the form:

I = mX + b (4.4)

or
I = m (X - XO) , (4.5)

where the I is the measured scene radiance (Wm jsr-pm- 1 ), X is the instrument
output (10-bit count), Xo denotes a space view or offset count, and m and b are
coefficients determined before the launch. Two sets of pre-launch coefficients are
reported in Table 4.2; they differ because they are calibration coefficients for dif-
ferent detectors, which are then used as reference for the other detectors in the
array.

Table 4.2: Pre-Launch Visible Channel Calibration Coefficients.

Detector m b X0
Number wm-

2
sr- m'

1  
co1ntI Wm rn m

1A count

Weinreb et al. [1997] 2 0.5502 -15.955 29
Knapp and Vonder Haar [2000] 6 0.5522 -15.27 27.65

To verify the validity of these coefficients in-orbit, the technique of "vicarious"
calibration is used. Rao et al. [1999] define vicarious calibration as "the process
of relating the radiometric response of an instrument to the radiation sensed by
that instrument." In essence, vicarious calibration uses sites of known or constant
radiance to calibrate instruments in-orbit. Garand [1988] used such a method to
calibrate the visible channel output from the GOES-EAST satellite, GOES-8's prede-
cessor. Analysis of clear-sky images of the White Sands Desert in New Mexico, a
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region of known reflectivity, produced the following calibration:

I = 0.005393C2 - 2.67, (4.6)

where C8 is the eight-bit digital count.

Ayers et al. [1996] used data from Unmanned Aerospace Vehicles (UAV) taken
during the 1995 Atmospheric Radiation Measurement (ARM) Program Enhanced
Shortwave Experiment field campaign in the Southern Great Plains (SGP) site in
northern Oklahoma in 1995 (September 25 to November 1). The ARM/UAV ra-
diance measurement were collocated with those from GOES-8, and the exercise
resulted in the following calibration equation:

I = 0.606 x (X - Xo), (4.7)

where X0 is the offset count of 24.65.

Rao et al. [1999] chose the Sonora desert in northern Mexico and the Sechura

desert in Peru as their radiometrically stable calibration sites. They found a degra-

dation of the visible sensor of 4.5% per year. This result leads to a post-launch
calibration of the form [Rao, 2001]:

I(DSL) = (0.6556 + 0.0001107 x DSL) x (X - Xo), (4.8)

where Xo is 29, and DSL is the number of days since the launch (13 April 1994).

Weinreb et al. [1999] also used a vicarious technique to calibrate the sensors
on-board GOES-8, but instead of using deserts, they used observations of stars. Av-
eraging observations over 40 stars from 1995 to 1998, they found a rate of decrease
in sensor response of about 7.6% (±0.5%) per year. Knapp and Vonder Haar [2000]
used clear-sky observations over the southern Pacific, where there is a low optical
depth due to aerosols. Based on a radiative transfer model to determine TOA radi-
ance, they found a degradation rate of 5.6% annual decrease, with an initial 7.6%
decrease in responsiveness shortly after launch. Finally, Minnis et al. [2002a] cal-
ibrated the GOES-8 visible sensor to the VIRS1 instrument onboard the TRMM 2

satellite. The TRMM VIRS is calibrated in-orbit by using space views and sun views
through a diffuser plate, and that calibration was shown to be stable. Minnis et al.
[2002a] found an initial decrease of 16% after launch, and an annual degradation
rate of 7.5%, which lead to the following calibration equation:

I(DSL) = (0.650 + 0.0001341 x DSL) x (X - Xo), (4.9)

where the offset Xo takes a value of 31.

The results of the various calibration studies for the GOES-8 visible imager are
summarised in Table 4.3. It is evident that, while the results all show the same

'Visible Infrared Scanner
2Tropical Rainfall Measuring Mission [Kummerow et al., 1998]
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trend, there is great disagreement between these methods. This raises the question
of uncertainty in the raw GOES-8 imager data.

Table 4.3: Post Launch Calibration Results.

Authors Initial Sensor Yearly Sensor Offset (X0 )
Response Degradation (bit count)
Drop (%) Rate (%)

Ayers et al. [1996] 10 - 23.65
Bremer et al. [1998] - 7.5 -
Ellrod et al. [1998] 9 - -

Weinreb et al. [1999] - 7.6 (10.5) -
Rao et al. [1999] 19 4.5 29
Knapp and Vonder Haar [2000] 7.6 5.6 27.65
Rao [2001] 19 6.1 29
Minnis et al. [2002a] 16 7.5 31

The visible channel calibration will follow Minnis et al. [2002a]. There are two
reasons for which this calibration was chosen: firstly, the calibration exercise of
Minnis et al. [2002a] is the one that uses the longest time-record of visible imagery,
and secondly, it is based on an arguably much more rigorous calibration reference
than the other studies (i.e the TRMM VIRS). Indeed, the in-orbit calibration of VIRS
has proven to be successful, and most importantly stable in time [Lyu et al., 2000;
Barnes et al., 2000]. The final calibration is hence that presented in Equation 4.9.

Infrared Channel Calibration

The imager periodically views space and an onboard warm blackbody of known
temperature in order to calibrate the instrument's infrared channels [Menzel and
Purdom, 1994; Weinreb et al., 1997]. The pre-launch calibrations for the infrared
channels is of the form:

I = qX2 + mnX + b, (4.10)

where I is the scene radiance, X is the the 10-bit output of the instrument, and
q, m and b are coefficients specific to each detector. The value of q, the coefficient
of the quadratic term, was determined a-priori in laboratory tests [Weinreb et al.,
1997]. Although q can be changed in-orbit, the pre-launch tests did not detect
any significant trend of q with the temperature of the optical system, and only a
weak correlation between q and the detector temperature [Weinreb et al., 1997].
Hence, q is help constant at its pre-launch value. The slope (m) and intercept (b)
coefficients are determined in-orbit using blackbody and space instrument counts
as follows:

[Ibb - q (Xb - X42p

(Xbb - XsP)
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where the bb and sp subscripts refer to the instrument counts taken from blackbody
and space views, respectively.

The output of channels 3, 4 and 5 revealed a strong variation with the East-
West position of the scanning mirror (see Figure 4-5), corresponding to a perceived
difference of 150K between the east and west sides of the scan [Weinreb et al.,
1997]. To correct for this geometrical effect, the calibration equation was restated
as:

[1 - E(9)] I + E()IM = qX 2 - mX + b (4.13)

where E(O) is the emissivity of the scan mirror as a function of the scan angle 0. Im is
radiance of the scan mirror, and is determined from the temperature of the mirror,
which is monitored by a thermistor. The emissivity of the scan mirror is given by:

c(O) = e(45) +
m [X 8p(9) - Xsp(45)] + q [X82(9) - Xs,(45)]

IM

where the 450 emissivity was determined from laboratory measurements. The cal-
ibration slope, which must now account for the scanning mirror radiance, is given
by:

[1 - c(45)] Ibb - q [Xb - X82P(45)]

Xbb - Xs(45)

afl

(4.15)

$curt Anglc (dugraLS)

Figure 4-5: Raw output of channel 5 on the GOES-9 imager
of space [Weinreb et al., 1997]

from an east-west scan

This calibration was implemented operationally and is done in real-time at the
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Command and Data Acquisition (CDA) station at Wallops, VA. The emissivity of the
scanning mirror is fit to a quadratic (for computational efficiency) as follows:

c(O) = ao + a 1 0 + a2 02 , (4.16)

where the coefficients are fit once every three months to a new emissivity-angle
profile [Weinreb et al., 1997]. The radiances are scaled linearly to use the full
10-bit precision of the GOES VARiable (GVAR) data.

Minnis et al. [2002b] found no significant trends (e. g., degradation) in the
GOES-8 SIR and IR channel calibrations. The infrared imagery data used in this
thesis will hence use the operational GOES-8 calibration, which is included in the
raw GVAR data.

4.2.2 Obtaining Reflectance and Temperature from Radiance

The visible and infrared channels of the GOES-8 imager provide values of the
outgoing radiance in the narrow wavelength windows depicted in Figure 4-2, where
it is clear that interpretation of the measured radiometric response is highly chan-
nel dependent. The calibrated GOES imager measurements are hence termed nar-
rowband (NB) radiances. The response of the sensors in their respective narrow
wavelength windows is not uniform: the spectral response functions are unique
to each sensor. These spectral response functions are depicted in Figure 4-6 for
the three imager channels of interest. The visible channel radiance is used to in-
fer reflectance, the infrared channel is used as a measure of temperature, and the
solar-infrared channel provides information on both temperature and reflectance.

(a)

0.6 0.8 1

(b) (c)

3.6 3.8 4 4.2 9.5 10 10.5 11 11.5
Wavelength (pim)

Figure 4-6: Spectral Response Functions for GOES-8; (a)
(c) and Infrared Channels.

Visible; (b) Solar-infrared;

Visible Channel Reflectance

The radiance measured in the visible channel is reflected solar radiation, with
negligible contribution from terrestrial radiation (see Figure 4-2). The most com-
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monly used measure to characterize the amount of solar radiation reflected from
the earth's surface-atmosphere system is the albedo. The reflectance is often con-
fused with the albedo, but this is misleading. Indeed, the albedo is the ratio of the
exiting radiance (or exitance) to the incoming solar radiance (or irrandiance) and
is hence a broadband quantity, whereas the reflectance is a narrowband quantity.
Albedo is therefore expressed as follows:

fL f0j 7( Ir (0r) cos O, sin OrdOdrc,

L ' f17 Ii (A, 0) cos Oi sin OjdOid~i
(4.17)

To get the value for the narrowband reflectance, the incoming solar radiation in
the same band must be calculated. The reflectance is simply the ratio of outgoing
(i. e., measured) to incoming. Still, the radiance measured does not account for
the system's geometry (see Figure 4-7), which is described by the solar zenith angle
(0s), the satellite-viewing zenith angle (0), the solar azimuth angle (0, and view-
ing azimuth angles (0,). This section presents a derivation of reflectance from the
measured radiance that follows Kidder and Vonder Haar [1995, chap. 3.6].

Local

Sa

Zenith

Figure 4-7: Angular relationships for earth radiation measurements (after Minnis
and Harrison [1984]). O, is the solar zenith angle, 0, is the satellite-viewing zenith
angle, 0, is the solar azimuth angle, and $, is the viewing azimuth angle.

The reflected radiance can be expressed as follows (Eq. 4.18):

/27r j j,Ir (Or ,0r) = Ii (0i, $i) -r(0i, $i; Or, 0r) cos Oi sin O d~i d$3, (4.18)

where the subscript denotes "incoming" and , denotes "reflected." The Angular
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Distribution Model (ADM), which is also often called a Bi-Directional Reflectance
Function (BDRF) due to its dependence on only two directions, r,(Oi, #j; O0, 0,) is
tantamount to an angular weighting function that describes the relative amount
of incoming radiation being reflected in a particular direction. By definition, the
reflectance (p) is the hemispherically integrated bidirectional reflectance function
(Eq. 4.19):

j
2

, j2 r ,(Oi, #i; 0r, Or) cos O, sin OdOd, (4.19)

Obtaining an ADM is certainly not a trivial task. Indeed, the ADM is dependent
upon the surface type, the radiation wavelength, the amount of cloud in the scene
and the cloud type, etc. For this reason, the rest of the derivation will assume
that the surface that is remotely sensed is Lambertian (i. e., the reflected radiation
from the surface is isotropic, or equal in every direction.) The isotropic assumption
allows us to rewrite Eq. 4.19 as:

Y( A, #i; Or, #Or) = , 1(4.20)

Since the sun can be considered as the only source of incoming radiation at the
top of the atmosphere, we may liken the incoming radiation to a delta function such
that:

Ii(A,0 (V O OS; 0) (4.21)
0 (V O# 08; #i 084r)

where I is the solar radiance, and 0, and #, are the solar zenith and solar azimuth
angles, respectively. Moreover, the reflected radiation is measured from the view-
ing satellite; the reflected radiance is hence the "viewed" radiance I, with viewing
zenith angle 0, and viewing azimuth angle 0,. This allows us to rewrite Eq. 4.18
into the following equation:

IV (0, #) = IQ, cos Os, (4.22)
7

where Q, is the solid angle of the sun onto the remotely sensed scene.

The solar flux density F®, where F= I,, can be expressed as follows:

fjSAWAdA (.3
F f 0 WAdA (4.23)

where SA is the solar flux at a particular wavelength. F® is the average of the
wavelength-dependent solar flux weighted by the spectral response of the channel.
Since the visible channel's spectral window is spectrally finite, we may write the
following approximation:

Amin OCf wd + A WAdA ~ 0, (4.24)
JO Amnax
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and hence:

J o Amaxj wxdA ~/ wAd/A (4.25)
0 JAm n

For GOES-8, {Amin; Amax} = {0.45pm; 1.01pm}. Coupling this information with
the spectral window shape seen in Figure 4-6 results in a TOA solar flux density
value of F0 = 1628 Wm- 2 for a nominal Earth-Sun distance [Knapp and Von-
der Haar, 2000]. A correction factor of (ro/r) 2 is applied to this value to correct for
the seasonal change in earth sun distance, where ro is the mean Earth-Sun distance
(1AU), and the instantaneous Earth-Sun distance is r.

We may therefore express the bidirectional reflectance of a scene assumed to be
Lambertian as follows:

p(OL', #; Os, 7) = rI,(O, #) (4.26)
F0 (ro/r)2 cos 0,

Infrared Channel Temperature

The measured infrared radiances of a homogeneous temperature planet would
not be homogeneous, but would be dependent on the location of the scene due to
limb darkening. Limb darkening is defined as the decrease in brightness of the disk
of the observed planet toward its edge, or limb. For the particular case of the Earth,
the phenomenon is due to the increase in atmospheric optical depth with distance
from nadir. There is no need to take limb darkening into account for viewing zenith

angles of less then 30 degrees [Minnis and Harrison, 1984].

The limb darkening function used in Minnis et al. [1991] is of the following
form:

Ihr(O 0 ) = -Nrir(Ov)), (4.27)

where:
1 V 0, < 110 (4.28)

1.00067+0.032471n(cos(0,)) V OU > 110

The radiance measured by the infrared channel can be expressed as follows

j BA(T)WAdA(
Ir, = 00f (4.29)

where BA(T) is the Planck function, as seen in Equation 4.2 and WA is the spectral
response function for the infrared channel as seen in panel (c) of Figure 4-6. Again,
due to the finite spectral interval in which the channel 4 imager responds, the limits
on the integrands in Equation 4.29 may be reduced appropriately.

The infrared radiances, which are stored as scaled 10-bit values in the GVAR data
[Weinreb et al., 1997], can be transformed back into radiances using the following
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method:
( XG - B)

Iir = , (4.30)

where XG is the scaled GVAR 10-bit count, and B and M are coefficients, whose
values are presented in Table 4.4.

Table 4.4: GOES Imager Scaling Coefficients for GVAR Data [Weinreb et al., 1997].

Channel M B
count/(mW.m-2 .sr .cm) count

2 227.3889 68.2167
3 38.8383 29.1287
4 5.2285 15.6854
5 5.0273 15.3332

As seen in Section 4.2.1, the infrared radiance is obtained through an empirical
relationship with the scene count, which is itself linearly related to the instruments
voltage response. We may hence invert the relation seen in Equation 4.29 to obtain
a measure of the scene's temperature.

Teff C2 V (4.31)
Ieff+n [1i+

where the ci and c2 are two radiation constants (see Equation 4.1) that take the
vales c1 = 1.191066 x 10-5mW/(m 2 .sr.cm-4) and c2 =1.438833K/cm- 1, and v is the
central wave number (one over the wavelength) of the channel. The temperature
is termed "effective" due to its dependence on the central wavelength only. Indeed,
inverting the relationship presented in Equation 4.29 would be too demanding com-
putationally for operational applications. Hence the central wavelength approxima-
tion. The "actual" temperature is retrieved using the following relation [Weinreb
et al., 1997]:

T = /Teff + a, (4.32)

where / and a are channel and detector dependent (see Table 4.5.)

Solar-infrared Channel Temperature and Reflectance

The solar-infrared channel measures a radiance that has contributions from both
reflected solar radiation and terrestrial radiation during the daytime (see Figure 4-
2), while its sole contribution is upwelling terrestrial radiation during the nightime.
Since all of the channel 2 images used in this study are taken during daylight hours,
the measured SIR radiance must be separated into a reflected solar component and
an infrared component.
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Table 4.5: GOES Imager Temperature-Radiance Constants [Weinreb et al., 1997].

Channel Detector V a

(cml) (K)

2 1 2556.71 -0.578526 1.001512
2 2 2558.62 -0.581853 1.001532
3 1 1481.91 -0.593903 1.001418
4 1 934.30 -0.322585 1.001271
4 2 935.38 -0.351889 1.001293
5 1 837.06 -0.422571 1.001170
5 2 837.00 -0.466954 1.001257

The method used to distinguish between the two daytime contributions is to
use the temperature derived with the channel 4 (IR) data to infer the channel 2
temperature related radiance using the Planck function. The remaining radiance is
attribute to reflection of solar radiation. The method is hence a combination of the
methods reviewed in the preceding two sections, and is briefly outlined below.

The channel 2 radiance component attributed to "terrestrial" radiation (IT2) is
obtained by convoluting the Planck function with the spectral response function as
follows:

fo"c wdA (4.33)
fr = oo , 7-dA

where T4 is the temperature derived with the channel 4 data, and WA is the spectral
response function for channel 2.

The component of channel 2 radiance associated with reflected solar radiation
(IR2) is the residual of the measured (I2) radince minus the terrestrial component
(UT2).

IR2 = 12 - IT2 (4.34)

The reflectance in the channel 2 bandwidth is computed similarly to the visible
reflectance (again, assuming a Lambertian reflector):

p(OV, #ov; , S 7IR2(Ov, &) (4.35)
F 2 (ro/r)2 cos ,

where the solar flux density in the channel 2 window is:

F 2 = o (4.36)
feet WAdA

where SA is the solar flux at a particular wavelength.
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4.2.3 Final Calibration and Conversion of GOES-8 Imager Data

The final calculation for the calibration and transformation of the visible count
data into reflectance follows (calibration from Minnis et al. [2002a]):

P(Ov, qV; 087 0) - (0.650 + 0.0001341 x DSL) x (X - Xo)
526.9 cos(0)6(DOY) (4.37)

where 6(DOY) is the normalized Earth-Sun distance, which is a function of the
day-of-year (DOY) such that:

6(DOY) = 1.000110 + 0.034221 cos(7) + 0.001280 sin(y) (4.38)

+ 0.000719cos(2y) + 0.000077sin(27),

with y
27r(DOY - 1) (439)

365
This calibration is coded into a McIDAS program (cource code included in Appendix
A). Figures 4-8 - 4-10 present the viewing and illuminating geometry for all sam-
pling times over all three domains. The viewing zenith angle is approximately con-
stant throughout, except for an adjustement due to an orbital shift in early 1995
(Figure 4-9). Figures 4-11 - 4-13 show the daily time-series of domain-averaged
VIS reflectance, SIR and TIR temperatures at 14h45 UTC. Finally, Figures 4-14 -
4-16 show the monthly-averaged time-series of domain-averaged reflectance and
temperatures at all times of day sampled.

4.3 Remote Sensing of Shallow Cumulus Clouds

4.3.1 A Brief overview of Clouds and their Morphology

Cumulus clouds have a wide range of sizes, from 30-m to 10-km, but most have
a diameter of 1 ~ 2km [Wielicki and Welch, 1983]. These clouds are often multi-
celled, even for cumuli as small as 1-km in diameter. The within-cloud cells range
in size from 250-m to 1-km in diameter. Cumuli are non-uniform reflectors of radi-
ation, due to their morphology [Wielicki and Welch, 1983], and they exhibit large
spatial variations in albedo and temperature. The density of cumulus clouds in a
given area is also related to the average size of the cumuli, with greater overall
densities being associated with larger individual cloud size [Wielicki and Welch,
1983]. In a study of cumulus cloud populations over Florida, Plank [1969] finds
that: cloud size was inversely and exponentially related to cloud number density3 ;
the characteristic size of clouds varies diurnally; the relation between vertical and
horizontal extent of clouds exhibits large variability; a clear mode of cloud size ex-

3Neggers et al. [2003] arrived at the same conclusion using large-eddy simulations.
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93

(a)

0
-a)

0

(c)

0

7



I I I I I

S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M

1994 1995 1996 1997 1998 1999 2000 2001 20022003

S D M J S D M J S D M J S D M J S D M J S D M J S D

1994 1995 1996 1997 1998 1999 2000

(c)
50

40

C

30

C

r20

M J S D M J S D M

2001 20022003

0

S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M

1994 1995 1996 1997 1998 1999 2000 2001 20022003

14h45 UTC - - - 17h45 UTC 20h45 UTC

Figure 4-9: Time-Series of Domain Averaged Viewing Zenith Angle; (a) Marabd-
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Figure 4-11: Time-Series of Domain Averaged 14h45 UTC Visible Reflectance; (a)
Marab-Altamira; (b) Tapajds-Santarem; (c) Rond6nia.
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Figure 4-12: Time-Series of Domain Averaged 14h45 UTC Channel 2 Temperature;
(a) Marabi-Altamira; (b) Tapaj6s-Santarem; (c) Rondonia.
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Figure 4-13: Time-Series of Domain Averaged 14h45 UTC Channel 4 Temperature;
(a) Marabi-Altamira; (b) Tapaj6s-Santarem; (c) Rond6nia.
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ists within cloud populations; and clouds that began forming into group structures
at mid-morning were important developmental features of cumulus convection.

Shallow cumulus clouds have differing behaviours depending on the nature of
the surface over which they evolve. Oceanic clouds generally exhibit a semi-diurnal
cycle, whereas clouds over land show a strong diurnal cycle [Liberti et al., 2001].
The nature of the underlying surface may be sometimes more important than the
geographic location. For example, Hendersen-Sellers [1978], using ground based
observations, found that cloud frequency curves over land are similar irrespective
of latitude. In an 8-year climatology using the ISCCP data, Rossow et al. [1993]
found that clouds occur more often over ocean than land (i. e., the mean cloud
amount over ocean is 23% higher than that over land), and that the largest seasonal
variations in cloud cover occur in the tropics. The seasonal phase in the tropics
(maximum in summer) is opposite to that of the extra-tropics, and the diurnal cycle
is characterized by a peak in nighttime clouds over oceans, and daytime clouds over
land [Rossow et al., 1993].

Stull [1985] differentiates fair weather cumuli into three subtypes: forced, ac-
tive and passive. The criteria for the differentiation between these three subtypes
lies in the way in which the fair weather cumuli interact with the free atmosphere.
Active fair weather cumuli (i. e., cumulus congestus, cumulus mediocris) reach
above the level of free convection (LFC) and thereby vent mixed-layer air into the
free atmosphere and inhibit mixed-layer (ML) growth. These cumuli are identified
by cloud-top turrets that are signs of positive buoyancy. Passive fair weather cumuli
are the remnants of active cumuli, whose sole interaction with the mixed-layer is
through shading. Forced fair weather cumuli are held entirely within the mixed-
layer. Their existence is directly tied to the presence of thermals in the ML, and are
usually short-lived although they may develop into active FWC if enough latent heat
is fed into them so that they may extend beyond the LFC. The active FWC are partic-
ularly important in that they moisten the free atmosphere and develop circulations
that are independent of the thermals that originally triggered the clouds.

4.3.2 Cloud Detection and Classification: Background

Clouds are one of the most prominent feature in images of the earth taken from
space (see Figure 4-17). While clouds and their properties can be measured from
the ground (e. g., Crewel et al. [1999]), remote sensing platforms provide an in-
credible opportunity to observe meteorological patterns over large spatial scales,
and - if the record permits - long temporal scales. Because of their high degree
of activity (i. e., absorption and scattering of radiation) in the visible and infrared
wavelength ranges, clouds are most often studied using satellite-borne instruments
that are sensitive in these bands.

The analysis of satellite measured radiances may be used to infer cloud exten-
sive (e. g., horizontal and vertical dimension) and intensive (e. g., liquid water
path, albedo) properties. The analysis procedures and results are dependent upon

102



Figure 4-17: Picture of the Earth taken by Solid State Imager (SSI) on Galileo
during its first flyby of the Earth in December of 1990 (Created by Dr. Edwin V Bell,
II [NSSDC/Raytheon ITSS]).

the cloud type, the background properties, the viewing and illuminating geometries,
the spectral range, the spatial resolution, etc. [Minnis, 1989; Wielicki et al., 1995;
Rossow et al., 1985]. Spatial resolution is a particularly important aspect [Shenk
and Salomonson, 1972], although some have shown experimentally that it is less
important than the theory would suggest [Wielicki and Welch, 1983]. Wielicki and

Parker [1992] reports that the optimal resolution for cloud detection and classifi-
cation is around 1 ~ 2-km. Higher resolutions are problematic for the detection
of optically thin clouds, while lower resolutions are plagued by partially-filled pix-
els. Using 57 meter resolution LANDSAT imagery degraded to various resolutions,
Wielicki and Welch [1983] finds that the optimal scale for cloud detection is about
1/5 the typical scale of the cloud. So for cumulus clouds that have a typical scale
of 1 - 2-km, a sensor resolution of 250 meters is necessary. Wielicki and Welch
[1983] found that the 1/4-km data closely reproduced the results of the 1/16-km
data, whereas the 1-km displayed differences in the range of cloud reflectances and
in the sensitivity to the choice of threshold. This said, Wielicki and Welch [1983]
affirmed that the 1-km resolution data showed sufficient spatial structure and range
of reflectance to be used for cumulus cloud retrieval. Lower resolutions were not
found to be appropriate for cumulus retrieval; the 4-km data derived cumulus field
bore little resemblance to the full resolution field [Wielicki and Welch, 1983].
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There are two general methods to infer cloud cover from satellite imagery:
threshold and statistical methods [Rossow et al., 1985]. Threshold methods operate
on a pixel-by-pixel basis, whereas statistical methods use the information contained
in an area to infer cloud cover. The drawback of threshold methods is their inabil-
ity to take mesoscale patterns into account [Garand, 1988]. One other problem
with threshold methods is caused by partially-filled pixels [Wielicki et al., 1995].
Statistical methods, on the other hand, are unable to characterize the variations in
cloudiness within the area on which they are applied. There is widespread agree-
ment that cloud classification algorithms are not universally applicable [Garand,
1988; Wielicki et al., 1995]. Most are targeted for precise cloud types. The great
diversity of cloud types is hard to handle with one single algorithm. When tar-
geted, the cloud classification algorithms seem to be robust; comparison studies
have found that different cloud algorithms perform roughly equally [Rossow et al.,
1993; Berendes et al., 1999].

While both methods approach the problem of cloud classification very differ-
ently, they both rely on basic cloud detection, in which clouds are separated from
the background surface signal. The cloud detection component of a cloud algorithm
is the most fundamental component [Rossow et al., 1985]. This method requires
knowledge of the reflectance and temperature of the surface. Such "clear-sky" ra-
diances are critical in deriving accurate cloud classifications [Minnis and Harri-
son, 1984; Rossow et al., 1985]. This section will present a review of the various
methods that have been developed to detect clouds from space, by first introducing
"clear-sky" radiance retrieval methods, and then by proposing three algorithms to
classify clouds over the Amazon basin.

4.3.3 Clear-Sky Radiance Retrieval

Clear-sky radiance is the term used to describe the radiance detected by the
satellite-borne instrument when the atmosphere is free of clouds and relatively
clean. Obtaining clear-sky radiances can be problematic in areas of persistent
cloudiness. Such areas are listed by Matthews and Rossow [1987], and include
the Amazon basin, although this problem may be limited to certain seasons. The
most intuitive algorithm to derive clear-sky parameters is the minimum brightness
method. This method implies two assumption: (a) that the land or water surface is
always less reflective and warmer than clouds, and (b) that the radiances are mono-
tonic. It is used by Minnis and Harrison [1984] and Rossow et al. [1985]. However,
by keeping only one value per-pixel, the minimum radiance method is very prone
to error. Examples of the sources of the uncertainty are the natural variability of
the surface reflectance and temperature, atmospheric noise, the contamination by
shadows from broken clouds, navigational uncertainty, radiometric uncertainty, etc.
The probability of obtaining an extreme due to the uncertainties also grows with the
record length [Matthews and Rossow, 1987]. Averaging across many samples on
minimum brightness does not cancel the uncertainty either; Gutman [1988] argues
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that the minimum brightness technique leads to an underestimation of the mean
clear-sky values due to the interference of cloud shadows and angular variations
(although the latter reason is not really applicable to GOES due to regular viewing
geometry over the period of minimization).

Matthews and Rossow [1987] obtained clear-sky brightnesses by averaging the
reflectances that are associated with the temperatures higher than a certain thresh-
old, and they obtained clear-sky temperatures by averaging over the reflectances
smaller than another threshold. In this type of conditional filtering, the visible
channel is especially important as a strict test for cloudiness; Matthews and Rossow
[1987] showed that the clear-sky visible channel variations associated with aerosols,
surface structure, and observation geometry result in small quasi-random varia-
tions, whereas clouds exhibit wide variations in that same channel. This said, the
variations due to changes in vegetative cover from forest, to grass, to desert, etc.
can be inferred from the visible radiance. The conditional filtering methods can be
formalized in many different ways. Feijt et al. [2000] posited that if mean and me-
dian values of the filtered brightnesses are the same, then no cloud contamination
is present, and the highest of the mean minus the standard deviation and minimum
value was taken as the clear-sky value. The cloud-screening method proposed by
Gutman [1988] involves the following steps (implicit in these steps is the angular
viewing geometry periodicity of 9-days for the particular orbiting platform studied
in that case):

1. Gross screening for clouds by eliminating obviously cloudy pixels:

(a) Surface temperatures constrained to be greater than the monthly mini-
mum mid-afternoon air temperature;

(b) Visible reflectance less than 40%;

(c) Standard deviation of visible reflectances less than 0.5 percentage points

greater than monthly minimum;

2. Composite on 9-day cycle: Split each month into 9-day cycles that correspond
to the variation in viewing geometry (polar-orbiting platform) and superpose
corresponding days of each 9-day period, stratified by ground cover;

3. Average monthly by using the cosine of the solar zenith angle as a weighting
function.

International and large-scale projects have put great amounts of effort in devis-
ing their cloud detection algorithms. The MODIS cloud mask product is produced
using 14 bands of MODIS data and an algorithm that provides a level of confidence
that a pixel is cloudy or not [Ackerman et al., 1998]. The clear-sky radiances in the
ISCCP cloud algorithm are inferred by examining both the spatial and temporal ra-
diance contrasts [Rossow and Garder, 1993]. Spatial contrast is due to one of four
causes: (1) a mixture of surface and clouds, (2) a change in the cloud properties,
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(3) a change in the surface properties, and (4) a change in atmospheric proper-
ties. Temporal contrast also has four possibles causes: (1) variations due to the
formation or dissipation of clouds, (2) quasi-periodic variations such as the diurnal
cycle, (3) variations of surface conditions at synoptic or seasonal scales, and (4)
variations due to changes in atmospheric conditions. The ISCCP algorithm uses the
fact that clear-sky conditions have less spatial and temporal variations to determine
clear-sky conditions.

Other methods to determine clear-sky radiances include using a limited area
numerical weather prediction model to get clear-sky surface temperature values
[Feijt et al., 2000]; assuming that the convective cloud brightnesses can be modelled
as a beta-distribution, and fitting the measured brightnesses to the distribution to
differentiate clouds from land [Koren and Joseph, 2000]. One may also use known
values (measured in-situ) to enable cloud detection, however such methods must
take atmospheric attenuation into account, as well as the differences in spectral
response between the in-situ instrument and the satellite-borne instrument.

There are many sources of uncertainty in clear-sky radiance retrievals. Anisop-
tropic relations to viewing and illuminating geometries pose great problems. For
example, clear-sky surface temperature is strongly dependent upon the viewing ge-
ometry4 [Minnis and Khaiyer, 2000]. Also, the usual assumption of the unique
dependence of the clear-sky albedo (or reflectance) on solar zenith angle is flawed
[Minnis et al., 1997]; there is a strong dependence of surface state (dew, frost,
wind, evaporation, precipitation) which induces a diurnally dependent cycle on top
of the solar angle dependence. Another problem is caused by partially-filled pixels
(i. e., when a pixel is partly covered by a cloud). A linear combination of cloudy and
clear can't be used to solve the partially-filled pixel problem, since the reflected ra-
diance from a broken cloud field can surpass that of an unbroken field [Coakley Jr.
and Davies, 1986; McKee and Cox, 1974]. This is due to anisotropic reflectance
and more radiation coming out of sides than from the cloud tops. To solve this
problem, Minnis et al. [1995] used linear combinations weighted by the angular
distribution models (ADMs) of clear and cloudy sky conditions. Beyond geometri-
cally induced errors, Rayleigh type scattering that occurs in the atmospheric layer
above the ground surface contributes to the measured visible radiance with a mag-
nitude that is similar to the magnitude of the reflectance of such "dark" surfaces
as water bodies or vegetated land [Matthews and Rossow, 1987]. Such an issue is
further complicated with high concentrations of particles that would occur in areas
where biomass burning is rife.

4This anisotropy is strongly correlated with terrain and surface reflectance anisotropy, and it is
hence possible to envisage a simple model to reduce the dependence [Minnis and Khaiyer, 2000].

5The ADM describes the dependence of a surface's brightness on the angular viewing and illumi-
nation geometry. The ADM's are close to Lambertian when solar zenith angles are low (i. e., close to
zero) [Wielicki et al., 1995].
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Cloud Detection Algorithm: Clear-Sky Radiances

The cloud detection algorithm used here to determine the clear-sky brightnesses
is a conditional histogram method. The brightnesses are first filtered using thresh-
olds of complementary channel brightnesses. Obviously cloudy pixel brightnesses
are removed, and the clear-sky values are determined as the histogram peak of the
remaining brightnesses. This unidimensional histogram method is applied selec-
tively to each land cover type (i. e., forested or deforested) and is integrated on a
monthly time-step. The thresholds used to separate out obviously cloudy conditions
are presented in Table 4.6. Examples of the unidimensional histograms derived for
a particular month for each channel pair and for each land cover type are presented
in Figures 4-18 - 4-20.

Table 4.6: Cross-Channel Thresholds used to determine obviously cloudy condi-
tions.

Channel Wavelength Variable Lower Threshold Upper Threshold
(Pm)

1 (VIS) 0.65 Reflectance 20 (%) N/A
2 (SIR) 3.90 Temperature N/A 290 (K)
4 (TIR) 10.70 Temperature N/A 280 (K)

The monthly time-series of clear-sky values are presented in Figures 4-21 -
4-23. The seasonal cycle of visible reflectance shows a minimum in July for all
domains and all landcover types, and the amplitude of the seasonal cycle is on the
order of 10%. This compares to the observations of Berbet and Costa [2003], who
finds a seasonal cycle amplitude of approximately 5%, with the minimum pasture
albedo occurring in September and the minimum forest albedo occurring in April.
The mean values of the visible reflectances are compared to other observations in
Table 4.7. The differences are due to the effects of seasonal variations in illumina-
tion and observation geometry (Figures 4-8 - 4-10), and to the specific spectral
window of GOES-8 detectors (Figure 4-6) - we are not measuring the hemispher-
ically integrated broadband visible reflectance or albedo.

4.3.4 Statistical Methods for Cloud Classification

Most statistical methods employ a two-dimensional (or bi-spectral) histogram
approach, in which the two dimensions are the visible and thermal-infrared ra-
diances. The basic assumption underlying the two-dimensional histogram anal-
ysis methods is that the degree of homogeneity of surface types is high enough
so that the radiance differences observed over similar surfaces (i. e., vegetation,
clouds, bare soil, etc.) under different conditions (e. g., viewing geometry) are
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each Domain at 17h45 UTC for month of November 2000.
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Table 4.7: Comparison of Observed Clear-Sky VIS Reflectance with Other Studies.

Authors Forest Albedo Pasture Albedo Sensor
(%) (%)

Matthews and Rossow [1987] 5 9 NOAA-5
Culf et al. [1995] 13.4 18 in-situ

RondoniaA4h45UTC 8.6 10.4 GOES-8
Rondonia 17h45 UTC 10 12.3 GOES-8
Rondonia 20h45 UTC 7.5 8.6 GOES-8
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smaller than the radiance differences between different surface types. Different
cloud classes may thus be inferred by the various distribution peaks that occur in a
bi-dimensional histogram of the radiances measured [Seze and Desbois, 1987].

The main difference between two-dimensional histogram methods lies in the
way in which peak-surrounding regions are separated. The asymmetric Gaussian
histogram analysis method used by Simmer et al. [1982] relies on the identifica-
tion of peaks in the one-dimensional histograms and on the assumption that the
distribution about these peaks is Gaussian, and that peaks in the visible band have
corresponding peaks in the infrared band, and vice-versa. On the other hand, the
dynamic cluster analysis (e. g., Desbois et al. [1982], Seze and Desbois [1987],
Massons et al. [1996], Porcid and Levizzani [1992]) relies on the identification of
peaks in the two-dimensional histogram, and on separating classes by associating
each brightness pair to its nearest peak (as defined by the Euclidean distance). Yet
another method of separating clusters is to use maximum-likelihood by assuming
that the distribution of brightnesses about the peaks is log-normal [Li et al., 2003].
Koren and Joseph [2000] used known cloudy images to derive beta-distribution pa-
rameters of the brightness of convective clouds. Differentiation between convective
and non-convective clouds was achieved by comparing derived beta-distribution
with observed scene brightness distributions. This last method could also be used
to determine the threshold that separated cloudy from clear pixels (see previous
section). Chou et al. [1986] employed a statistical method that is based on lin-
ear combination of clear and cloudy radiances in the visible and thermal infrared
bands. They argued that using a pair of radiance values from a single pixel isn't a
good predictor of cloudiness, and that cloudiness must be inferred over a scene that
is composed of many pixels. The cloudy radiances were determined from averag-
ing the values for pixels that are certain to be cloudy (i. e., exceeding a threshold
value). The clear radiances were obtained using a spatial coherence method that
assumed that the background radiances are relatively homogenous. This linear
combination method resulted in a unique cloud fraction for a measured radiance,
using the following relation:

C = Imeasured - Iclear (4.40)
Icloudy - Iclear

where C is the cloud fraction, and I are the radiances (visible or thermal infrared).

The drawback of statistical methods is their need for high volumes of data in
order to have sufficient samples of each type of "surface" [Rossow et al., 1985]. A
second drawback of these methods is that cumuliform and stratiform cloud of same
brightness are often confused 6. Statistical methods are most appropriate at deter-
mining the relative coverage of different types of "surfaces" in an image, and not at
determining whether a single pixel is occupied by a certain type of cloud. Examples

6Di6szeghy and Fejes [1995] found that adding a single threshold in the standard deviation of the
thermal infrared field solves the problem quite efficiently. The logic behind the use of the standard
deviation is that cumuliform clouds exhibit much more irregularity than stratiform clouds.
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of bi-dimensional histograms from the GOES-8 sensor are given in Figures 4-24 -
4-27. There is a great deal of variability that depends on time-of-day and location
(Figures 4-24 - 4-26), and the time-of-year (Figure 4-27).

4.3.5 Threshold Methods for Cloud Classification

The simplest threshold methods determine that a pixel is cloudy if the measured
radiance differs from the clear-sky radiance by at least the prescribed threshold val-
ues. This type of methods can be applied to one or many channels. As such, there
are visible threshold methods [Arking, 1964], infrared threshold methods [Coak-
ley Jr. and Baldwin, 1984; Coakley Jr., 1987], and bispectral threshold methods
[Rossow et al., 1985]. The thresholds can be set arbitrarily, or they can be derived
dynamically with models such as NWP Table 4.8 presents some of the constant
thresholds. Some examples of studies that have used threshold methods are Feijt
et al. [2000], who used a bispectral threshold with NWP derived surface tempera-
tures; Minnis et al. [1995] used a layer bispectral threshold method, also used in
Minnis and Smith Jr. [1997] in which the thresholds are independent (i. e., either
threshold must be met, but not necessarily both).

Table 4.8: Threshold-based Cloud Classification Algorithm Parameters.

Authors Reflectance Temperature Simultaneous
Threshold Threshold or

Ap (%) AT (K) Independent

Rossow et al. [1985] 3 6 I
Minnis et al. [1995] 10.4 + 1.4 In(cos(0s)) 5 I

Cloud fraction is sensitive to the choice of thresholds, as was shown by Wielicki
and Welch [1983] in LANDSAT derived cumulus cloud field.

4.3.6 Hybrid Methods

Hybrid methods try to reconcile the strengths of threshold and statistical meth-
ods. An example of such a cloud classification algorithm is the Hybrid Bispectral
Threshold Method (HBTM) of Minnis and Harrison [1984,b,c]. This algorithm is
quite involved, and a full description is not relevant. Minnis et al. [1992] test the
HBTM against surface based observations during the First ISCCP Regional Experi-
ment (FIRE), and find that, while the HBTM underestimated the cloud amount by
5% and results in derived cloud top heights that are on average 53-m lower than
the surface observations, the HBTM is successful in its representation of the diurnal
variability, height, albedo and thickness of clouds.
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4.4 Shallow Cloud Classification Algorithms

In this study, shallow cloud cover is derived using two algorithms. The choice
of multiple algorithms is based on a desire to test the robustness of the end results
to cloud classification. The first algorithm employed to deduce shallow clouds is
based on the findings of Garand [1988], and is similar to the algorithm presented
in Rabin et al. [1990] and Cutrim et al. [1995]. It is a bi-spectral algorithm and it is
shown in Table 4.9. It will henceforth be referred to as the CUTRIM algorithm. It is
independent of clear-sky brightnesses, as it uses fixed thresholds. A pixel is deemed
to be covered by a shallow cloud if it satisfies all the conditions of the algorithm.

Table 4.9: CUTRIM Shallow Cloud Recognition Algorithm.

Criterion Cloud vs. Shallow vs. Stratus vs. Proximity to Deep
No Cloud Deep Cumulus Convection

Parameter VIS Reflectance TIR Temperature VIS Contrast Distance
(%) (K) (%) (pixels)

Threshold 20 280 10 2

The second algorithm, henceforth referred to as ALGORITHM 2, is similar to
the first one, but it is dependent upon clear-sky brightness. It also adds a criterion
based on the temperature difference between SIR and TIR channels. It is presented
in Table 4.10.

Table 4.10: 2nd Cloud Classification Algorithm.

ALGORITHM 2

VIS Reflectance Threshold Ap (%) 10
TIR Temperature Threshold AT (K) -12
VIS Reflectance Contrast (%) 10
Proximity to Deep Convection (pixels) 2
SIR-TIR Temperature Difference 25

Simultaneous or Independent S

Much work on satellite detection of biomass burning has been accomplished
(e. g., Prins and Menzel [1992], Kaufman et al. [1998], Prins et al. [1998]). The
difference in temperatures derived from the SIR and TIR channels is normally at-
tributed to the reflected solar radiation component of the SIR channel (see begin-

121



ning of this chapter), as well as differences in spectrally dependent surface emissiv-
ity and water vapor attenuation characterisitcs [Prins and Menzel, 1992]. However,
one can exploit the higher sensitivity of the SIR channel to temperature peaks. In-
deed, when a part of a pixel is warmer, the relative response (in terms of measured
radiance) is greater in the SIR channel than in the IR channel. This is because the
"hotter" portion of the pixel contributes more radiance in the shorter wavelengths
that in the longer ones. Hence, it is possible to use the temperature difference
between the SIR and TIR channels to infer the presence of biomass burning in a
pixel. Indeed, biomass burning rarely occupies the full field of view (FOV), which
in the case of the GOES-8 infrared imager is 4 x 4 km pixel. SIR is more sensitive
to high-temperature sub-pixel anomalies. The addition of a threshold for the tem-
perature difference between SIR and TIR temperatures is added in ALGORITHM 2
to prevent the spurious detection of biomass burning as shallow clouds. The albedo
of biomass smoke is usually low, and the VIS reflectance threshold will prevent the
spurious detection of biomass smoke as shallow cloud.

4.5 Cloud Classification Validation

The International Satellite Cloud Climatology Project (ISCCP) [Rossow et al.,
1985] provides a independent estimate of cloud cover through the ISCCP-D2 prod-
uct. The ISCCP, which was conceived by the World Climate Research Center in
1982, uses data from multiple satellites to study the global distribution, temporal
variation and properties of clouds. The D2 product is a monthly average of many
ISCCP variables, has a global coverage on a 280-km equal-area grid. Figure 4-28
shows the comparison between the mean monthly ISCCP-D2 low cloud amount and
the monthly mean shallow cumulus cloud amounts derived by the CUTRIM and the
2nd Algorithm. The comparisons will be drawn on the three study domains that
were selected for this study, which are exposed in Chapter 5.

The comparison yields coherent results for all three domains. The ISCCP values
are greater for all three domains, which reflects the fact that the ISCCP "low-cloud"
data product includes cumulus, stratus and stratocumulus, and is hence much more
comprehensive than the simple shallow isolated cumuli that are retrieved by the
two algorithms under study. The seasonal trends are very well reproduced in both
the Marabai-Altamira and Tapajds-Santarem domains; for the Rond6nia domain,
the pre-monsoon peak (SON) that is seen in the ISCCP data is missing from both
CUTRIM and 2ND ALGORITHM. This could be a temporal sampling issue; the IS-
CCP is an average of all times-of-day, while the cloud amount derived from our
algorithms is based solely on the 14h45 UTC sample. This discrepancy could also
be due to a pre-monsoon peak in stratiform-type clouds in RondOnia. Notwith-
standing these minor discrepancies, the comparison between the fractional cover
of ISCCP-D2 low-clouds and the fractional cover of shallow clouds derived with the
algorithms presented herein yields the expected result.
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As a note of interest, there is a difference in the fractional cover of "low" clouds

between the Marabi-Altamira, Tapaj6s-Santarem domains and the Rondonia do-
main. The average fractional cloud cover is higher over the Marab-Altamira do-
main than it is over the Tapaj6s-Santarem domain; and the fractional cloud cover
over the Tapajds-Santarem domain is higher than that over the Rondonia domain.
This difference is reflected in both the ISCCP and GOES-8 derived values. This ob-
servation is particularly interesting when compared with the variations in rainfall

over the Amazon basin that were documented by Cutrim et al. [2000]. Cutrim's

analysis of raingauge data showed that rainfall was more intense at the coast near
the mouth of the Amazon than inland; it also showed that rainfall was more intense
inland than near the river. The Marabdi-Altamira domain is nearest to the mouth of
the Amazon (see Chapter 5 and has the highest fractional cloud cover, which is in
intuitive agreement with Cutrim's observations.) Yet, the fractional cloud cover over

Rond6nia is lower than it is near the river over the Tapaj6s-Santarem domain, which

is in intuitive disagreement with the rainfall intensity observations. This raises in-
teresting questions about low-cloud to rainfall feedbacks, which are unfortunately
outside the scope of this thesis.
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Figure 4-28: Comparison of GOES-8 Shallow Cumulus Cloud Amounts (i. e., cloud
fractional cover) with ISCCP-D2 Low Clouds; (a) Marabi'-Altamira; (b) Tapajds-
Santarem; (c) Rondonia.
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4.6 Nepahanalysis: Visual Validation

The distinction between the performance of the two algorithms presented herein,
as well as their absolute performance, is assessed in this section by performing
visual comparisons under different meteorological scenarios. Such analyses are
termed "nepahanlysis", or the synoptic study of clouds. This section will provide
graphical examples of the measured GOES-8 radiances in the three channels of in-
terest, as well as the derived shallow cloud fields according to the two different
algorithms for shallow cumulus cloud classification.

Examples of Shallow Cloud Contrast

The first meteorological scenario that is tested is the one that is central to this
thesis, namely that where shallow cloud contrasts arise. Figures 4-29, 4-30 & 4-31
show examples of clear shallow cloud contrasts that are collocated with forest-cover
features for each domain. Both algorithms perform well, and there are no visible
aberrations or mis-classifications. The second algorithm seems to be more sensitive
and more adept at discerning clouds from land. This is highlighted over the MarabA-
Altamira domain (Figure 4-29), where there are noticeably more shallow clouds
detected. The infrared images over RondOnia (Figure 4-3 1) show the clear contrast
in surface temperature co-located with deforestation patterns. Shallow clouds are
clearly co-located with the inverted v-shaped savannah clearing in the upper-right
quadrant of the image. There are also shallow clouds that are clearly associated
with the central deforested area. Finally, there is an aberration over the Rondonia
domain in the bottom half of the domain caused by striping in the visible imager.
Such aberrations are rare and thus not important.
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Figure 4-29: GOES-8 Imager Data and Derived Shallow Clouds over the Marab-
Altamira domain on 07/21/1995 at 14h45 UTC.
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Figure 4-30: GOES-8 Imager Data and Derived Shallow Clouds over the Tapaj6s-
Santarem domain on 09/24/1994 at 14h45 UTC.
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Figure 4-31: GOES-8 Imager Data and Derived Shallow Clouds over the Rond6nia
domain on 07/29/1995 at 14h45 UTC.
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Examples of Mix of Shallow Clouds and Deep Convection

Figures 4-32, 4-33 & 4-34 show examples of how the different algorithms react
to a mix of low and high clouds over all three domains. While both perform well
and are able to discern between high and low clouds, ALGORITHM 2 proves to be
more adept at picking up nuances as is exhibited in Figure 4-32.

VIS Reflectance (%) SIR Temperature (K) TIR Temperature (K)
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Figure 4-32: GOES-8 Imager Data and Derived Shallow Clouds
Altamira domain on 02/06/1996 at 14h45 UTC.

over the Marabi-
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Figure 4-33: GOES-8 Imager Data and Derived Shallow Clouds over the Tapaj6s-
Santarem domain on 02/06/1996 at 14h45 UTC.
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Figure 4-34: GOES-8 Imager Data and Derived Shallow Clouds over the Rondonia
domain on 04/01/1996 at 14h45 UTC.
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Examples of Mix of Shallow Clouds and Cirrus

Figures 4-35, 4-36 & 4-37 show examples of how the different algorithms re-
act to a mix of cumuliform and stratiform clouds over all three domains. Again,
both algorithms prove to be adept in differentiating stratiform clouds from shallow
convective clouds. There are also slight nuances between the CUTRIM algorithm
results and ALGORITHM 2, as is noticeable in the upper-right quadrant over the
Rondonia domain in Figure 4-37. Such differences are certainly due to the use of
clear-sky brightnesses in differentiating between low and high clouds, and are a
testament to ALGORITHM 2's refinements.

VIS Reflectance (%) SIR Temperature (K)

CUTRIM ALGORITHM

TIR Temperature (K)

ALGORITHM 2

Figure 4-35: GOES-8 Imager Data and Derived Shallow Clouds
Altamira domain on 01/08/1999 at 14h45 UTC.

over the Marabd-
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Figure 4-36: GOES-8 Imager Data and Derived Shallow Clouds over the Tapaj6s-
Santarem domain on 01/08/1999 at 14h45 UTC.
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Figure 4-37: GOES-8 Imager Data and Derived Shallow Clouds over the Rondonia
domain on 07/17/1997 at 14h45 UTC.
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Examples of Specular Reflection and Striping

Figure 4-38 is an example of possible errors in the algorithms due to striping and
specular reflection. Image striping (upper half of the TIR image) is rare. Specular
reflection (seen in the center of the domain) on the other hand is a much more
dangerous problem due to its persistence in terms of spatial location. Here it is
clear that ALGORITHM 2 dramatically reduces the aberrations caused by specular
reflection. This is a clear indication of the second algorithm's superiority.

VIS Reflectance (%) SIR Temperature (K)

I3 .2-

CUTRIM ALGORITHM

TIR Temperature (K)

ALGOR262. 6

ALGORITHM 2

Figure 4-38: GOES-8 Imager Data and Derived Shallow Clouds over the Rondonia
domain on 12/19/2000 at 14h45 UTC.
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Example of Deep Convection associated with Landcover

Figure 4-39 shows an example of what seems to be deep convection associated
with forest-cover. This is a qualitative observation, and the deep convection street
that runs in a diagonal crescent in the center of the domain could also be a reflection
of the underlying topographical features (see Chapter 5 for maps of the elevations
and slopes of the three domains.)

50 52 5e1f 5l t.4 (. 52 51Te p 5e.tr ().T R T.4 .)

VIS Reflectance ()SIR Temperature (K) TIR Temperature (K)

CUTRIM ALGORITHM ALGORITHM 2

Figure 4-39: GOES-8 Imager Data and Derived Shallow Clouds over the Marabd-
Altamira domain on 12/19/2000 at 17h45 UTC.
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4.7 Conclusion

The comparison of the fractional cloud cover derived from the two algorithms
presented herein with that of the ISCCP project data, as well as the visual inspection
of the cloud fields under various meteorological conditions, have shown that the al-
gorithms for shallow cloud detections perform very well. Further inspection of the
differences between the two shallow cloud detection algorithms have shown that
the second algorithm is more adept at detecting shallow cumulus clouds through its
higher sensitivity resulting from the inherent conditioning on clear-sky radiances.
ALGORITHM 2 also proved to be less sensitive to aberrations such as specular re-
flection, and is thus selected as the definitive algorithm for this study.
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CHAPTER 5

STUDY DOMAINS &
METHODS

The Amazon basin has gone from 998 million hectares of rainforest in 1970 to
913 million hectares in 1994. The major causes of deforestation are logging and
settling on the rainforest for agriculture. The latter is most often done by using
"slash and burn" techniques, which have prompted many studies on the impact of
biomass burning on regional and global climate and atmospheric chemistry. There
are specific "hot-spots" of deforestation in the Amazon basin. All of them have
a distinct pattern that resembles fish skeletons. Figure 5-1 depicts the areas of
the Amazon basin that have undergone extensive deforestation. This chapter will
describe the study domains that have been selected for this study, as well as the
statistical methods developed to infer associations between deforestation patterns
and the patterns of clouds and rainfall.

5.1 Study Domains

Three study areas are selected for this study. The first study-domain is along
the BR-230 highway that connects Marab to Altamira; the area along the BR-
230 highway, which runs diagonally from the south-east to the north-west of the
domain, shows the typical fish-bone pattern of deforestation. This domain, which
will hereafter be referred to as the Marabai-Altamira domain, is approximately 200-
km to the side. The second domain, which is also approximately 200-km to the side,
is centered around Santarem, where the Tapajds river merges with the Amazon
river. The contrast in this domain is one of water versus land, and the domain was
selected because the inland sea-breeze effect that such a surface contrast promotes
is well documented, which makes the Tapaj6s-Santarem domain very suitable for
method verification. The third domain is approximately 500-km to the side and
is centered in the intensely deforested state of Rondonia. Most of this study will
concentrate on the Rondonia domain. The three domains are depicted in Figure 5-
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1. Figure 5-2 shows synthetic aperture radar (SAR) views of the three domains as

seen from the Japanese Earth Resource Satellite (JERS-1).

5.2 Treecover and Topography

The Moderate Resolution Imaging Spectroradiometer (MODIS) Vegetation Con-
tinuous Field (VCF) product, which is described in Hansen et al. [2003], provides
the landcover information for this study. The specific product used in this thesis
is the MOD44B product of 2001, which gives relative coverage of trees, bare soil
and grasses for each 500-m pixel. The first data processing step is to up-scale the
original 500-m pixel data to two different resolutions (i. e., 1-km and 4-km pixels);
this is done by simple averaging. The second step is to create a binary state map
(deforested and forested), and this is done by selecting arbitrary thresholds in the
percent tree cover field of the MOD44B product. The thresholds selected are 50%
for the 4-km data; and 30% and 50% for the 1-km data. The resulting deforesta-
tion maps are shown in Figure 5-3. The original MOD44B treecover information
is mapped in Figure 5-1. This threshold treatment does not apply to the Tapaj6s-
Santarem domain, as the contrast there is one of river versus land. The aggregation
scale does, however, change the river map slightly (see Figure 5-3).

The topography data used in this study is from two sources: the United States
Geological Survey (USGS) HYDRO1K database, which covers the globe at 1-km
resolution and is based on GTOPO30, the global 30-arcsecond elevation dataset;
and the digital elevation model (DEM) from the Shuttle Radar Topography Mission
(SRTM) [Farr and Kobrick, 2000; Rabus et al., 2003], which has a nominal pixel
resolution of 90-m. The HYDRO1K datasets includes values for slope, aspect and
topographic-index. SRTM derived slope values are computed as the maximum cen-
tered derivative in either direction. The statistical analysis developed for this study
relies on binary fields (see Section 5.3). To transform the quasi-continuous fields
of elevation, slope and aspect to binary fields, a threshold technique is used. The
thresholds are selected based on pixel value distributions (i. e., the 30% highest
pixels are ascribed a value of 1 for high, and the 70% lowest are ascribed a value of
0.) The thresholds selected are 30%, 50% and 70%. Topography and slope maps of
the study domains are shown in Figure 5-4.

5.3 Statistical Analysis Method

A rigorous statistical test is required to determine whether the patterns of shal-
low cumuli or rainfall are correlated with the underlying deforestation or topog-
raphy patterns. The test formulated for this study compares the values of cloud-
forest or rain-forest statistics derived from the observed deforestation/topography
pattern with the distribution of these same statistics derived from randomized de-
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Figure 5-1: The Amazon Basin: (a) Deforestation (MOD44B, Hansen et al. [2003])
and (b) Topography (USGS HYDRO1K). The red box is the Marab-Altamira do-
main, the blue box is the Tapaj6s-Santarem domain, and the large black box is the
Rond6nia domain.
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Figure 5-2: Study Domains as seen by the Japanese Earth Resources Satellite (JERS-
1). (a) Marabai-Altamira (BR-230); (b) Tapajds-Santarem; (c) Rondonia.
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forestation/topography patterns. A full description of the test as it pertains to the
relation between shallow clouds and deforestation patterns is outlined below. The
tests concerning rainfall or those relating to topography are similar.

5.3.1 Key Statistics for Shallow Clouds and Deforestation

Two statistics that relate shallow cumulus cover to deforestation are examined:
the monthly average difference in fractional cloud cover between the deforested
and the forested surfaces (hereafter referred to as cloud density difference, CDD);
and the count of days in a month when the fractional cloud cover over the defor-
ested surface exceeds that over the forested surfaces (hereafter referred to as the
exceedence count, EC). CDD highlights the intensity of a difference in shallow cloud
cover, while EC highlights its frequency of occurrence.

The null-hypothesis is that deforestation and shallow cloud patterns are unre-
lated. Under the null-hypothesis, the expected value of the CDD is zero, and that of
the EC is approximately 15 days (or exactly half the number of days in the particu-
lar month; see proof below). The null-hypothesis is implicitly true for a completely
random landcover, since the random landcover is generated without a-priori knowl-
edge of the cloud pattern. A mathematical treatment of the test follows.

The CDD can be expressed as follows:

I Cdef Cfr
CDD = Al (5.1)ODD Ndef Nf or)

i=1/

where M is the total number of days in the month (or time period studied), Cdf is

the number of clouds over deforested pixels on day i, Cfor is the number of clouds
over forested pixels on day i, Ndef is the total number of pixels that are deforested,
and Nor is the total number of pixels that are forested. The EC can be expressed
as follows:

1 dCef Cf or( CorI (5.2)
ei 0 V C!

VNdef Nf for

EC- =li, (5.3)
i=1

where ej is the exceedence index defined for day i, and Al is the total number of
days in the month, or time period studied.

In order to derive the expected values of CDD and EC, let us first define the
probability that any given pixel is covered by a cloud on day i as pi(c). For the
random landcover, the null-hypothesis is true and cloudiness has absolutely no cor-
relation with the state of a given pixel's state (whether defined by forest cover or
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topography), and we may pose the following equality:

P -(c) = lini (5.4)
N->oo N

where Ci(N) is the total number of cloudy pixels on day i and N is the total number
of pixels in the study area. The expected value of CDD can be expressed as follows:

E(CDD) = p(cldef) - p(cl for), (5.5)

where p(cldef) is the probability that a pixel is cloudy given that it is deforested
and p(c~for) is the probability that a pixel is cloudy given that it is forested. The
expected value of the cloud density difference can re-written as follows:

E(CDD) - p(c n def) _ p(c n for) (5.6)
p(def) p(f or)

If the null-hypothesis is true and the clouds are unrelated to the underlying land-
cover, then the following holds:

p(c n def) =p(c) x p(def), (5.7)

and
p(c n f or) p(c) x p(f or), (5.8)

and therefore, it follows that the expected value of CDD is zero:

E(CDD) - p(c) x p(def) _ p(c) x p(f or) (5.9)
p(def) p(f or)

The expected value of EC is directly related to the expected value of the excee-
dence index ej, which can be compared to the problem of tossing a coin:

1
E(es) = , (5.10)

and the expected value of EC is thus:

Al M 1 M
E(ECI) =3 E(e) = - (5.11)

We thus have two key-statistics, for which we know the expected value when clouds
and deforestation patters are mutually random, or independent. We can also theo-
retically derive the distribution of EC, and hence determine whether the observed
EC is significantly different from one that borne of no association between forest
cover and shallow clouds. We have, however, no formal knowledge of the spread
or distribution of the CDD key-statistic, and must hence rely on other methods to
derive this.
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Table 5.1: Theoretical 99% Distribution Limits for EC

n (days) Upper 99% Confidence Bound Lower 99% Confidence Bound

31 23 8
30 22 8
29 21 8
28 21 7

Theoretical Distribution of EC

Under the null-hypothesis, the theoretical distribution of the EC follows the bi-
nomial distribution. EC is a counting random variable - a binomial counting pro-
cess, in which the counter reading at time i has the following property:

1 CV " Ndef N fo (5 12)
-ef C C for

I0 V N'> N~
\def - fo

1
P(e = 1) = I. (5.13)

2

It follows that the probability that, after n time-periods,

P(ECn = k) (r)Pk( - k (5.14)

where
n) n! (5.15)
k k!(n - k)!

It is thus possible to derive the theoretical 99% confidence limits that will deter-
mine whether the observed EC confirms or rejects the null-hypothesis. The known
theoretical limits of EC will also enable us to compare the same limits derived from
randomized forest cover maps. The 99% limits for months of 28, 29, 30 and 31
days are summarized in Table 5.1.

5.3.2 Randomization Methods: Monte-Carlo Confidence Limits

The test used in this study to determine whether shallow cloud patterns and de-
forestation patterns are correlated is similar to a Monte-Carlo simulation. A vector
of 1,000 randomly generated deforestation patterns is generated; the key-statistics
described above are computed for each random deforestation pattern, and the dis-
tribution of these key-statistics is generated. The key-statistic derived from the
observed deforestation pattern (OKS) is then compared to the distribution of the
key-statistic derived from the randomized deforestation patterns (RKS). The null-
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hypothesis (i. e., deforestation and shallow cloud patterns are unrelated) is rejected
if the OKS lies outside 99% of the mass of the RKS distribution (i. e., if the cloud-
forest statistic derived from the observed deforestation pattern lies outside the 99%
limits of the distribution of cloud-forest statistics derived from the randomized de-
forestation patterns). A cloud field that bears no association to the patterns of
deforestation would be expected to exceed (be below) the upper (lower) 99% limit
0.5% of the time, making this test extremely strict. When the null hypothesis is
rejected, the shallow cloud cover pattern is significantly associated with the under-
lying deforestation pattern.

The validity of the test outlined above is dependent on the adherence to four
strict conditions: comparability; conservation of pixel-state distribution; conserva-
tion of scale; and uniqueness of each randomized pattern. The first condition relates
to the computation of the key-statistics, while the three other conditions relate to
the method by which the randomized deforestation patterns are generated.

The first condition is that the test is meaningful only if the OKS and RKS are
actually comparable, in that they must be derived exactly the same way. Both key-
statistics are integrated through time (i. e., averaging for the CDD and counting
for the EC). The time-integration of the key-statistics derived from the randomized
deforestation patterns is performed across the same sample random deforestation
pattern, just as the key-statistics derived from the observed deforestation patterns
are integrated through time with the same observed deforestation pattern (see Fig-
ure 5-5).

The second condition is that the proportion of deforested pixels to forested pix-
els must be the same in the randomized deforestation patterns than it is in the
observed deforestation pattern. So if the observed deforestation pattern is com-
posed of 30% deforested pixels, then each sample random deforestation pattern
should comprise 30% deforested pixels as well. This ensures that the randomized
patterns are representative of the actual observed patterns; it also ensures that the
sampling frequency over each type of state that composes a pattern is homologous.

The third condition is that the spatial scale of the deforestation patterns must be
the same in the randomized deforestation maps as it is in the observed deforestation
map. In the case where the randomized spatial scale is smaller than the observed
spatial scale, the problem of sub-sampling and artificial difference damping occurs.
The same occurs when the randomized pattern's spatial scale is much larger that the
one observed. Consequently, the rigor of the test is dependent on accurate spatial
scale conservation in the randomized patterns. A deviation from accuracy might
result in an artificially narrower derived distribution of the key-statistics, making
a significant result much more likely. This behaviour is highlighted in Figure 5-6.
Two completely random 1-dimensional series are generated; the series are 10,000
numbers long, and each number takes a value of either 1 or 0. Both series have
a "scale" of 100 number (i. e., ones and zeroes are clumped together in multiples
of 100.) The first series is analogous to the cloud data, and the second, which is
restricted to have 30% of zeroes is analogous to forest-cover. The "observed" differ-

150



RANDOMIZED
LANDCOVER
PATTERNS CLO

CLOUD PATT
CLOUD PA TTERN TIM

PATTERN TIME t
TIME t

LID
ERN
E t

CLOUD
CLOUD PATTERN

CLOUD PATTERN TIME t+1
PATTERN TIME t+ I
TIME t+ 1

CLOUD
CLOUD PATTERN

CLOUD PATTERN TIME t+2
PATTERN TIME t+2
TIME t+2

--------------- --------- ------ IV------------0---------

d I

L

KEY-STATISTIC DISTRIBUTION

Figure 5-5: Schematic of Time-Integration of Key-Statistics based on Randomized
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ence (termed "difference statistic" in Figure 5-6) is taken as the difference between
occurrences of ones in the first series collocated with occurrences of zeros in the
second and the occurrences of ones in the first series collocated with occurrences
of ones in the second. It is analogous to the CDD statistic. This same statistic is
computed for series of randomly generated at five different scales: 1 unit, 10 units,
100 units, 1,000 units and 10,000 units. the random series are generated 500 times
for each scale, and they each obey the 30% relative occurrence of zeroes. The confi-
dence limits of the derived difference statistics are then generated for each random
series. Although the original two series are completely mutually random (i. e., in-
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difference value based on one random base cover realization at a scale of 100 units.

dependent), the "observed statistic" appears to be "significant" when compared to
the confidence bounds generated with random series of smaller scales.

The fourth condition is that each randomly generated deforestation map should
be unique, or different from each of the other randomly generated deforestation
maps. If repetition occurs in the randomly generated patterns, then the derived dis-
tribution of key statistics will be narrowed, and a spurious significant result might
be inferred.

Two randomization methods are presented here: the completely spatially ran-
dom block algorithm (CSR), and the shuffling algorithm (SHF). The CSR algorithm
procedes by generating square deforestation blocks of a predetermined scale. The
amount of such blocks created for a particular random map is controlled so that
the proportion of deforested to forested pixels is conserved from the observed de-
forestation map. The SHF randomization algorithm divides the observed deforesta-
tion pattern into tiles that are in turn randomly rotated, flipped and shuffled. A
total of 16 tiles are created for each domain; the tiles are 56-km to the side for
the Marabi-Altamira and Tapajds-Santarem domains, and 140-km to the side for
the Rond6nia domain. The SHF algorithm implicitly conserves the proportion of
deforested to forested area. Examples of the CSR randomized deforestation maps
at different scales for all three study-domains are represented in Figures 5-7, 5-8 &
5-9. Examples of the SHF randomized deforestation maps are shown in Figure 5-10.

The size of the blocks (or tiles) used in both randomizing algorithms deter-
mines whether the scale of the deforested patches is conserved. The validity of the
third condition is tested by comparing the two-dimensional power-spectra of the ob-
served deforestation maps to those of the randomized deforestation patterns. The
two-dimensional power spectrum of the observed deforestation pattern is compared
with that of the randomized patterns (Figures 5-12, 5-13, 5-14, 5-15, 5-16 & 5-17).
The CSR algorithm will never perfectly represent the spatial scale of the observed
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pattern, since the scale of the randomized pixels is fixed, and hence only multiples
of the randomized block-scale may be exhibited. This is clearly shown in the 2-
dimensional spectra of CSR randomized patterns (i. e., Figures 5-12, 5-13 & 5-14),
which show features that are dependent on the respective block-scales. The SHF
algorithm produces 2-dimensional power-spectra that are representative of the ob-
served ones (i. e., Figures 5-15, 5-16 & 5-17). This similarity shows that spatial
scales are being conserved with the SHF algorithm.

The validity of the fourth condition can be verified by using combinatorial the-
ory. The problem is one of finding the number of different permutations. For the
CSR algorithm, if we define ni as the number of pixels of landcover type "1" and n2

as the number of pixels of landcover type "2", then the number (N) of distinguish-
able permutations is expressed by Equation 5.16:

N = (ni + n2 )! (5.16)
ni!n2 !

The values for n1 and n 2 are dependent on the block-scale used in the randomiza-
tion (i. e., 4-km, 12-km, 20-km, 36-km, or 92-km), and the relative proportion of
deforested to total pixels, which is dependent on the aggregation scale (i. e., 1-km
or 4-km) and the threshold used to determine deforested pixels. The proportions
of deforested pixels are summarized in Table 5.2. Table 5.3 presents the values ni ,
n 2 and N for the CSR algorithm. The CSR algorithm satisfies the fourth condition
in all cases, except for the use of 92-km block scales in the Marabi-Altamira and
Tapaj6s-Santarem domains.

Table 5.2: Aggregation-scale and Threshold Dependent Deforestation Map Parame-
ters

Domain Aggregation Threshold Proportion of Deforested (River)
Scale (km) (%) to Forested (Land) Pixels (%)

1 30 5.7
Marabd-Altamira 1 50 15.9

(49,952 Total Pixels) 4 50 27.0

1 30 13.0
Tapaj6s-Santarem 1 50 13.0
(50,176 Total Pixels) 4 50 17.9

1 30 16.7
Rond6nia 1 50 25.3

(316,386 Total Pixels) 4 50 31.2

The number of distinct permutation possible for the SHF algorithm is calculated
differently due to the algorithmic procedure. Unlike the CSR algorithm, ni and n 2

are not dependent upon the proportion of deforested pixels to total pixels (which
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Table 5.3: Distinct Randomized Landcover Possibilities (CSR Algorithm)

Randomization Marabd-Altamira Tapajds-Santarem Rondonia
Block Scale (km) Domain Domain Domain

ni 13,487 8,981 98,712
1 n2 34,465 41,195 217,674

N ~of ~Ot ~ t

n 843 561 6,169
4 n2 2,279 2,575 13,605

N ~ oot ~ roOct

n1 34 40 247
20 n2 91 185 544

N 4.71 x 1030 3.74 x 104 ~ f

ni 10 7 76
36 n2 27 32 168

N 3.48 x 108 1.53 x 107  2.95 x 1064

ni 2 1 12
92 n2 4 5 25

N 15 6 1.85 x 10 9

t The resulting N is so large, that it is numerically equivalent to infinity

is itself dependent upon aggregation scale and threshold), rather they are simply
dependent on the number of tiles. Moreover, since there are the added steps of
rotation and flipping, there are added degrees of freedom. There are 16 different
tiles for each domain. The total number of different tiles is calculated as follows:

Nties = d, x df x 16 = 4 x 2 x 16 = 128, (5.17)

where d, is the number of degrees of freedom added due to rotation, and df is the
number of degrees of freedom added by flipping. The number of distinct random-
ized patterns is equivalent to the number of permutations of 16 tiles selected from
128 total possible tiles, and may be expressed as follows (Equation 5.18):

N =128 p16  128! 1.95 x 1033 .
(128 - 16)!

(5.18)

Thus the SHF algorithm satisfies the fourth condition.

The average deforestation state across all randomized deforestation maps is cal-
culated to verify that the mechanics of the algorithm are properly working. These
averages are presented for deforestation patterns in Figures 5-20 & 5-21, and for
topography and slope maps (using the shuffling algorithm) in Figure 5-22. Under
perfect randomized conditions, these average maps should be homogeneous, and
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should have the value of the proportion of deforested pixels, or mean elevation or
mean slope. This is largely verified for both randomization algorithms and different
block-scales.
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Figure 5-7: Maraba-Altamira Domain Deforestation Patterns: (a) Observed (4-km
Aggregation Scale, 50% Threshold); CSR Randomized Examples at (b) 4-km, (c)
12-km, (d) 20-km, (e) 36-km & (f) 92-km Block-Scales.
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Figure 5-8: Tapajds-Santarem Domain River Patterns: (a) Observed (4-km Aggre-
gation Scale); CSR Randomized Examples at (b) 4-km, (c) 12-km, (d) 20-km, (e)
36-km & (f) 92-km Block-Scales.
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Figure 5-9: Rondonia Domain Deforestation Patterns: (a) Observed (4-km Aggre-
gation Scale, 50% Threshold); CSR Randomized Examples at (b) 4-km, (c) 12-km,
(d) 20-km, (e) 36-km & (f) 92-km Block-Scales.
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Figure 5-10: Shuffled Deforestation Patterns. MarabM-Altamira Domain: 1-km reso-
lution (a) 30% threshold and (b) 50% threshold; (c) 4-km resolution, 50% thresh-
old. Rondonia Domain: 1-km resolution (d) 30% threshold and (e) 50% threshold;
(f) 4-km resolution, 50% threshold. Tapaj6s-Santarem Domain: (g) 1-km resolu-

tion; (h) 4-km resolution.
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Figure 5-11: Shuffled SRTM Maps of (a) Marabd-Altamira Elevation; (b) Tapaj6s-
Santarem Elevation; (c) Rondonia Elevation; (d) Marab-Altamira Slope; (e)
Tapajds-Santarerm Slope; (f) Rond6nia Slope.
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Figure 5-12: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (CSR Algorithm) Deforestation Patterns for Marab-Altamira Domain.
(a) Observed (4-km Aggregation); CSR Randomized at (b) 4-km, (c) 12-km, (d)
20-km, (e) 36-km, and (f) 92-km Block-Scale.
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Figure 5-13: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (CSR Algorithm) Deforestation Patterns for Rondonia Domain. (a)
Observed (4-km Aggregation); CSR Randomized at (b) 4-km, (c) 12-km, (d) 20-
km, (e) 36-km, and (f) 92-km Block-Scale.
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Figure 5-15: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (SHF Algorithm) Deforestation Patterns for MarabA-Altamira Domain.
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and CW Randomized (4-km Aggregation; 50% Threshold).

164

(a)

a)nE

a)

CU

E

C
a)

0

-5

-10

-15

-20

-25

-30



(b)

100 200
Wavenumber

0

-5
250

200
-10 '

- 150-15 0
CIS

-20 3. 100

-25 50

100 200
Wavenumber

(d)

100 200
Wavenumber

0

-5
250

200
-10 C ;

E
-5 150

-15 1u

~v 100~

50-25

-30 0 -

0 100 200
Wavenumber

(f)

100 200
Wavenumber

0

-5
250

200
-10 E

E
S150

-15 1
CU

-20 3: 100,

50-25

-00 100 200
Wavenumber

Figure 5-16: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (SHF Randomization) Deforestation Patterns for Rondonia Domain.
(a) Observed and (b) Randomized (1-km Aggregation; 30% Threshold); (c) Ob-
served and (d) Randomized (1-km Aggregation; 50% Threshold); (e) Observed
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Figure 5-17: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (SHF Randomization) Deforestation Patterns for Tapaj6s-Santarem
Domain. (a) Observed and (b) Randomized (1-km Aggregation); (c) Observed
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Figure 5-18: Two-Dimensional Normalized Log Power Spectra of Observed and
Randomized (SHF Algorithm) Topography for Domains. Maraba'-Altamira Domain
(a) Observed and (b) Randomized; Tapajds-Santarem Domain (c) Observed and
(d) Randomized; Rondonia Domain (e) Observed and (f) Randomized.
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Figure 5-19: Two-Dimensional Normalized Log Power Spectra of Observed
Randomized (SHF Algorithm) Slope for Domains. Marabd-Altamira Domain
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Figure 5-20: Sum of Randomized Deforestation Patterns. Maraba'-Altamira Domain
(a) CSR (36-km Block-Scale) and (b) SHF (4-km, 50%); Tapajds-Santarem Domain
(c) CSR (20-km Block-Scale) and (d) SHF (4-km, 50%) ; Rondonia Domain (e)
CSR (92-km Block-Scale) and (f) SHF (4-km, 50%).
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Figure 5-21: Sum of Randomized Deforestation Patterns. Marabai-Altamira Domain
(a) SHF (1-km, 50%) and (b) SHF (1-kin, 30%); Tapajds-Santarem Domain (c)
SHF (1-km, 50%) and (d) SHF (1-km, 30%) ; Rondonia Domain (e) SHF (1-km,
50%) and (f) SHF (1-kmi, 30%).
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Figure 5-22: Sum of Randomized Elevation and Slope Patterns. Marabd-Altamira
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CHAPTER 6

SHALLOW CLOUDS &
DEFORESTATION

The hypothesis that will be tested in this chapter is that human-driven land
surface changes, such as tropical deforestation, tend to create local circulations that
result in higher shallow cloud densities over cleared areas1 . This chapter will also
test whether external factors (e. g., synoptic atmospheric circulation conditions)
influence the prevalence of any forest-cloud associations.

6.1 Presentation of Results

This short section will introduce the different ways in which the results from the
analyses of the cloud-forest statistics are presented, and serves as a guide to the rest
of the chapter. The results are presented in three different ways:

1. monthly time-series;

2. monthly climatology;

3. seasonal climatology.

The monthly time-series represents the evolution of a key-statistics along the record
length with the associated 99% confidence interval bounds. These confidence limits
represent the upper and lower limits of the distribution of the key-statistics derived
from the randomized forest-cover patterns. When the 'observed' key-statistic is con-
tained within the 99% confidence limits, then the null-hypothesis is verified and we
conclude that there is no clear association (or correlation) between the forest-cover
and the shallow cloud cover (see Chapter 5). An example annotated figure of the
time-series representation is given in Figure 6-1.

1The actual null-hypothesis posed in Chapter 5 is that forest-cover and shallow clouds are unre-
lated. Rejection of the null-hypothesis is tantamount to acceptance of the hypothesis as stated.
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Figure 6-1: Example of CDD Monthly Time-Series.

The monthly climatology representation summarizes the monthly time-series
by counting the number of times that the 'observed' statistic lies outside the 99%
confidence limits for a particular month of the calendar year. The count is then nor-
malized by the total number of such months, so that we have a monthly frequency
of null-hypothesis rejection. Lastly, the "direction" with which the null-hypothesis
is rejected is recorded by assigning a negative sign to occurrences where the 'ob-
served' statistic is smaller than the lower confidence limit, and positive numbers
to occurrences where the 'observed' statistic is greater than the upper confidence
limit. The seasonal climatology is simply an weighted-average (i. e., weighted by
the number of months on record) of the monthly climatology. Annotated examples
of the monthly and seasonal climatology representations are given in Figure 6-2. To
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Figure 6-2: Example of Monthly and Seasonal Result Climatologies.

test the sensitivity of the results to external factors, a method of result stratification
is used. The daily time series are stratified depending on whether an external factor
is met (i. e., differentiating even numbered days from odd numbered days). Two
monthly averages for observed and randomized statistics are then generated, and
the significance of null-hypothesis rejection frequency can be compared according
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to the external factor value.

6.2 Robustness of Results

The aim of this section is to determine the overall robustness of the method used,
and hence the validity of the results derived from the method. The first technical
aspect of the method under scrutiny is the scale of the blocks or tiles used in the
randomization of the forest-cover patterns. This scale is particularly crucial in the
CSR randomization algorithm, as it directly dictates the randomly generated scale
of the disturbance (i. e., deforestation). The second algorithmic aspect under ex-
amination is the actual choice of randomization algorithm (i. e., CSR vs. SHF). The
SHF algorithm will conserve the full spectrum of the disturbance scale (up to the
scale of the tile used to shuffle the original patterns), and is intuitively the more "in-
telligent" randomization algorithm. The comparison will be useful to determine the
actual sensitivity of the results to such algorithmic differences. After the sensitivity
of the results to block-scale and randomization algorithm have been examined, the
comparison of EC significance between randomization algorithms and the theoreti-
cal binomial distribution will be examined. A good agreement between the results
derived from random forest-cover patterns and the theoretical distribution of EC
will lend further credence to the methods. Finally, the sensitivity of the results to
the choice of resolution and threshold to determine the forest-cover pattern will
be examined. Since the actual differentiation between "forested" and "deforested"
states is dependent upon the selection of a threshold of percentage forestcover, this
last analysis goes beyond the examination of the method's robustness in that it may
also highlight the nature of the relation, if any, that exists between forest-cover
and shallow cloud patterns (i. e., is there an association between actual deforesta-
tion and shallow clouds, or rather between heterogeneous forest-cover and shallow
clouds?)

6.2.1 Sensitivity to CSR block-scale

The sensitivity of the 99% CDD confidence limits to the block-scale used in the
CSR randomization is shown in Figures 6-3 & 6-4 for all three study domains at
14h45 UTC and 17h45 UTC, respectively. The most prevalent feature in both fig-
ures is the highly sensitive nature of the confidence limits to the block-scale; small
block-scales result in narrow confidence ranges, and large block-scales result in
wider confidence ranges. The 'observed' statistic is thus more likely to be found
significantly different from the distribution of randomized statistics when these
randomized statistics are derived from small block-scale randomized forest-cover
patterns. However, as explained in Chapter 5, the significance may be artificial.
The significance is only meaningful when the block-scale used to randomize the
forest-cover pattern is chosen such that the randomized pattern conserves the orig-
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inal disturbance scale.

As expected, Figures 6-5 & 6-6 show that the block-scale used in randomizing
the forest-cover pattern has very little impact on the EC significance. This was
discussed in Chapter 5. It is due to the fact that the EC is a binomial counting
variable, and the probability of counting an event is theoretically independent of
the block-scale. Further discussion about the comparison of theoretically and em-
pirically derived EC confidence limits follows in the next section. In all subsequent
sections, CSR results will be derived using the following block-scales: 36-km for the
Marabd-Altamira domain, 20-km for the Tapaj6s-Santarem domain and 92-km for
the Rond6nia domain. These scales were all chosen to be multiples of 4 because
the CSR algorithm is always applied to comparisons with the forest-cover maps that
are aggregated to 4-km with a 50% forest-cover threshold; and these scales are all
representative of the measured scale of the disturbance on the 4-km, 50% threshold
forest-cover maps (c. f., Chapter 5, Section 5.2).

6.2.2 Comparison to Theoretical Exceedence Count (EC)

The monthly EC time-series in Figures 6-5 & 6-6 also show the confidence limits
derived theoretically from the binomial distribution 2 . These limits are in general
agreement with the CSR derived confidence limits for both the Marab-Altamira
and Rond6nia domains. In these two domains, the discrepancies between the em-
pirically generated and theoretically derived confidence limits occur conspicuously
during period when the observed EC is outside the 99% confidence bounds (regard-
less of how they are generated). Moreover, the theoretically derived confidence
limits are much narrower than the CSR confidence limits for the Tapaj6s-Santarem
domain at all times; note here that the observed EC for the Tapaj6s-Santarem do-
main is almost constantly outside the 99% confidence bounds. Figure 6-7 shows
the differences between the theoretical and empirical (SHF algorithm) EC confi-
dence limits for two confidence levels, 99% and 50%. The differences are most
pronounced in the Tapaj6s-Santarem domain, and do not seem to diminish con-
siderably for the lower confidence level. An explanation of these discrepancies is
necessary, and is provided here.

Table 6.1: Sensitivity of Theoretical 99% EC Distribution Limits to p

p Upper 99% Confidence Bound Lower 99% Confidence Bound

0.9 30 22
0.7 27 14
0.3 16 3
0.1 8 0

2The limits are calculated using Equation 5.14 in Chapter 5, and take the actual number of good
data days in a month (i. e., there are bad-data days, and their number is subtracted from n.)
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Figure 6-3: CDD Time-Series and CSR Block-Scale Dependent 99% Confidence Lim-
its (14h45 UTC) for (a) Marab-Altamira; (b) Tapaj6s-Santarem; and (c) Rondonia
Domains.
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Figure 6-4: CDD Time-Series and CSR Block-Scale Dependent 99% Confidence Lim-
its (17h45 UTC) for (a) Maraba-Altamira; (b) Tapaj6s-Santarem; and (c) Rondonia
Domains.
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Domains.
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Domains.
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The theoretical confidence limits are derived with the binomial equation (Eq. 5.14)
presented in Chapter 5 with the assumption that p, or the probability that the cloud
density over deforested areas exceeds the cloud density over forested areas, is ex-
actly 0.5 under the null-hypothesis. Recalling this binomial equation,

P(ECn = k) = ()pk(l - P)-k, (6.1)

there are only two parameters that can be responsible for the discrepancy: p and
n. It has already been stated that the n used to derive the theoretical limits takes
into account the number of bad-data days for each month, and can thus not be
held responsible for the discrepancy. The sensitivity of the theoretical limits to p
are outlined in Table 6.1 for a fixed n of 30. It is shown that the magnitude of the
theoretical limits are highly sensitive to the count probability.

The case of the river-land contrast in the Tapaj6s-Santarem domain is very use-
ful here to explain the discrepancy. Indeed, the land-water contrast creates a strong
local circulation, analogous to the sea-breeze phenomenon 3. The strength of this
circulation is highlighted in Figure 6-8, which shows the monthly sum of detected
shallow clouds for a sample month (i. e., November 2000). There is a clear suppres-
sion of shallow clouds over the river. The highly organized nature of the shallow
cloud patterns may result in what can be described as an effective variability in p.
In essence, the highly organized nature of the cloud field engenders a wider dis-
tribution of the randomized statistic due to the inevitable occurrence of random
deforestation patterns that will be associated with the cloud field. The EC variable
is integrated over the number of days in a particular month. The fact that the cloud
field exhibits such a tight association with the underlying forest cover will give rise
to similar patterns from day to day; a random forest cover field that has either most
forest pixels under of not under the clouds will result in an extreme value for the
randomized statistic, and thus a wider distribution.

The existence of the imperfect-randomization bias explained above should van-
ish as the confidence range is narrowed. Indeed, the difference between the the-
oretical and empirical confidence limits diminishes (Figure 6-7) as the confidence
interval narrows because there are less chances of being affected by extreme val-
ues. This artefact renders the empirically derived distribution of key-statistics wider,
and thus makes the statistical test based on the empirically generated confidence
intervals "stricter" in essence. It is arguably fictitiously stricter; nonetheless, it is
important to note that, based on the grounds given above, it is improbable that this
artefact would result in artificially narrower confidence bounds, and will thus not
probably result in spuriously significant results.

The monthly and seasonal climatology representations of the results shown in
Figures 6-9, 6-10 & 6-11 compare the frequency of significance of the EC statistic
between the CSR, SHF and theoretical (BIN) confidence limits. As stated in Chap-
ter 5, these algorithms are based on the 4-km aggregated forest-cover map using a

3The phenomenon here is actually an inland sea-breeze.
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Figure 6-7: Difference between Theoretical and Empirical EC Confidence Limits;
Blue (red) line represents difference between 99% (50%) confidence interval; Solid
(dashed) line represents difference between upper (lower) limits; (a) Marabi-
Altamira; (b) Tapaj6s-Santarem; and (c) Rondonia Domains.
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Figure 6-8: Sum of Shallow Cloud Counts over Tapaj6s-Santarem domain (CUTRIM
Algorithm; 14h45 UTC, November 2000).

threshold to differentiate forested from deforested pixels of 50% forest-cover. While
the different methods are in general agreement, there are some notable differences.
For example, the month of October of Figure 6-9-(a) shows that the CSR derived
EC significance frequency is greater than the SHF one, which is in turn greater that
the BIN (i. e., theoretical) one. The month of November of Figure 6-9-(e) shows
that the CSR derived EC significance frequency is positive, while those of the SHF
and BIN are zero. Otherwise, the theoretically derived frequency of EC significance
is always greater than the empirically derived frequencies. In all, there is a good
general agreement between the empirical and theoretical methods. This is further
supported by the overall agreement in the seasonal aggregation (Figures 6-10 & 6-
11-(b)).

The reasoning given above can be extended to include possible artefacts in the
empirically derived confidence limits for the CDD statistic. The highly organized
nature of cloud cover coupled with the possibility that the randomness of some
of the 1,000 realizations of forest-cover might coincide with this organization will
translate into a higher variability in the empirically generated CDD distribution, and
will thus cause wider confidence bounds. It may thus be confidently stated that this
type of random bias will not result in spuriously rejecting the null-hypothesis.
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6.2.3 Sensitivity to Randomization Algorithm

In light of the general agreement between the empirically generated and theo-
retically derived EC confidence bounds, it is now appropriate to consider the varia-
tions in results caused by the different forest-cover randomization algorithms. Here,
the differences between the SHF and CSR algorithms based on the 4-km aggregated,
50% threshold forest-cover maps are examined. The monthly and seasonal compar-
isons of 14h45 UTC CDD and EC are presented in Figures 6-12 & 6-13. While the
CSR algorithm seems to result in less frequency of significance than the SHF al-
gorithm in some cases (i. e., Fig. 6-12-(a) & (e) and Fig. 6-13-(a) & (e)), the
inverse is also observed in other cases (i. e., Fig. 6-12-(b), (d) & (f) and Fig. 6-13-
(b), (d) & (f)). These variations highlight one generality: the frequency of CDD
significance is higher under the SHF algorithm, while that of EC is higher under the
CSR algorithm. This result is intriguing for it emphasizes a regular distinction be-
tween the CDD and EC measures, while these statistics should be slightly correlated
due to their inter-relatedness.

Recalling the differences between the two statistics, the CDD is a measure of the
intensity of the difference while the EC is a measure of the frequency of occurrence
of any difference, however slight. These measures are slightly dependent (in the
statistical sense); it is however possible to imagine a month during which there
are equal occurrences of unit and null counts (i. e., the number of shallow clouds
per unit area over deforested pixels being higher and lower than that over forested
areas), thus making the EC insignificant. Yet, for the same case, it is possible that
the magnitude of the difference is much greater each time the deforested cloud
density exceeds the forested cloud density than when the inverse is happening; this
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could result in a significant CDD statistic.

The evidence indicates that the confidence bounds for the EC are narrower for
the SHF algorithm than for the CSR algorithm, and the confidence bounds for the
CDD are narrower for the CSR algorithm than for the SHF algorithm. The CSR
results presented in these figures are based on 36-km block scales for the Marabi-
Altamira domain, 20-km block scales for the Tapaj6s-Santarem domain and 92-km
block scales for the Rondonia domain. In Section 6.2.1, the sensitivity of the CDD
confidence bounds to block-scale was highlighted for the CSR algorithm. Smaller
block scales result is narrower confidence bounds. Yet, the sensitivity of the EC con-
fidence bounds to the block-scale is much more subtle. Thus, it may be inferred that
had smaller block scales been chosen to represent the results in Figures 6-12 & 6-
13, the trend in CDD and EC significance would have been the same between the
CSR and SHF algorithms. This intriguing difference is nothing more than additional
evidence that the block-scale is a determining factor for the CSR algorithm. In light
of this, and in light of the discussion related to scale in Chapter 5, Section 5.3, it
is clear that while both randomization methods seem to produce coherent results,
the best algorithm is the SHF since it inherently conserves the original disturbance
scale. The SHF algorithm will thus be employed in the final results.

6.2.4 Sensitivity to Forest-cover Resolution & Threshold

The selection of the original binary forest-cover map (i. e., representing forested
(land) and deforested (water) states in the three study domains) is not obvious. As
discussed in Chapter 5, Section 5.2, three methods were employed to produce the
original binary fields. These three methods result in very different deforestation
maps (c. f., Figure 5-3). This section will look at the sensitivity of the analysis
results to the selection of the original forest-cover map. The monthly and seasonal
frequency of significance plots are shown in Figures 6-14 & 6-15; all represent the
analysis results for the 14h45 UTC shallow clouds, and all are based on the SHF
algorithm. The results are overall consistent across all resolutions and thresholds
to determine the forest-cover maps.

The seasonal aggregation in Figure 6-15 shows that for the Marabi-Altamira
domain, the CDD is most frequently significant with the TH50 forest-cover (i. e.,
1-km resolution, 50% forest-cover threshold), whereas the EC is most frequently
significant with the SHF forest-cover (i. e., 4-km resolution, 50% threshold). The
exact opposite is true for the RondOnia domain. The sensitivity of the frequency of
CDD significance to the forest-cover pattern is particularly interesting. The scale at
which the maximum CDD significance frequency occurs is indicative of the scale of
the mesoscale circulation that is initiated by the deforested disturbance. It should
be noted that the latter statement is only valid under absence of strong advection.
Indeed, the method tests for collocated cloud and forest patterns, and any signifi-
cant advection of shallow convective clouds would render such scaling-related con-
clusions impossible. It is assumed here that shallow convection borne from the
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land-surface heating heterogeneity will invariably be collocated with the low-level
convergence zone, and thus be roughly insensitive to advective winds. Since the
convection studied here is forced by the land-surface and not by mid- or upper-
atmospheric disturbances, it is thought that this assumption is rather safe; the sub-
sidence required for mass-continuity would "kill" any shallow cumuli advected over
forested areas.

In comparing the scales of land-surface heterogeneities to the scale of the orga-
nized mesoscale circulations that they produced in a numerical weather prediction
model (RAMS), Roy et al. [2003] found that these organized circulations have a
preferred length-scale in the range of 10~20-km regardless of the land-surface het-
erogeneity scale. In this case, the TH50 deforestation map for the Marabi-Altamira
domain exhibits a disturbance scale on the order of 10-km., while the SHF deforesta-
tion map for Rond6nia exhibits a disturbance scale on the order of 100-km. Thus
the results derived from the sensitivity of the CDD significance frequency in this
study seem to disagree with Roy et al. [2003]. Here, it is found that in the Marab-
Altamira domain, the scale of the resulting change in shallow cumulus clouds is in-
dicative of the "actual" disturbance scale (or the fishbone pattern), while the scale
of the change in shallow cumulus cloudiness in the Rond6nia domain seems to be
dictated by the scale of the heterogeneity of forest-cover.

6.2.5 Sensitivity to Shallow-Cloud Classification Algorithm

Two shallow cloud classification algorithms were introduced in Chapter 4, Sec-
tion 4.4. The first algorithm (CUTRIM) uses constant thresholds, while the second
algorithm is based on the a-piori retrieved clear-sky radiances, which are represen-
tative of the background radiances. Figures 6-16, 6-17 6-18 & 6-19 show the com-
parison of the frequency of significance of CDD and EC for both these algorithms at
14h45 & 17h45 UTC based on the TH50 forest-cover with the SHF randomization
algorithm. Both algorithms are in good agreement, and neither conspicuously pro-
duces more frequency of significance of either CDD or EC. There are months where
one algorithm produces a significant result while the other doesn't, but when the
results are aggregated seasonally, the only big discrepancy occurs in Rondonia dur-
ing SON at 17h45 UTC, when the second algorithm produces a significant EC, while
the CUTRIM algorithm doesn't. The general robustness of the results with regards
to cloud classification algorithm lends credence to both the cloud classification al-
gorithms and the methods. Based on these results, the second cloud classification
algorithm is selected for the rest of this study as it is less prone to erroneously clas-
sifying the background (land-surface) as cloud, and it's reliance on monthly varying
clear-sky brightnesses, renders it more refined.
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6.2.6 Summary: Sensitivity of Results to Algorithmic Mechanics

The block-scale, randomization methods and cloud classification algorithm were
analyzed with respect to the sensitivity of the final results that variations within
these aspects of the general method employed in this study create. These analyses
have shown that block-scale selection in the CSR randomization algorithm is crucial
in order to derive appropriate results. It was also seen with the EC significance
results derived from the theoretical binomial distribution that the inherent spatial
organization of the shallow clouds results in wider confidence bounds from the
empirically generated randomized forest-cover patterns. The results showed little
sensitivity to the selection of resolution and threshold to derive the binary forest-
cover maps, and to the cloud classification algorithm. Most importantly, the null-
hypothesis was rejected repeatedly in each case studied in the preceding section,
and the results were shown to be robust with respect to algorithmic details (save
for CSR block-scale selection).

The rest of the study will be based on the binary forest-cover map created with
the 1-km resolution MOD44B data, and using a threshold value of 50%. The SHF
randomization algorithm will be used, as it is inherently superior in conserving the
scale of the disturbance, and the shallow cumulus cloud maps will be based on the
second cloud classification algorithm, as it is much more refined that the CUTRIM
algorithm.

6.3 Final Results

The final results are presented in this section, first in a qualitative fashion, sec-
ond using the simple time-series representation, then moving on to the climatolog-
ical representations in order to determine whether external factors condition the
cloud-forest association. The results will only be presented and analysed for the
Rond nia domain to keep things brief. Analogous plots for the other 2 domains are
in Appendix A.

6.3.1 Long-Term and Seasonal Fractional Shallow Cloud Cover Maps

The yearly and seasonal fractional cloud cover maps provide a qualitative im-
pression of the shallow cloud contrats over the RondOnia domain. The average
fractional shallow cloud cover for the full record of 14h45 UTC observations is
shown in Figure 6-20. The underlying forestcover pattern is clearly apparent in the
fractional shallow cloud cover map. The central portion of the domain, which is
deforested, is associated with increased shallow cloud cover. Within this deforested
area, there are signs of elevated shallow cloud fractional cover in the vicinity of to-
pographical features; qualitatively, these topographical features seem to be playing
a modulating role, and they does not appear to be a strong association between
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Figure 6-20: Long-Term Mean Shallow Cloud Cover; (a) MOD44B Treecover map
and (b) Average Fractional Cover of 14h45 UTC Shallow Clouds over Rond6nia
(10/1/1994-3/31/2003)
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shallow clouds and topography in general. There are also some other notable fea-
tures that stand out; the inverted v-shaped savannah area centered around 61.51W
and 8.51S and the two smaller patches of savannah to the east of it, as well as the
sliver of savannah located at 63.60W and 1 1S.

The diurnal evolution of this qualitative association between shallow clouds and
deforestation seems to peak at 17h45 UTC, where the shallow clouds are also more
concentrated in the central portions of the deforested area, as can be seen in Fig-
ure 6-21. Seasonal differences can be observed in Figures 6-22 & 6-23. The most
important feature is that the contrast is qualitatively observable in all seasons. It
is particularly pronounced in JJA and SON, perhaps because there are less shallow
clouds in general. Such inferences are however more readily made using quantita-
tive methods; these follow.

6.3.2 Monthly Time-Series Representation

The monthly-averaged fractional cloud cover time-series are plotted for the for-
est and deforested pixels in panel (a) of Figure 6-24 along with the percent differ-
ence in panel (b) of that same figure. The fractional cloud cover is almost always
higher over the deforested areas, and the difference varies between -10% and 80%.
There is also a clear seasonality in the difference between fractional shallow cloud
cover, as can be observed in panel (c) of Figure 6-24. As expected, the difference is
highest during the dry season and into the pre-monsoon. The monthly climatology
of percent difference shallow cloud fractional cloud cover is always positive, and is
a clear testament to the direct impact that deforestation has on shallow cloud cover.

The monthly time-series of CDD and EC at 14h45 UTC are plotted for the
Rond6nia domain in Figure 6-25. In addition, another measure is also plotted:
the median CDD. The key-statistic of CDD was defined in Section 5.3 as the mean
monthly cloud density difference; the median CDD is the median monthly cloud
density difference. It is plotted here to verify the robustness of the average CDD
results. All three statistics show repeated occurrences of null-hypothesis rejection,
and all these occurrences are exceedences. There are thus on average significantly
more shallow clouds over deforested areas than over forested areas, and such events
occur in significant numbers. Moreover, close examination of panel (a) reveals that
the CDD is mostly above zero. There are in fact 86 occurrences of the monthly
mean CDD being greater than zero, and only 17 occurrences of it being less than
zero. Much like the EC, this can be seen as a binomial counting variable, and if
we assume that under no cloud-forest association the probability of this random
variable being above zero is 1/2, this represents a significant signal (using binomial
distribution with 1/2 probability) at the p = 2.8 x 10-12 level. Similarly, the EC
count is 76 times greater than its theoretical expected value (i. e., half the num-
ber of good data days in the month), 22 times smaller and 5 times equal. This is
also in itself significant at the p = 3.9 x 10-8 level. Thus, even without relying on
the forest-cover randomization method, it can be concluded that there is an over-
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Figure 6-21: Long-Term Mean Shallow Cloud Cover (10/1/1999-3/31/2003); Av-
erage Fractional Cover of Shallow Clouds over Rond6nia at (a) 17h45 UTC and
(b) 20h45 UTC.
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Figure 6-22: Long-Term Seasonal Mean Shallow Cloud Cover (10/1/1994-
3/31/2003); Average Fractional Cover of Shallow Clouds over Rond6nia at (a) DJF
and (b) MAM.
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Figure 6-23: Long-Term Seasonal Mean Shallow Cloud Cover (10/1/1994-
3/31/2003); Average Fractional Cover of Shallow Clouds over Rondonia at (a) JJA
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whelmingly significant association between shallow cloud cover and deforestation
patterns. This conclusion is also valid for the other observation times, as can be
seen in the summary presentation of the binomial analysis of the CDD and EC time-
series (Table 6.2). The empirically derived confidence bounds are still useful to
study the timing of significant departures. It is however hard to judge exactly when
the significant events occur on the monthly time-series plots. The climatological
representations are more suited to such analyses.

Table 6.2: Significant Results from the Binomial Analysis of Shallow Cloud Frac-
tional Cover Difference and Exceedence Count v. Forest Cover over Rond6nia Do-
main; The count of positive and negative differences is compared to the binomial
distribution to detect significant biases.

Variable Time >0 Counts <0 Counts Significance

14h45 UTC 86 17 p<0.0001
CDD 17h45 UTC 27 2 p<0.0001

20h45 UTC 24 5 p0.0006

14h45 UTC 76 22 p,0.0001
EC 17h45 UTC 22 5 p 0.002

20h45 UTC 21 8 p<0.03

6.3.3 Climatological Representation

The monthly and seasonal climatologies of significance frequency are presented
in Figures 6-26 & 6-27. Again, the results clearly show that there is a significant
association between forest-cover and shallow clouds. With the exception of one
negative frequency (discussed below), there is overwhelming evidence that there
is an enhancement of shallow convection over deforested areas. The average and
median CDD show good agreement. The greatest difference in the frequency of
significance between the average and median CDD occur in March at 17h45 UTC;
the median CDD shows a negative frequency while the average CDD shows a posi-
tive frequency. This difference can be attributed to the differences in two months,
namely March 2001 & 2003, as can be seen in the monthly time-series plots for
RondOnia at 17h45 UTC in Figure A-9. In March 2001, the average CDD is greater
than the upper 99% confidence limit, while the median CDD is within the 99% con-
fidence range; in March 2003, the average CDD is within the 99% limits, while the
median CDD is smaller than the lower limit. This is the only case of contradicting
results between the mean and median CDD.

In both monthly and seasonal climatologies (Figures 6-26 & 6-27), the frequency
of CDD significance is greater than that of EC significance. This indicates that dur-
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Figure 6-24: Monthly Time-Series of Fractional Shallow Cloud Cover over Forested
and Deforested Pixels, and Monthly Difference for Rondonia Domain. (a) Monthly
time series of 14h45 UTC cloud density over deforested area (red line) and forested
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Figure 6-25: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 14h45
UTC over the study domain of Rondonia, along with their respective 99% confi-
dence limits.
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Figure 6-26: Monthly Climatologies of CDD and EC significance for Rondonia; bars
represent normalized number of times that a statistic is significant for a specific
month; positive (negative) is for number of times that statistic is greater (smaller)
than upper (lower) bound of 99% confidence interval. (a) Frequency of CDD and
EC significance at 14h45 UTC; (b) Frequency of Median CDD and EC significance
at 14h45 UTC; (c) Frequency of CDD and EC significance at 17h45 UTC; (d) Fre-
quency of Median CDD and EC significance at 17h45 UTC; (e) Frequency of CDD
and EC significance at 20h45 UTC; (f) Frequency of Median CDD and EC signifi-
cance at 20h45 UTC.
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ing certain months, the magnitude of shallow cloud enhancement is significant on
average (or in the median), while the number of times that the enhancement occurs
is not significant. Such a nuance signifies that the mesoscale circulations, which cre-
ate the shallow cloud contrast, do not always occur frequently enough to be signif-
icant, but when they do occur the contrast that they generate in shallow cloudiness
is stark enough to render the monthly mean difference significant. This may also
explain why the phenomenon was so poorly observed in the past.

The seasonal representation in Figure 6-27 shows that the phenomenon is most
frequently apparent during the dry season (JA) and during the pre-monsoon (SON),
where there are distinct peaks in the frequency of significance of both CDD and EC.
The diurnal evolution of significance is presented in Figure 6-28; the CDD (both
average and median) show a consistent diurnal evolution, while the EC does not
seem to exhibit any clear pattern. The physical process that created such cloud con-
trasts was presented in Chapter 1, and the diurnal evolution of CDD significance
frequency may be explained under that physical framework. The mesoscale circu-
lations that are created by the heterogeneities of land cover are primarily driven
by energetic contrasts. The combination of water availability (which modulates the
proportions of latent and sensible heating) as well as the surface albedo (which
modulates total available energy) determine the strength (voire presence) of the
mesoscale circulations, and hence of the enhancement of localised shallow convec-
tion. In all seasons, the onset of such mesoscale circulations occurs at or before
14h45 UTC, which is 10h45 LT4 . During the monsoon (i. e., DJF), the average CDD
is not significant at later times, while the median is significant at 17h45 UTC but
not at 20h45 UTC. During other seasons, the significance frequency of CDD peaks
at 13h45 LT, except for the pre-monsoon during which the significance frequency of
the average CDD peaks at 16h45 LT. Such diurnal processions are consistent with
the physical insight; the surface heating contrast is triggered shortly after sunrise
and the mesoscale circulations ensue no more than 4 hours later. The circulations
intensify as the heating builds up, peaking in the early afternoon, at which point
the shallow clouds act as a shut-down mechanism by blocking out the principal
energetic driver of short-wave radiation. Thus the seasonal subtleties that deviate
from this conjectured diurnal evolution mechanism should be explained by other
external factors.

6.3.4 Sensitivity to Synoptic Atmospheric Circulation Strength

The strength of the synoptic atmospheric circulation, as manifested by wind
speed and vertical wind shear magnitude, should intuitively suppress, or smear,
the local circulations that are created by the land surface heterogeneities. Yet, as
reviewed in Chapter 1, there is no consensus in the results of modelling studies
regarding the degree to which synoptic circulation characteristics are able to sup-

4Local sunrise and sunset times are in the ranges of 05h45 LT~06h3O LT and 18h00 LT~18h45 LT

respectively
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press the localised shallow convection. Some have found a suppressing impact from
moderate winds [Chen and Avissar, 1994; Hong et al., 1995; Dalu et al., 1996; Wang
et al., -1996; Avissar and Schmidt, 1998], while more recent studies have found that
the local circulations are not sensitive to the magnitude of background winds [Wang
et al., 1998; Weaver and Avissar, 2001; Roy and Avissar, 2002].

Figure 6-29 presents the frequency of average CDD significance stratified by
the 700-850 mb layer-averaged NCEP/NCAR re-analysis (NNRP) wind speed and
layer wind shear5 . The wind speed stratification does not show a consistent pat-
tern throughout the day (i. e., from 14h45 UTC to 20h45 UTC.) At 14h45 UTC,
all seasons except MAM exhibit the intuitive behavior, with higher CDD signifi-
cance frequency for low wind speeds. This is however not reflected at 17h45 UTC
or 20h45 UTC, where no clear organization can be inferred. There are even occur-
rences of an inverse circulation, or shallow cloud suppression over deforested areas,
during low wind speed days (i. e., MAM at 14h45 UTC and SON at 17h45 UTC).
This may indicate that the onset of the localized shallow convective cells is sensi-
tive to the synoptic wind speed, while the procession of the mesoscale circulations
isn't. This would indicate that once the circulations have formed and manifested
themselves in the form of collocated shallow clouds and deforestation, they are not
as sensitive to the synoptic wind speed.

The sensitivity to wind shear is more conspicuous; there is a higher frequency of
CDD significance for smaller wind shears at all times. The only exception is during
DJF at 20h45 UTC. The effect of wind shear is in agreement with general physical
insight into boundary-layer dynamics; high wind shear above or around the top of
the boundary-layer is accompanied with a downward momentum flux, which acts
to effectively cap the boundary-layer and inhibit convection.

The frequency of CDD significance is also stratified by the 700-850 mb NNRP
layer-averaged wind direction, and the results are presented in Figures 6-30 & 6-31.
There is a clear pattern in the stratification between northerly and southerly winds
at all times (Figure 6-30). The frequency of CDD significance is much higher during
northerly wind events, while during some southerly wind events there is a suppres-
sion of shallow clouds over deforested areas (DJF, MAM, JJA 14h45 UTC). There
is a similar contrast between north-easterly and south-westerly winds (Figure 6-
31), but there is one inconsistency during MAM at 14h45 UTC. The stratification
between easterly and westerly, and that between north-westerly and south-easterly
do not yield a consistent pattern. This is somewhat of a surprising result, since
many studies refer to two contrasting synoptic regimes in Rondonia as the westerly
and easterly regimes (c. f., Chapter 3).

5The particular 700-850mb layer was chosen as it has been used previously to describe synoptic
conditions in Rond6nia [Halverson et al., 2002]. Similar analyses were performed for the 850-
925mb layer (results not shown) and the results were similar.

212



(a)
Wind Speed < 5 mn/s

8 0.8- Wind Speed > 5 m/s

E
0.6-

04
0

cJ0.:I
-0.2

DJF MAM JJA SON
Seasons

M Wind Speed < 5 m/s

0.8 M Wind Speed > 5 rn/s

0.6-

0.4

0.2-

0

DJF MAM JJA SON
Seasons

e)
E Wind Speed <5 m/s

0.8- Wind Speed > 5 m/s

0.6-

0.4

0.2

0

-0.2
DJF MAM JJA

Seasons
SON

(b)

8 0.8

C

0.4

* 0.2
0*

U. 0

DJF MAM JJA SON
Seasons

-0.

(d)

0)

0
C

Cr
(U
LL

M Wind Shear < 0.03 m/s/mfib

0.8 M Wind Shear > 0.03 rn/s/mb

0.6

0.4

0.2

0.

DJF MAM JJA
Seasons

SON

(f)

Cr

0

LL

M Wind Shear < 0.03 m/s/mb

0.8 M Wind Shear > 0.03 rn/s/mb

0.6

0.4

0.2

0

DJF MAM JJA
Seasons

SON

Figure 6-29: Seasonal Climatologies of CDD and EC Significance for Rond6nia Strat-
ified by 700-850 mb NCEP/NCAR Reanalysis Wind Speed and Shear; bars represent
normalized number of times that a statistic is significant for a specific month; pos-
itive (negative) is for number of times that statistic is greater (smaller) than upper
(lower) bound of 99% confidence interval. (a) Frequency of CDD significance at
14h45 UTC stratified by 700-850 mb layer-averaged wind speed; (b) Frequency
of CDD significance at 14h45 UTC stratified by wind shear; (c) Frequency of CDD
significance at 17h45 UTC stratified by layer-averaged wind speed; (d) Frequency
of CDD significance at 17h45 UTC stratified by wind shear; (e) Frequency of CDD
significance at 20h45 UTC stratified by layer-averaged wind speed; (f) Frequency
of CDD significance at 20h45 UTC stratified by wind shear.
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Figure 6-31: Climatologies of CDD Significance for Rond6nia Stratified by off-
Cardinal Wind Direction; positive (negative) is for number of times that CDD is
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215

nrtwstriy
- sthestrily]8

6

4

2

0

DJF MAM JJA SON
Seasons



Table 6.3: Description of ANA Raingauges

Raingauge Name ID Coordinates Temporal Coverage

Mineragdo Jacunda #9620001 9.18S; 62.95W 01/01/1999-08/31/2002
Ariquemes #9630000 9.93S; 63.06W 01/01/1999-07/31/2003
San Antonia (BR-364) #9630001 9.26S; 63.16W 01/01/1999-08/31/2002
Fazenda Rio Branco #9630004 9.89S; 62.99W 01/01/1999-07/31/2003

3/18/1999-11/30/1999
05/21/2000-06/30/2000

Setor Cachoeirinha #9630006 9.89S; 62.99W 12/01/2000-06/19/2001
10/19/2001-11/31/2001

6.3.5 Sensitivity to Antecedent Precipitation

The contrast in land-surface heating that is created by heterogeneities in the
vegetation cover should intuitively be suppressed by large-scale wetness. After a
raining event, the difference between the energetic allocation to sensible and latent
heating between forested and deforested areas should narrow down, and the local
circulations that are promoted by the land-surface heating contrast should be sup-
pressed. The latter hypothesis can be tested by looking at the frequency of the CDD
significance with respect to the time-lag since the last precipitation event. This is
precisely what is presented in Figures 6-33 & 6-34. The precipitation data used for
Figure 6-33 is raingauge data that was generously supplied by the Agencia Nacional
de Aguas of Brazil. The daily accumulations are available from January 1, 1999 to
July 31, 2003 for the five raingauges described in Table 6.3. The precipitation data
used for Figure 6-34 is from the Global Precipitation Climatology Project (GPCP)
[Huffman et al., 2001; Adler et al., 2003]. The product used in this study is the
1DD (one degree day) estimate from GPCP version 2 [Huffman et al., 2001], which
is available from October 1996 to December 2003.

A point-to-point comparison of ANA and GPCP rainfall data is shown in Fig-
ure 6-32. The daily data show a fair level of discrepancies (Figure 6-32-panel (a)).
The raingauge accumulations exhibit more pronounced variance than the satellite
estimates. There are, in particular, multiple occasions of zero gauge readings as-
sociated with non-zero rate estimates. It is impossible to determine which data
source gives the best estimate of daily rainfall; the gauge readings are hindered by
their lack of spatial knowledge, while the satellite estimates suffer from irregular
visitations. The monthly averaged values show much closer agreement (Figure 6-
32-panel (b)), which reinforces the possibility that the disagreement between daily
values is a sampling problem, and not a data quality problem.

The CDD statistic is compiled depending on the daily rainfall accumulation (ANA
gauge data) or average daily rainfall rate (GPCP satellite data). Arbitrary thresh-
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olds are selected to differentiate "rainy" days from "dry" days. These thresholds are
0.1mm, 0.5mm, 1mm and 2mm. The frequency of CDD significance is then plotted
according to the number of days since the last "rain" event. If the hypothesis is
that large-scale wetness suppresses the surface heating contrast that initiates the
local circulations that result in the localised shallow convection, then it is expected
that the frequency of significance will monotonically increase as the time since the
last raining event increases. Right after a raining event, the surface should be uni-
formly wet, and the frequency of significance should be null. As the number of
days since the last wetting event increases, the surface heating contrast should aug-
ment; tropical trees have much deeper roots and thus greater access to water whilst
the pasture vegetation has shallow roots and relies much more of near-surface soil
moisture which should be depleted quickly through evaporative losses.

The results plotted in Figures 6-33 & 6-34 however do not show a clear trend
as expected. Moreover, there is extensive disagreement between the results derived
from ANA gauge data and those derived with GPCP satellite estimates. It is only
during the dry season months of JJA that the results show a monotonically increas-
ing trend, and only when stratified with the ANA gauge data (Figure 6-33). The
results based on the GPCP data (Figure 6-34) show a trend that is contrary to the
one expected for all seasons except the dry season (JJA). It could be inferred from
the ANA-based results that the surface wetness significantly modulated the local
surface heating contrast only during the dry periods. Such a conclusion would in-
deed make sense, as the evaporative losses may occur more rapidly during the dry
season. However the disagreement between ANA and GPCP derived results renders
a definitive conclusion impossible.
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Figure 6-32: Comparison of ANA and GPCP Precipitation Estimates; (a) Compari-
son of Daily Data; (b) Comparison of Monthly Averaged Data.
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Figure 6-34: Climatologies of CDD significance for Rond6nia Stratified by GPCP
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6.3.6 Shallow Clouds and Topography

The horizontal flow of a fluid over terrain that exhibits topographical relief cre-
ates vertical motion, which can result in the formation or enhancement of clouds
and precipitation [Houze, Jr., 1993] in a process known as orography. Until now,
the relation between topography and cloudiness has been ignored in favor of look-
ing for relations between cloudiness and forest-cover. Yet the Rondonia domain
is characterized by moderate topography (c. f., Figure 6-35); the elevations range
from 40m to 1,080m. It is probable that orographic clouds and precipitation are a
prominent feature in Rondonia. In this section, the role of topographical features
will be examined with respect to shallow cloud patterns.

To test the role of topographical features on determining the location of the areas
of shallow convection, the key-statistics of CDD and EC are compiled using eleva-
tion and slope. Instead of computing CDD as the average difference in cloud density
between deforested and forested pixels, we compute CDD as the average difference
in cloud fractional cover between high and low elevations, or between steep and
gradual slopes. The separation between "high" and "low", "steep" and "gradual"
is determined by using arbitrary thresholds. The arbitrary thresholds are set using
the distribution of pixel elevations and slopes; the 30% highest (steepest) pixels
are compared to the 70% lowest (most gradual) pixels, the 50% highest (steepest)
pixels are compared to the 50% lowest (most gradual) pixels, and the 70% highest
(steepest) pixels are compared to the 30% lowest (most gradual) pixels. The result-
ing monthly time-series of these analyses are presented in Appendix A, while the
climatological results are plotted here in Figure 6-37.

There is a clearly significant associative relationship between both elevation and
shallow cloudiness, and slope and cloudiness. Yet, in comparing these results to
those presented in Figure 6-27, it becomes apparent that the relation between av-
erage or median CDD with elevation is much weaker than that between the same
statistics and forest-cover, and the seasonal cycles are opposed. Moreover, the con-
trast between the frequency of EC significance related to elevation and that related
to forest-cover is even starker. The distinction between slope and forest-cover is
not as clear. The frequency of significance for CDD related to slope peaks in SON,
which is synchronized with the peak of CDD related to forest-cover. the difference in
magnitudes is not as pronounced. There is however, a very pronounced difference
between the EC related to slope and that related to forest-cover. The latter exhibits
a larger frequency of significance (the frequency of significance of EC related to
slope is nearly null.)

Table 6.4 summarizes the monthly time-series results with respect to the sig-
nificance of the entire series (i. e., the distribution of the observed key statistics
with respect to their expected values under the null hypothesis.) From the results
presented in Table 6.4, it appears that shallow clouds are significantly biased to-
wards higher ground, or regions of steeper slopes. The comparison between the
distribution of elevation and slopes depending on the forest-cover is presented in
Figure 6-36. The distributions are roughly similar, although there does seem to be
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a slight bias for deforestation in lower elevations or more gradual slopes. Thus the
shallow cloud preference over deforested areas is in contradiction with the shallow
cloud preference for higher ground and steeper slopes. The results therefore appear
to be distinct. This type of observation, coupled with the analysis above, may indi-
cate that while topographical features do play a role in determining the location of
shallow convection, it is a role that is statistically independent of the role that the
land cover disturbance plays in initiating the secondary circulations that result in
the enhanced cloud cover of deforested areas.
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Figure 6-35: Rondonia Topograhy & Land-cover; SRTM Digital Elevation Model
overlayed with 4-km resolution, 50% threshold forest-cover.
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Table 6.4: Summary of Analyses with respect to Elevation and Slope

Statistic Description Clouds over... Significance Level
DEM CDD 30: Cloud Density Difference N/A N/A
between 30% highest and 70% lowest
pixels.

DEM CDD 50: Cloud Density Difference highest p=0.001
between 50% highest and 50% lowest
pixels.

DEM CDD 70: Cloud Density Difference highest p- 0 .00 0 1

between 70% highest and 30% lowest
pixels.

SLP CDD 30: Cloud Density Difference steepest p,0.0001
between 30% steepest and 70% most
gradual pixels.

SLP CDD 50: Cloud Density Difference steepest p<0.0001
between 50% steepest and 50% most
gradual pixels.

SLP CDD 70: Cloud Density Difference steepest p,<O.01
between 70% steepest and 30% most
gradual pixels.

DEM EC 30: Exceedence Count of 30% deforested p=0.001
highest over 70% lowest pixels.

DEM EC 50: Exceedence Count of 50% N/A N/A
highest over 50% lowest pixels.

DEM EC 70: Exceedence Count of 70% N/A N/A
highest over 30% lowest pixels.

SLP EC 30: Exceedence Count of 30% steepest p=0.001
steepest over 70% most gradual pixels.

SLP EC 50: Exceedence Count of 50% steepest p=0.0001
steepest over 50% most gradual pixels.

SLP EC 70: Exceedence Count of 70% steepest p<0.0001
steepest over 30% most gradual pixels.
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Figure 6-36: Probability density functions of SRTM elevations (a) and slope (b) for
forested (green line) and deforested (red line) pixels
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Figure 6-37: Climatologies of 14h45 UTC CDD and EC significance for Rondonia
Stratified by Elevation and Slope; bars represent relative number of times that CDD
is significant for a specific month; positive (negative) is for number of times that
CDD is greater (smaller) than upper (lower) bound of 99% confidence interval. Key
to legend: 30% signifies the difference between the 30% highest (steepest) pixels
and the 70% lowest (most gradual) pixels; 50% signifies the difference between
the 50% highest (steepest) pixels and the 50% lowest (most gradual) pixels; 70%
signifies the difference between the 70% highest (steepest) pixels and the 30%
lowest (most gradual) pixels. Frequency of Significance for (a) Elevation Average
CDD; (b) Slope Average CDD; (c) Elevation Median CDD; (d) Slope Median CDD;
(e) Elevation EC; (f) Slope EC.
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6.4 Disturbance Scale Analysis

In order to assess the influence of the scale of the land cover disturbance on
shallow cloud enhancement, the contrast in cloudiness is examined here over two
sub-areas in the domain: the inverted v-shaped savannah area, as well as an area
that exhibits the typical fishbone pattern of deforestation. Both domains are ex-
actly the same size, measuring 1.30 to the side. The forest cover and topography
of these sub-domains are depicted in Figures 6-38 & 6-39. The scale of the land
cover inhomogeneity is different in both domains, with the savannah domain hav-
ing a quasi-continuous savannah in the center of the domain with a typical scale
of approximately 50 km, while the fishbone domain has features that exhibit much
smaller scale heterogeneities. Moreover, the surface properties of the savannah
clearing and deforested areas are different; the savannah is naturally occurring,
while the fishbone deforestation pattern is most probably under agricultural use.

The analysis comparing the monthly CDD time-series in both these sub-domains
to a binomial variable, which is given in Table 6.5, reveals that both clearings pro-
mote shallow cumulus convection. The scale of the land-cover "disturbance" in
both cases is thus equally able to create the conditions under which the differential
surface forcing creates localized convective activity.

Table 6.5: Significant Results from the Binomial Analysis of Shallow Cloud Frac-
tional Cover Difference v. Forest Cover over Savannah and Fishbone Domains; The
count of positive and negative differences is compared to the binomial distribution
to detect significant biases.

Domain Time >0 Counts <0 Counts Significance

14h45 UTC 94 9 p_0.0001
Savannah 17h45 UTC 28 1 p<0.0001

20h45 UTC 29 0 p<0.0001

14h45 UTC 89 14 p,0.0001
Fishbone 17h45 UTC 28 1 p,0.0001

20h45 UTC 27 2 p,0.0001
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Figure 6-39: Fishbone domain; (a) SRTM Elevation map and (b) Forest Cover (1 km
resolution, 50% threshold).
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Figure 6-40: Monthly Time-Series of Fractional Shallow Cloud Cover Differ-
ences between Deforested and Forested Pixels over the Savannah Domain at (a)
14h45 UTC, (b) 17h45 UTC and (c) 20h45 UTC.
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Figure 6-41: Monthly Time-Series of Fractional Shallow Cloud Cover Differ-
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6.5 Summary & Conclusions

Patterns of remotely-sensed shallow cumulus clouds over the Amazon basin
were compared to the underlying patterns of deforestation. The statistical anal-
ysis of this comparison, which was shown to be robust with respect to algorith-
mic variations, revealed that there are significantly more shallow cumulus clouds
over deforested regions, and that the occurrence of such local enhancements of
shallow convective clouds is also significant. By comparing the results to external
factors, it was found that only the onset of the localized shallow cloud enhance-
ment is sensitive to synoptic wind speed, while it is always sensitive (i. e., liable
to be suppressed) to synoptic wind shear magnitude. The direction of the synoptic
circulation was also found to be a determining factor, as southerly winds strongly
suppressed the deforestation-induced shallow cloud contrast. The sensitivity of the
shallow cloud enhancement to previous surface wetting events was only exhibited
during the dry season (JJA) using the gauge-based data. During other seasons, the
influence of antecedent precipitation was found to be inconclusive. Finally, the re-
sults were tested by comparing shallow clouds and topography (i. e., elevation and
slope). While there was a clear association between the topography and shallow
clouds, it was inferred that this relationship was not clouding the cumulus-forest
results, as the timing of the topography-cloud associations are different, and the
distribution of elevation and slope are similar over forested and deforested regions.
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CHAPTER 7

RAINFALL & TROPICAL
DEFORESTATION

The clear association between shallow cumulus clouds and deforestation that
has been demonstrated in Chapter 6 prompts us to investigate the impact of de-
forestation on rainfall. Rainfall records in the Amazon basin are available from
multiple sources, and they have varied temporal and spatial extents and resolu-
tions. There are many plausible hypotheses regarding the relation between forest
cover and rainfall. The following hypotheses are formulated, and are thought to be
the most reasonable:

1. warm rain (i. e., rain from clouds that do not have a solid/ice phase) is related
to deforestation in the same way that the shallow clouds are;

2. convective rainfall is enhanced over deforested regions;

3. rainfall is related to deforestation indirectly through the shallow cloud ena-
hancement; the shallow clouds promote an increase in subsequent rainfall by
increasing the moisture content of the atmosphere.

Some of these hypotheses are contradictory; one would not expect to see enhanced
warm rain over deforested regions if the shallow cloud enhancement promoted
subsequent rainfall. Indeed, a warm rain - deforestation association would be in-
dicative of a raining-out of the moisture contained in the shallow clouds, whereas a
cloud moistening hypothesis would have to be accompanied by an initial suppres-
sion of rainfall.

The chapter will first briefly expose the rainfall datasets used, and an examina-
tion of the relation between rainfall and deforestation will be undertaken. Rainfall
statistics will also be examined in relation to topography. Due to the nature of the
data available, targeted tests that could provide direct verification of the hypothe-
ses postulated above are not formulated in this chapter. Instead, a comprehensive
method will be used; all available data will be examined with respect to forest cover
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and topography in order to detect any significant associations. It is thought that this
approach is better suited to the multitude of data available. Moreover, such an ap-
proach has the advantage of possibly revealing unforeseen results. A description of
the datasets follows.

7.1 The Tropical Rainfall Measuring Mission

The Tropical Rainfall Measuring Mission (TRMM) is a joint mission between the
National Aeronautics and Space Agency (NASA) of the United States and the Na-
tional Space Development Agency (NASDA) of Japan. The TRMM satellite consists
of three primary rainfall instruments: the passive microwave radiometer (TMI), the
precipitation radar (PR) and the visible/infrared scanner (VIRS); the instrument
characterisitcs are summarized in Table 7.1. TRMM's main objective is to measure
the three-dimensional distribution of rainfall in the tropics. TRMM was flying in a
low-earth orbit (LEO) at 350 km altitude until operational constraints required a
boost to an altitude of 405 km in August 2002. It's orbit is circular and has a 350
inclination angle. It was successfully launched in November 1997, and has been
actively collecting data since December 1997.

Table 7.1: TRMM Instrument Characteristics

Visible Infrared TRMM Microwave Precipitation
Scanner Imager Radar

Frequency 0.63, 1.6, 10.65, 19.35, 37.0, 13.8 GHz
or 3.75, 10.8, 85.5 GHz dual polarization, horizontal
Wavelength 12 pm 21.3 GHz vertical polarization polarization

Scanning Mode Cross track Conical Cross track

Ground 2.1 km Ranges from 5 km at 85.5 GHz 4.3 km
Resolution to 45 km at 10.65 GHz at nadir

Swath Width 720 km 760 km 215 km

The data of interest in this paper are provided by the Precipitation Radar (PR),
which is the first rain radar in space. The precipitation radar is the only instrument
on-board TRMM that is capable of supplying rainfall estimates at a resolution high
enough to perform the statistical tests in this chapter'. Kummerow et al. [1998]
state that its key goals are to provide the three-dimensional structure of rainfall,
to obtain quantitative rainfall measurements over land and ocean, and to improve

'As of the writing of this thesis, the version 6 TRMM data products, which contain a TMI product
at 0.50 resolution, have not been released.
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the overall precipitation retrieval accuracy by combined use of the active PR and
passive TMI and VIRS. The PR operates at a frequency of 13.8 GHz, has a swath
width of 215 km., a ranging resolution of 250 m at nadir, and a horizontal resolution
of 4.3 km at nadir.

The TRMM data is supplied in HDF format. HDF was developed by the Na-
tional Center for Supercomputing Applications (NCSA) as a platform independent
self-describing data format for large datasets. The data products studied in this sec-
tion are the TRMM-2A23 and TRMM-3A25 rainfall products. These products are
supplied by the Tropical Rainfall Measuring Mission Science data and Information
System (TSDIS). The TRMM-HDF files were accessed and read with MATLAB us-
ing the HDF functions in the iofun toolbox. The two TRMM data products that are
studied here are presented in the following sub-sections, immediately after a de-
scription of the scanning geometry of TRMM precipitation radar, and a description
of relevant terminology concerning the TRMM-PR.

The scanning geometry of the TRMM Precipitation Radar is schematically drawn
in Figure 7-1. The PR scans right to left, and each scan contains 49 rays. The pre-
boost swath width was 215 km, which was covered by a 340 angular sector. In each
ray, the PR records samples at each 125 m, starting from a fixed distance from the
satellite. The PR samples approximately 30 km along each ray.

t
To Satellite

NORMAL SAMIPLE

RA-IN ECHO
OVERSAMPLE

33.5

SURFACE
DETECTED BY

SATELLITE

SURFACE
OVERSAMPLE

MIRROR

44 22,0 km I

Figure 7-1: TRMM-PR Scanning Geometry (from TSDIS File Specifications for
TRMM Products, Volume 3, available at http://gcdc.gsfc.nasa.gov/iso/home.html)

When rainfall is detected, it is qualified as stratiform, convective or other. The
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output power measured by the PR is first converted to the "Z-factor", or radar reflec-
tivity factor, by applying the radar equation. If the maximum Z-factor with respect
to range is detected at the expected freezing level, and if this maximum is promi-
nent, then a bright band is deemed detected and the rainfall is qualified as being
stratiform. The height of the bright band is also recorded. If there is no bright
band detection, the rainfall is deemed convective if the Z-factor surpasses a certain
threshold along the range. Otherwise, the rainfall is termed "other". Warm rain is
detected when the storm height (determined by the greatest altitude at which rain-
fall is detected) is below the expected freezing level. Warm rain can be convective
or other, but not stratiform.

7.1.1 TRMM-2A23

The TRMM-2A23 data product provides a qualitative description of the precipi-
tation radar retrievals. The data product is supplied by TSDIS in a swath structure.
The 2A23 swaths were initially subset over the Rondonia domain by Dr. Erich E
Stocker at NASA Goddard. These subsetted swaths were then encoded with land
cover and topographical features from 4-km resolution maps of Rond6nia, using
nearest central coordinates. The TRMM-2A23 data product provides rain/no-rain
flags, and conditionally on presence of rain determines other parameters as pre-
sented in Table 7.22. The parameters were re-interpreted as per Table 7.3 in order
to simplify and rationalize the analysis.

There are two types of rainfall parameters analyzed in the TRMM-2A23 dataset;
the difference in rainfall occurrence counts (stratified by type) between deforested
and forested areas, and the difference in magnitude of three PR retrievals: storm
height, bright band height and bright band intensity. The difference in rainfall
occurrence counts are computed by taking the difference between deforested and
forested areas of the count of the number of occurrences of a certain type of rain
over a month, normalized by the total number of pixels of the particular land cover
type (i. e., forested or deforested). The validity of such statistics is based on the
assumption that the satellite instrument visits both land cover types an even num-
ber of times and that the visitation time-of-day values are evenly distributed over
the two land cover types. The difference in PR retrival magnitudes are computed
by averaging the values of storm height, bright band height and bright band inten-
sity over deforested and forested areas on a monthly time-scale, and taking their
difference. The averages are conditional, in that they are averages of non-zero PR
retrievals.

2The occurrence of multiple similar descriptions for different parameter values serves to differ-
entiate between the different methods used to identify the rain types. These are of no interest to the
present study.
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Table 7.2: Description TRMM-2A23 Parameters

Parameter Name Value Description

0 no rain

10 rain possible
Rain Flag 11 rain possible (echo > threshold #1 in clutter region)

12 rain possible (echo > threshold #2 in clutter region)

20 rain certain

10 stratiform certain (BB exists)
11 stratiform certain (BB exists)
12 probably stratiform
13 maybe stratiform (BB detection certain)

14 maybe stratiform (BB hardly expected)
15 maybe stratiform; shallow isolated warm rain
20 convective certain (no BB)

21 convective certain
22 convective certain

Rain Type Flag 23 probably convective (BB exists)
24 maybe convective
25 maybe convective (BB detection not so confident)

26 maybe convective; shallow isolated warm rain
27 maybe convective; shallow isolated warm rain
28 maybe convective; shallow isolated warm rain
29 maybe convective; shallow isolated warm rain
30 others
31 others; shallow isolated warm rain

0 warm rain not detected
Warm Rain Flag 1 maybe warm rain

2 warm rain detected

Height of Bright Band >0 bright band height (meters above sea level)

Bright Band Intensity >0 maximum bright band intensity; 0-100 dBZ

Height of Storm >0 height of storm top (meters above sea level)
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Table 7.3: Rationalized TRMM-2A23 Parameters for Analysis

Description Parameter Value

Rain Certain rain flag 20
Rain Possible rain flag >10
Stratiform Rain rain type >10 & <15
Convective Rain rain type >20 & <29
Shallow Isolated Rain rain type 15; 26; 27; 28; 29; 31
Warm Rain Certain warm rain 2
Warm Rain Possible warm rain 1; 2
Height of Bright Band height of bright band height in meters
Bright Band Intensity bright band intensity intensity in dBZ
Storm Height storm height height in meters

7.1.2 TRMM-3A25

The TRMM-3A25 Scientific Datasets (SDS) that are analyzed in this study are
described below in Tables 7.4 & 7.5. For purposes of simplicity, the conditional
intensities will be referred to simply as mean rainfall intensities for the rest of the
report. The TRMM Science Data and Information System computes monthly statis-
tics of the PR measurements both at low (50) and high (0.50) horizontal resolutions
for the 3A25 product. In this study, only the high horizontal resolution Scientific
Data Sets (SDS) are analyzed, since the biggest study domain (i. e., Rond6nia) is
exactly 50 to the side.

The analysis of the TRMM-3A25 dataset with respect to forest cover and to-
pography are undertaken at a resolution of 0.50, on a grid that coincides with the
TRMM-3A25 grid. Figure 7-2 shows the forest, elevation and slope fields on that
particular grid. The randomization used for these base covers follows the CSR algo-
rithm, with a randomization block scale of 100-km. All of the TRMM-3A25 variables
given in Tables 7.4 & 7.5 are analyzed by taking their monthly mean difference be-
tween different forest cover states or topographical ranges.

7.2 Analysis of Rainfall and Deforestation Patterns

This section will provide a product-by-product analysis of the rainfall association
with deforestation. Since there are many variables under study, only those variables
that yielded a significant result will be presented in this chapter. The full results
are presented in Appendix B. The rainfall products TRMM-2A23, TRMM-3A25 are
analyzed using the landcover and topography randomization method explained in
Chapter 5. The TRMM-2A23 uses the shuffling algorithm for a forest cover based
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Figure 7-2: Maps of (a) forest cover, (b) elevation and (c) slope for the Rondonia
domain on the TRMM-3A25 grid.
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Table 7.4: Description of 3-D TRMM-3A25 Scientific Datasets

Name Description

Mean Rain Rate Mean of non-zero rain-rates over 0.50x0.50 boxes for
one month. The rain rates are determined in 2A-25
and evaluated at fixed heights of 2 km, 4 km, 6 km,
and path average. It ranges from 0 to 3,000 mm/h.

Rain Rate Dev. Standard deviation of non-zero rain-rates.

Mean Con. Rain Rate Mean of non-zero rain-rates for convective rain.

Con. Rain Rate Dev. Std. deviation of non-zero rain-rates for convective
rain.

Mean Strat. Rain Rate Mean of non-zero rain-rates for stratiform rain.

Strat. Rain Rate Dev Std. Deviation of non-zero rain-rates for stratiform
rain.

Mean Zm (Zt) Mean Zm (Zt) gives the monthly means of the mea-
sured (corrected) reflectivity at the fixed height levels
of 2 kn, 4 km, 6 km, and path average. Zm ranges
from -20 to 80 dBZ; Zt ranges from 0.1 to 80 dBZ.

Mean Con. Zm (Zt) Monthly mean measured (corrected) reflectivity of
convective rain.

Mean Strat. Zm (Zt) Monthly mean measured (corrected) reflectivity of
stratiform rain.

Rain Pixel Number Monthly number of non-zero rain-rate pixels for path-
averaged rainfall and rainfall at the fixed height of
2 km, 4 km, and 6 km over 0.50 x 0.5" boxes. The range
is 0 to 2,000,000.

Con. Rain Pixel Number Monthly number of non-zero rain-rate pixels for con-
vective rain.

Strat. Rain Pixel Number Monthly number of non-zero rain-rate pixels for strat-
iform rain.
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Table 7.5: Description of 2-D TRMM-3A25 Scientific Datasets

Name Description

Mean Storm Height Monthly mean of storm height, unconditioned and
conditioned for stratiform and convective rain over
0.5'x0.5'. It has units of meters and ranges from 0
to 20,000.

BB Height Mean Monthly mean of bright band height.

Mean Surf. Rain Mean of non-zero near-surface rain rate.

Surf. Rain Dev. Std. deviation of non-zero near-surface rain rate.

Mean BB Zmax Mean of maximum reflectivity in bright band at hori-
zontal resolution of 0.50 x0.51. It ranges from 0 to 100
dBZ.

BB Zmax Dev. Std. deviation of maximum bright band height.

Storm Height Dev. Std. deviation of storm height, unconditioned and con-
ditioned for stratiform and convective rain.

BB Height Dev. Std. deviation of bright band height.

Mean Surf. Rain All Mean of non-zero near-surface rain rate using rain cer-
tain and rain possible.

Surf. Rain All Dev. Std. deviation of non-zero near-surface rain rate using
rain certain and rain possible.

Total Pixel Number Number of total pixel visitations over 0.50 x 0.51 boxes
for one month. The range is 0 to 2,000,000.

BB Pixel Number Number of bright band pixel counts over 0.50 x 0.5 for
one month.

Warm Rain Pixel Warm rain pixel counts.

Surf. Rain Pixels Near-surface rain counts at a horizontal resolution of
0.50 x0.5 0. It ranges from 0 to 2,000,000,000.

Surf Rain All Pixels Near-surface rain counts using rain certain and rain
possible.
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at 4-km resolution, and the TRMM-3A25 uses the CSR algorithm. The base forest
cover and topography maps for the TRMM-3A25 observed statistics have a 0.51
(i. e., approximately 50-km) resolution; the CSR randomization uses 100 km blocks
to create the base maps that determine the randomized statistics.

7.2.1 TRMM-2A23 Results

The analysis of TRMM-2A23 rainfall fields with respect to deforestation points
to an increase of rainfall occurrence over deforested areas. The monthly time-series
of rainfall occurrence differences between the two land cover types are analyzed as
binomial counting variables, under the assumption that fields that bear no associa-
tive relation to deforestation have a probability of one-half of being either above or
below zero. The full results from this binomial analysis are presented in Appendix B
(Table B.1). "Rain certain", "rain possible", "rain stratiform" and "rain convective"
counts are significantly higher over deforested areas3; Table 7.6 shows that the level
of significance associated with the rainfall occurrence difference is quite high. The
counts of "rain isolated" and "warm rain possible" show no significant association
with deforestation, and neither do the differences in storm height, bright band in-
tensity or bright band height. The time-series of the occurrence count differences
for the variables that show a significant signal are plotted in Figures 7-3 & 7-4.
These figures also show the 99% confidence bounds that were derived using the
randomized land cover analysis. Table B.2 summarizes the behavior of the TRMM-
2A23 variables with respect to the confidence bounds. Of all the variables, only
"rain certain" and "rain stratiform" exhibit repeated confidence bound exceedences
(Table 7.7). The "rain certain" confidence bound exceedences occur in February,
March, April, July, and September (once each); the time-series also dips twice be-
low the lower confidence bound in June and October. "Rain stratiform" exceeds the
upper 99% confidence bound five times as well (February, March, April, August and
September), while it dips below the lower 99% confidence bound once in October.

The time-of-day at which the rainfall occurrences are recorded is also analyzed
in order to assess whether there is a significant difference in the timing of rain-
fall event as a result of the deforestation. The analysis proceeds by examining
the timing difference of rainfall events between deforested and forested areas. The
results are then treated as realization of a binomial variable (i. e., under the null hy-
pothesis that deforestation does not affect the timing of rainfall, it is expected that
rainfall will occur earlier over deforested areas as many times as it occurs earlier
over forested areas.) The results are also inspected with the land cover random-
ization method. The time-series of the timing differences for certain variables are
presented in Figure 7-5. The results are summarized in Tables B.3 & B.4, respec-
tively. There is no persistent difference in the timing of any rainfall type, as can be
seen in Table B.3. There are, however, some occurrences of organization on partic-
ular months. Indeed, the "rain certain", "rain possible", "rain convective" and "rain

3The definition of the different 2A23 rainfall counts are given in Table 7.3.
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Table 7.6: Significant Results from the Binomial Analysis of TRMM-2A23 Event
Counts v. Forest Cover; The count of positive and negative normalized event count
differences is compared to the binomial distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 59 17 p<O.0001
Rain Possible 72 4 p0.0001
Rain Convective 54 22 p<0.0005
Rain Stratiform 59 17 p<0.0001

Table 7.7: Significant Results from the Randomization Analysis of TRMM-2A23
Event Counts v. Forest Cover; The count of times that the normalized event count

difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound
are summarized.

Difference Statistic >T99% Limit <199% Limit

Rain Certain 5 2
Rain Stratiform 5 1

Table 7.8: Significant Results from TRMM-2A23 Event Timing v. Forest Cover Ran-
domization Analysis; The count of times that the mean event occurrence time differ-
ence is greater than the upper 99% confidence bound, and the count of the number
of times that the difference is less than the lower 99% confidence bound are sum-
marized.

Difference Statistic >199% Limit <199% Limit

Rain Certain 0 4
Rain Possible 1 3
Rain Convective 0 2
Rain Stratiform 1 3
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Figure 7-3: Monthly time series of TRMM-2A23 (a) "rain certain" and (b) "rain
possible" count differences (normalized count over deforested pixels minus nor-
malized count over forested areas) over the study domain of Rond nia, along with
their respective 99% confidence limits.
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Figure 7-4: Monthly time series of TRMM-2A23 (a) "rain convective" and (b) "rain
stratiform" count differences (normalized count over deforested pixels minus nor-
malized count over forested areas) over the study domain of RondOnia, along with
their respective 99% confidence limits.
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Figure 7-5: Monthly time series of TRMM-2A23 (a) "rain certain", (b) "rain convec-
tive" and (c) "rain stratiform" occurrence time differences over the study domain of
Rond6nia, along with their respective 99% confidence limits.
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stratiform" all dip below the lower 99% confidence bound more than once4 , indi-
cating that there are months during which the rainfall over deforested areas occurs
significantly earlier than over the forested areas (Table 7.8). These occurrences are
recorded four times for "rain certain" (February, May, October, November), three
times for "rain possible" (October, November, December), twice for "rain convec-
tive" (February, May), and three times for "rain stratiform" (May, October, Novem-
ber). These results indicate an episodic influence of forest cover on rainfall timing,
not a persistent shift.

7.2.2 TRMM-3A25 Results

The analysis of the TRMM-3A25 data products yields much more subtle results
than those found with the TRMM-2A23 product. None of the variables show signif-
icance with respect to the 99% confidence bounds derived using randomized forest
cover fields (see Tables B.14, B.18 & B.19). There are, however, some significant re-
sults in the binomial analysis. The analysis of 2-D variables (Table 7.9) shows that
the mean bright band height is higher over deforested areas (p<0.05), whereas
there are more warm rain pixels counts over the forested areas (p<0.1). The anal-
ysis of the 2-D variables also shows that there is no sampling bias between forested
and deforested areas, as the "total pixel count" variable is not significantly different
than a binomial random variable, nor does it show a significant association with
deforestation from the randomization analysis (Table 7.10).

There are also significant tendencies in the height-dependent TRMM-3A25 vari-
ables (Table 7.11). The most significant results (p-0.07) are that there is a higher
variability in the rate of stratiform rainfall over forested areas, and the measured
convective rainfall reflectivity is higher over deforested areas at the 6 km level. The
next most significant results (p-0.11) are that the mean rate of stratiform rain-
fall is higher over forested areas, the count of convective rain pixels is higher over
forested areas at the 6 km level, and the corrected convective rainfall reflectivity is
higher over deforested areas. Finally, with weaker confidence (p<0.14), the stan-
dard deviation of rainfall rates is higher over deforested pixels; there are more
convective rain pixels counts over forested areas at the 2 km and 4 km levels, and
on a path-averaged basis; and the measured reflectivity of rainfall events is higher
over deforested areas at the 6 km level.

4A random variable with respect to forest cover is expected to be reach outside the 99% confi-
dence bounds once every hundred months. Here we have a record of 76 months, thus it is expected
to lie outside the confidence bounds 0.76 months, which we round to 1. Thus, we regard one outlier
as insignificant.
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7.3 Analysis of Rainfall and Topography Patterns

The analysis of rainfall with respect to topography (elevation and slope) is done
using the same methods explained in Chapter 6. The elevation and slope fields
are transformed into binary fields using thresholds that are determined by the dis-
tribution of elevation and slope within the Rondbonia domain. For example, the
difference in rainfall counts is calculated between the 30% highest pixels and the
70% lowest.

7.3.1 TRMM-2A23 Results

There is an overwhelming association of rainfall counts and elevation, as can be
noticed in Table 7.12. There is a general bias of rainfall counts of all types over
higher terrain. These results are however marred by the total pixel count, which is
determined at a lower resolution (i. e., 50 km instead of 4 km) in the TRMM-3A25
product, that can be seen in Table 7.19. Indeed, there appears to be a very signifi-
cant bias in terms of sampling over higher altitudes. The results associating rainfall
counts with elevation must thus be discounted. For the same reason, the departures
from the 99% confidence bounds derived with the randomization method, which
are summarized in Table B.7, must also be discounted.

The differences in bright band height and bright band intensity, both of which
exhibit significant biases with respect to elevation (Table 7.12), are not be be dis-
counted for they are not affected by the bias in total pixel counts, since they are
not count variables. The bright band height is significantly higher over lower eleva-
tions, and the bright band is less intense over lower elevations. No similar trend is
detected in the departures from the 99% confidence bounds (Table B.7).

Fortunately, there is no significant bias in sampling stratified by slope (Table 7.21).
Thus the overwhelmingly significant association of rain counts with slope are not
sampling artefacts (Table 7.13). Rain counts are much higher over steeper slopes,
although there is no clear association of isolated or warm rain counts with slope,
nor do the bright band height, storm height or bright band intensity show any sig-
nificant biases with respect to slopes. The departures from the randomization-based
99% confidence interval (Table 7.14) are coherent with the results from the bino-
mial analysis. Moreover, there appears to be some evidence of episodic associations
between slope and storm and bright band heights. Mean monthly storm heights are
sometimes significantly higher over steep slope pixels, while mean monthly bright
band heights are sometimes significantly higher over gradual slope pixels.

The time associated with the rainfall events is also studied with respect to eleva-
tion and slope. Rain certain and convective rain occurrences occur both significantly
earlier on the 30% lowest elevations (Table 7.15). There is a weaker significant as-
sociation of isolated and warm rain occurrences with slope. Both types of rain occur
later on the 50% steepest pixels (Table 7.16). The randomization analysis yields
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repeated outliers from the 99% confidence bounds. The general trend from the
randomization analysis shows that rain certain, rain possible, rain convective and
rain stratiform occur earlier over lower elevations (Table 7.17), while the relation
with slope does not show any strong trend (Table B.12).
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Table 7.9: Significant Results from the Binomial Analysis of 2-D TRMM-3A25 Con-
ditional Statistics v. Forest Cover; The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases.

Difference Statistic >0 Counts <0 Counts Significance

Bright Band Height Mean 46 27 p<;0.05
Warm Rain Pixel Counts 28 43 p ;0.1

Total Pixel Counts 42 34

Table 7.10: Significant Results from the Randomization Analysis of 2-D TRMM-
3A25 Conditional Statistics v. Forest Cover; The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized.
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Table 7.11: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Forest Cover (Part a); The count of positive and negative con-
ditional statistic differences is compared to the binomial distribution to detect sig-
nificant biases.

Difference Statistic Level >0 Counts <0 Counts Significance

Avg. 37 39 -

2 km 36 40 -
RainStd.Dev. 4 km 39 37 -

6 km 45 31 p<0.14

Avg. 35 41 -

2 km 36 40 -
Strat. Rain Mean 4 km 36 40 -

6 km 30 45 p(O.11

Avg. 33 43 -

2 km 35 41 -
Strat. Rain Std. Dev. 4 km 34 42 -

6 km 29 46 p<0.07

Avg. 31 45 pgO.14
2 km 31 45 p(O.14

Con. RainPixels 4 km 31 45 p<0.14
6 km 30 45 p<0.11

Avg. 44 32 -

2 km 40 36 -
Measured Reflectivity (Zm) 4 km 43 33 -

6 km 45 31 p(O.14

Avg. 42 34 -

2 km 34 42 -
Convective Zm 4 km 40 36 -

6 km 46 29 p,0.07

Avg. 44 32 -

2 km 37 39 -
ConvectiveZt 4 km 39 37 -

6 km 45 30 p,0.11
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Table 7.12: Significant Results from the Binomial Analysis of TRMM-2A23 Event
Counts v. Elevation; The count of positive and negative normalized event count
differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 49 27 p,0.02
Rain Certain 50 61 15 p,<0.0001

70 58 18 p <0.0001

30 68 8 p0.0001
Rain Possible 50 70 6 p<0.0001

70 69 7 p<0.0001

30 44 32
Rain Convective 50 44 32

70 56 20 p(O.OOOl

30 51 25 p,0.004
Rain Stratiform 50 59 17 p-0.0001

70 61 15 p<0.0001

30 37 37
Rain Isolated 50 38 31

70 49 26 p_0.02

30 37 37
Warm Possible 50 38 31

70 49 26 p_0.02

30 22 47 p0.004
Bright Band Height 50 30 39 -

70 29 39 -

30 36 33 -
Bright Band Intensity 50 39 30 -

70 42 26 p_0.07
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Table 7.13: Significant Results from the Binomial Analysis of TRMM-2A23 Event
Counts v. Slope; The count of positive and negative normalized event count dif-
ferences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 54 22 p0.0005
Rain Certain 50 52 24 p0.002

70 56 20 p,0.0001

30 65 11 p<0.0001
Rain Possible 50 72 4 p<0.0001

70 73 3 p<0.0001

30 49 27 p_0.02
Rain Convective 50 52 24 p-0.002

70 57 19 p<0.0001

30 48 28 p_0.03
Rain Stratiform 50 53 23 p,0.001

70 53 23 p<0.001
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Table 7.14: Significant Results from the Randomization Analysis of TRMM-2A23
Event Counts v. Slope; The count of times that the normalized event count differ-
ence is greater than the upper 99% confidence bound, and the count of the number
of times that the difference is less than the lower 99% confidence bound are sum-
marized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <199% Limit

30 4 1
Rain Certain 50 4 2

70 6 1

30 0 0
Rain Possible 50 2 0

70 11 0

30 2 0
Rain Convective 50 3 1

70 4 1

30 3 1
Rain Stratiform 50 3 0

70 4 0

30 0 0
Storm Height 50 2 0

70 3 1

30 1 0
Bright Band Heigth 50 1 3

70 2 4

30 0 0
Bright Band Intensity 50 0 0

70 2 0
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Table 7.15: Significant Results from the Binomial Analysis of TRMM-2A23 Event
Timing v. Elevation; The count of positive and negative mean event occurrence
time differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 38 38
Rain Certain 50 35 41

70 30 46 p<0.09

30 37 38
Rain Convective 50 32 43

70 25 50 p0.006

Table 7.16: Significant Results from the Binomial Analysis of TRMM-2A23 Event
Timing v. Slope; The count of positive and negative mean event occurrence time
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 32 37
Rain Isolated 50 28 42 p 0.12

70 31 37

30 32 37
Warm Possible 50 28 42 p<0.12

70 31 37
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Table 7.17: Significant Results from the Randomization Analysis of TRMM-2A23
Event Timing v. Elevation; The count of times that the normalized occurrence time
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <199% Limit

30 5 4
Rain Certain 50 3 11

70 2 10

30 5 3
Rain Possible 50 5 7

70 2 10

30 1 3
Rain Convective 50 1 6

70 1 4

30 3 6
Rain Stratiform 50 3 9

70 2 11

30 0 0
Rain Isolated 50 0 0

70 2 0

30 0 0
Warm Possible 50 0 0

70 2 0
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7.3.2 TRMM-3A25 Results

The analysis of TRMM-3A25 rainfall statistics with respect to elevation and slope
also yields significant results. Table 7.18 shows that surface rain intensity is signif-
icantly higher over the 50% highest pixels; the mean bright band height is signifi-
cantly lower over the 30% highest pixels; the variability in mean bright band height
is higher over the 70% highest pixels; the variability of storm height is weakly
higher over the 50% highest pixels and the variability of stratiform storm heights is
higher over the 70% lowest pixels.

As mentioned in the analysis of TRMM-2A23 data with respect to elevation,
there is a significant bias of sampling toward higher elevations, as is shown by
the total pixel count in Table 7.19. Yet Table 7.19 shows also that - despite the
sampling artefact - surface rain counts, surface rain all counts, bright band pixel
counts and warm rain pixel counts are all significantly biased toward lower eleva-
tions. This trend is also reflected in the departures from the 99% confidence bounds
that are summarized in Table 7.20.

With respect to slope, TRMM-3A25 statistics also show some significant trends,
as is seen in Table 7.21. The surface rain and surface all rain mean intensities
are significantly lower over the 30% most gradual pixels, while their variability
is higher over the 30% steepest pixels. The mean bright band height is signifi-
cantly lower over the 30% steepest pixels, while the mean convective storm height
is significantly higher over the 30% steepest pixels. There are also significantly
less warm rain counts over the 30% steepest pixels. The randomization analysis
does not yield interesting patterns of departures from the 99% confidence bounds
(Tables B.30, B.31 & B.32).

The height dependent statistics from TRMM-3A25, when analyzed against ele-
vation, yield the following results: the mean rain rate and its standard deviation
are higher over elevated pixels (Table 7.22); the standard deviation of path av-
eraged and 6 km level convective rain rates is higher over higher elevations, and
stratiform rainfall rates at the 6 km level are higher over higher elevations (Ta-
bles 7.23 & 7.24); the mean stratiform rain rate is higher over lower elevations
(Table 7.24); there are more rainfall and stratiform rainfall occurrences over lower
elevations (Tables 7.25 & 7.26); there are more convective rain pixel counts over
higher elevations (Table 7.26), but this result must again be discounted due to the
sampling bias; the measured and corrected reflectivities are higher over lower pix-
els at the 4 km level (Table 7.27); and the path averaged measured and corrected
stratiform reflectivities are higher over lower pixels (Table 7.28). The randomiza-
tion analyses of height-dependent TRMM-3A25 statistics shows a coherent pattern
of departures from the 99% confidence bounds for the count of rain pixels and
stratiform rain pixels that concurs with the binomial analyses of these statistics
(Table 7.29). The same is observed for the measured and corrected reflectivities
(Table 7.30).

The mean rain rate and its standard deviation are both higher over steeper areas
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(Table 7.31); the mean convective rain rate shows the same preference for steeper
slopes at the 4 km and 6 km levels, while its standard deviation only shows a very
week significance at 4 km (Table 7.32); The stratiform rain rate is higher (weak sig-
nificance) over more gradual slopes at the 4 km level, and the standard deviation
of the stratiform rain rate is also higher over more gradual slopes at the 4 km level
(Table 7.33); there are more convective rain pixels over steep slopes (Table 7.34);
the measured and corrected reflectivities are higher over steeper slopes at the 2 km
and 6 km levels (Table 7.35); and the measured and corrected convective reflec-
tivities are higher over steeper slopes (Table 7.36). The randomization analyses
yield coherent results for the mean convective rain rate (Table 7.37); and for the
measured and corrected convective rainfall reflectivites (Table 7.38).

Table 7.18: Significant Results from the Binomial Analysis of 2-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part a); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 <0 Significance

30 42 34
Surface Rain Mean Intensity 50 46 30 p<0.09

70 39 37

30 42 34
Surface Rain All Mean Intensity 50 46 30 p 0.09

70 39 37

30 29 44 p<0.11
Bright Band Height Mean 50 32 40 -

70 31 41 -

30 40 33 -
Bright Band Height Std. Dev. 50 40 32 -

70 44 28 p<0.08

30 39 37
Storm Height Std. Dev. 50 45 31 p<0.15

70 39 37

30 31 45 p_0.15
Strat. Storm Height Std. Dev. 50 38 38

70 34 42
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Table 7.19: Significant Results from the Binomial Analysis of 2-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part b); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 <0 Significance

30 28 48 p<0.03
Surface Rain Pixel Counts 50 26 50 p<,0.008

70 29 47 p<0.06

30 28 48 p<0.03
Surface Rain All Pixel Counts 50 26 50 p 0.008

70 29 47 p 0.06

30 23 53 p_0.0008
Bright Band Pixel Counts 50 31 45 p<0.15

70 32 44 -

30 24 50 p 0.004
Warm Rain Pixel Counts 50 26 45 p<0.04

70 25 49 p-0.004

30 48 28 p 0.03
Total Pixel Counts 50 55 21 p<0.0002

70 59 17 p-0.0001
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Table 7.20: Significant Results from the Randomization Analysis of 2-D TRMM-
3A25 Conditional Statistics v. Elevation; The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized. The ranges are the percentile cutoffs used to create a binary
("high" v. "low") field from the original DEM (e. g., a range of "30" specifies the
difference of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <t99% Limit

30 0 2
Surface Rain Pixel Counts 50 0 4

70 1 6

30 0 2
Surface Rain All Pixel Counts 50 0 4

70 1 6

30 0 2
Bright Band Pixel Counts 50 0 4

70 1 2

30 1 1
Warm Rain Pixel Counts 50 0 1

70 0 0

30 0 0
Total Pixel Counts 50 0 1

70 2 1
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Table 7.21: Significant Results from the Binomial Analysis of 2-D TRMM-3A25 Con-
ditional Statistics v. Slope; The count of positive and negative conditional statistic

differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field

from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 <0 Significance

30 45 31 -

Surface Rain Mean Intensity 50 37 39 -

70 47 29 p<0.06

30 50 26 p0.008
Surface Rain Std. Dev. 50 44 32 -

70 45 31 -

30 45 31 -
Surface Rain All Mean Intensity 50 37 39 -

70 47 29 p-0.06

30 50 26 p<0.008
Surface Rain All Std. Dev. 50 44 32 -

70 45 31 -

30 29 44 p<0.11
Bright Band Height Mean 50 30 44 -

70 31 43 -

30 46 30 p,0.09
Convective Storm Height Mean 50 43 33 -

70 41 34 -

30 29 45 p_0.09
Warm Rain Pixel Counts 50 28 41 -

70 35 39 -

30 41 35 -
Total Pixel Counts 50 43 33 -

70 44 32 -
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Table 7.22: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part a); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 41 35 -

Avg. 50 45 31 p 0.14
70 37 39 -

30 44 32 -

2 km 50 46 30 p,0.09
70 38 38 -

Rain Mean
30 37 39 -

4 km 50 36 40 -
70 36 40 -

30 47 29 p_0.06

6 km 50 45 31 p<0.14
70 43 33 -

30 46 30 p<0.09
Avg. 50 44 32 -

70 40 36 -

30 48 28 p<0.03
2 km 50 40 36 -

Rain Std. Dev. 70 41 35

30 45 31 p,0.14
4 km 50 42 34 -

70 39 37 -

30 51 25 p0.004
6 km 50 47 29 p<0.06

70 41 35 -
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Table 7.23: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part b); The count of positive and negative condi-

tional statistic differences is compared to the binomial distribution to detect signif-

icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.

"low") field from the original DEM (e. g., a range of "30" specifies the difference of

the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 46 30 p,<0.09
Avg. 50 43 32 -

70 37 38 -

30 43 33 -
2 km 50 42 33

70 39 36 -
Con. Rain Std. Dev.

30 44 32 -
4 km 50 44 31 -

70 33 42 -

30 46 29 p<0.07
6 km 50 43 31 -

70 38 36 -
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Table 7.24: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part c); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 31 45 p<0.14
Avg. 50 31 45 p_0.14

70 38 38 -

30 32 44 -
2 km 50 36 40 -

70 37 39 -
Strat. Rain Mean

30 30 46 p,0.09
4 km 50 32 44 -

70 36 40 -

30 31 45 p,0.14
6 km 50 32 44 -

70 41 34 -

30 36 40 -
Avg. 50 34 42 -

70 34 42 -

30 36 40 -
2 km 50 36 40 -

70 32 44 -
Strat. Rain Std. Dev.

30 35 41 -
4 km 50 33 43 -

70 33 43 -

30 44 32 -
6 km 50 49 27 p<0.02

70 38 37 -
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Table 7.25: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part d); The count of positive and negative condi-

tional statistic differences is compared to the binomial distribution to detect signif-

icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.

"low") field from the original DEM (e. g., a range of "30" specifies the difference of

the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 30 46 p 0.09
Avg. 50 29 47 p,0.06

70 28 47 p 0.04

30 25 51 p 0.004
2 km 50 28 48 p-0.03

Rain Pixels 70 28 48 p<0.03

30 30 46 ps<0.09
4 km 50 30 46 p<0.09

70 28 48 p<0.03

30 28 48 p_0.03
6 km 50 30 46 p<0.09

70 30 46 p 0.09
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Table 7.26: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part e); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 45 31 p,0.14
Avg. 50 42 34 -

70 37 39 -

30 45 31 p<0.14
2 km 50 40 36 -

Con. Rain Pixels 70 37 39

30 45 31 p,0.14
4 km 50 42 34 -

70 38 38 -

30 42 34 -
6 km 50 41 34 -

70 39 37 -

30 26 50 p0.008
Avg. 50 25 51 p0.004

70 29 47 p<0.06

30 27 49 p 0.02
2 km 50 26 50 p0.008

Strat. Rain Pixels 70 29 47 p<0.06

30 27 49 p_0.02

4 km 50 28 48 p<0.03
70 28 48 p,0.03

30 25 51 p0.004
6 km 50 29 46 p<0.07

70 29 47 p<0.06
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Table 7.27: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part f); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 36 40 -
Avg. 50 37 39 -

70 37 39 -

30 40 36 -
2 km 50 35 41 -

Measured Reflectivity 70 39 37 -

(Zm) 30 27 49 p,0.02
4 km 50 30 46 p<0.09

70 34 42 -

30 36 40 -
6 km 50 38 38 -

70 39 37 -

30 36 40 -
Avg. 50 38 38 -

70 37 39 -

30 42 34 -
2 km 50 37 39 -

Corrected Reflectivity 70 40 36 -

(Zt) 30 28 48 p<0.03

4 km 50 30 46 p,0.09
70 33 43 -

30 34 42 -
6 km 50 40 36 -

70 38 38 -
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Table 7.28: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Elevation (Part g); The count of positive and negative condi-
tional statistic differences is compared to the binomial distribution to detect signif-
icant biases. The ranges are the percentile cutoffs used to create a binary ("high" v.
"low") field from the original DEM (e. g., a range of "30" specifies the difference of
the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 28 48 p_0.03
Avg. 50 30 46 p<0.09

70 37 39 -

30 36 40 -

2 km 50 40 36 -

Stratiform Zm 70 39 37

30 31 45 p,0.14
4 km 50 33 43 -

70 35 41 -

30 32 44 -
6 km 50 36 40 -

70 42 33 -

30 28 48 p-0.03
Avg. 50 30 46 p,0.09

70 36 40 -

30 37 39 -
2 km 50 40 36 -

Stratiform Zt 70 41 35 -

30 32 44 -
4 km 50 33 43 -

70 35 41 -

30 32 44 -
6 km 50 34 42 -

70 39 36 -
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Table 7.29: Significant Results from the Randomization Analysis of 3-D TRMM-
3A25 Conditional Statistics v. Elevation (Part a); The count of times that the con-
ditional statistic difference is greater than the upper 99% confidence bound, and
the count of the number of times that the difference is less than the lower 99%
confidence bound are summarized. The ranges are the percentile cutoffs used to

create a binary ("high" v. "low") field from the original DEM (e. g., a range of "30"
specifies the difference of the statistic between the 30% highest pixels and the 70%
lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 0 2
Avg. 50 0 4

70 0 4

30 0 2
2 km 50 0 3

70 0 6
Rain Pixels

30 0 2
4 km 50 0 3

70 0 6

30 0 0
6 km 50 1 3

70 0 4

30 0 2
Avg. 50 0 4

70 0 7

30 0 2
2 km 50 0 4

70 0 6
Strat. Rain Pixels

30 0 2
4 km 50 0 5

70 0 6

30 0 3
6 km 50 0 5

70 1 3
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Table 7.30: Significant Results from the Randomization Analysis of 3-D TRMM-
3A25 Conditional Statistics v. Elevation (Part b); The count of times that the con-
ditional statistic difference is greater than the upper 99% confidence bound, and
the count of the number of times that the difference is less than the lower 99%
confidence bound are summarized. The ranges are the percentile cutoffs used to
create a binary ("high" v. "low") field from the original DEM (e. g., a range of "30"
specifies the difference of the statistic between the 30% highest pixels and the 70%
lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 1 0
Avg. 50 1 2

70 1 4

30 2 0
2 km 50 1 3

Measured Reflectivity (Zm)
30 1 0

4 km 50 1 2
70 1 6

30 3 0
6 km 50 2 1

70 1 1

30 1 0
Avg. 50 1 2

70 1 4

30 2 0
2 km 50 1 3

Corrected Reflectivity (Zt)
30 1 0

4 km 50 1 2
70 1 6

30 1 0
6 km 50 1 1

70 1 1
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Table 7.31: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part a); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 46 30 p<0.09

Avg. 50 38 38 -

70 42 34 -

30 47 29 p_0.06
2 km 50 38 38 -

Rain Mean 70 45 31 p<0.14

30 47 29 p,0.06
4 km 50 40 36 -

70 43 33 -

30 47 29 p<0.06
6 km 50 44 32 -

70 42 34 -

30 48 28 p_0.03

Avg. 50 44 32 -
70 45 31 p 0.14

30 49 27 p_0.02
2 km 50 43 33 -

Rain Std. Dev. 70 47 29 p<0.06

30 48 28 p,0.03
4 km 50 44 32 -

70 46 30 p,0.09

30 48 28 p<0.03
6 km 50 44 32 -

70 45 31 p,0.14
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Table 7.32: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part b); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 44 32 -
Avg. 50 38 38 -

70 40 35 -

30 44 32 -
2 km 50 41 35 -

70 44 31 -
Con. Rain Mean

30 45 31 p,0.14
4 km 50 46 30 ps-I0.09

70 42 33 -

30 42 34 -

6 km 50 45 30 p<0.11
70 42 32 -

30 41 35 -
Avg. 50 43 33 -

70 37 38 -

30 44 32 -
2 km 50 36 40 -

70 44 31 -
Con. Rain Std. Dev.

30 45 31 p<0.14
4 km 50 44 32 -

70 44 31 -

30 40 36 -
6 km 50 38 37 -

70 41 33 -
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Table 7.33: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part c); The count of positive and negative conditional

statistic differences is compared to the binomial distribution to detect significant

biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 32 44 -
Avg. 50 35 41 -

70 35 41 -

30 32 44 -
2 km 50 34 42 -

70 36 40 -
Strat. Rain Mean

30 31 45 p(O.14
4 km 50 33 43 -

70 32 44 -

30 42 34 -
6 km 50 39 37 -

70 38 38 -

30 38 38 -
Avg. 50 36 40 -

70 37 39 -

30 33 43 -
2 km 50 39 37 -

70 34 42 -
Strat. Rain Std. Dev.

30 37 39 -
4 km 50 30 46 p<0.09

70 31 45 p<0.14

30 44 32 -

6 km 50 44 32 -

70 39 37 -
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Table 7.34: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part d); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 44 32 -

Avg. 50 45 31 p<0.14
70 48 28 p_0.03

30 44 31 -

2 km 50 45 31 p(O.14

Con. Rain Pixels 70 47 29 p_0.06

30 45 31 p,0.14
4 km 50 46 30 p<0.09

70 45 31 p 0.14

30 46 30 p<0.09
6 km 50 50 26 p ;0.008

70 42 34 -

274



Table 7.35: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part e); The count of positive and negative conditional

statistic differences is compared to the binomial distribution to detect significant

biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 43 33 -

Avg. 50 40 36 -

70 40 36 -

30 45 31 p<0.14
2 km 50 43 33 -

Measured Reflectivity 70 38 38 -

(Zm) 30 38 38 -
4 km 50 42 34 -

70 38 38 -

30 46 30 p<0.09
6 km 50 38 38 -

70 40 36 -

30 43 33 -
Avg. 50 42 34 -

70 40 36 -

30 46 30 p<0.09
2 km 50 43 33 -

Corrected Reflectivity 70 40 36 -

(Zt) 30 38 38 -
4 km 50 43 33 -

70 38 38 -

30 45 31 p<,0.14
6 km 50 37 39 -

70 40 36 -
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Table 7.36: Significant Results from the Binomial Analysis of 3-D TRMM-3A25 Con-
ditional Statistics v. Slope (Part f); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the differ-
ence of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 46 30 p_0.09
Avg. 50 40 36 -

70 36 39 -

30 43 33 -
2 km 50 40 36 -

70 38 37 -
Convective Zm

30 43 33 -
4 km 50 47 29 p<0.06

70 45 30 p<0.11

30 40 36 -

6 km 50 44 31 -

70 47 27 p,0.03

30 45 31 p(O.14
Avg. 50 41 35 -

70 40 35 -

30 45 31 pO. 14
2 km 50 43 33 -

70 40 35 -
Convective Zt

30 43 33 -

4 km 50 47 29 p<0.06

70 45 30 p<0.11

30 42 34 -

6 km 50 46 29 p<,0.07
70 47 27 p 0.03
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Table 7.37: Significant Results from the Randomization Analysis of 3-D TRMM-
3A25 Conditional Statistics v. Slope (Part a); The count of times that the conditional

statistic difference is greater than the upper 99% confidence bound, and the count

of the number of times that the difference is less than the lower 99% confidence
bound are summarized. The ranges are the percentile cutoffs used to create a binary

("steep" v. "gradual") field from the original DEM (e. g., a range of "30" specifies

the difference of the statistic between the 30% steepest pixels and the 70% most
gradual.)

Difference Statistic Level Range >T99% Limit <t99% Limit

30 2 0
Avg. 50 4 0

70 1 0

30 1 0
2 km 50 2 0

70 0 0
Con. Rain Mean

30 1 0
4 km 50 3 0

70 0 0

30 1 0
6 km 50 2 0

70 1 0
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Table 7.38: Significant Results from the Randomization Analysis of 3-D TRMM-
3A25 Conditional Statistics v. Slope (Part b); The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized. The ranges are the percentile cutoffs used to create a binary
("steep" v. "gradual") field from the original DEM (e. g., a range of "30" specifies
the difference of the statistic between the 30% steepest pixels and the 70% most
gradual.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 2 0
Avg. 50 4 1

70 2 0

30 1 0
2 km 50 3 0

70 0 0
Convective Zm

30 2 0
4 km 50 3 1

70 0 0

30 2 0
6 km 50 2 1

70 0 0

30 2 0
Avg. 50 4 1

70 2 0

30 2 0
2 km 50 3 0

70 0 0
Convective Zt

30 2 0
4 km 50 3 0

70 0 0

30 2 0
6 km 50 2 0

70 0 0
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7.4 Discussion

7.4.1 Rainfall & Deforestation

The analyses of rainfall's association with forest cover has so far yielded inter-
esting, yet somewhat inconsistent results. Indeed, while the analysis of warm rain
pixel counts from the TRMM-3A25 product showed that there were persistently
more warm rain events over forested areas (which proves one of the initial hy-
potheses wrong), the same analysis using the TRMM-2A23 product did not yield
a significant result. Similarly, the difference in bright band height from TRMM-
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Figure 7-6: Deforestation Maps of Domains: (a) 4-km resolution, 50% threshold;
(b) 50-km resolution, 50% threshold; (c) Difference between high & low resolution
(white areas are unchanged; green areas are comparatively deforested in low res-
olution; brown areas are comparatively forested in low resolution); (d) Smoothed
(30 km boxcar smoother) and regridded (4 km grid) 500 m resolution MOD44B
Treecover Estimates.
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2A23 was not significant, while that same difference from the TRMM-3A25 product
showed that the mean monthly bright band was significantly biased higher over de-
forested areas. While these inconsistencies do not strictly constitute contradictions,
they are peculiar. The TRMM-3A25 product algorithm is partly based on the TRMM-
2A23 product, thus both products are tightly related. They only differ in spatial and
temporal resolution, and the analyses differ in the base forest cover map used (due
to the resolution differences).

Other inconsistencies also exist between height-dependent TRMM-3A25 results
and the TRMM-2A23 results. The count of convective rain events is biased toward
forested pixels according to the TRMM-3A25 results (with a weak level of signif-
icance ~85%), yet they are biased toward deforested pixels in the TRMM-2A23
analysis (with a very high level of significance ~99.9995%). The count of strati-
form rain pixels shows no significant bias according to the TRMM-3A25 product,
whereas it is significantly biased toward deforested areas according to the TRMM-
2A23 data product. Similarly, the count of rain pixels according to TRMM-3A25
isn't significantly biased with respect to forest cover, whereas both rain certain and
rain possible counts are biased according to the TRMM-2A23 product. The TRMM-
2A23 results concerning theses rain event counts are very significant, and are based
on a higher resolution dataset.

There are, however, significant results relating forest cover to rainfall that aren't
inconsistent between data products due to the absence of corresponding variables.
The TRMM-3A25 mean monthly stratiform rain rate and its standard deviation are
both biased toward forested pixels, while the standard deviation of rainfall rates,
the measured reflectivities at 6 km, and the measured and corrected convective
rainfall reflectivities at 6 km are biased toward deforested areas. The inconsis-
tencies highlighted above can only be explained by the difference in the spatial

Table 7.39: Results from the Binomial Analysis of TRMM-2A23 Event Counts v. Low
Resolution Forest Cover; The count of positive and negative normalized event count
differences is compared to the binomial distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 23 53 p0.0008
Rain Possible 1 75 p<,0.0001
Rain Convective 24 52 p-0.002
Rain Stratiform 24 52 p0.002
Rain Isolated 28 47 p,0.04
Warm Possible 28 47 p0.04

Storm Height 36 40 -

Bright Band Height 36 34 -

Bright Band Intensity 39 31 -
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resolution of the data product, or the representation of the underlying forest cover
map.

The TRMM-2A23 products are analyzed against the lower resolution forest cover
map, which was used in the TRMM-3A25 analysis, to determine whether is is the
delineation between forested and deforested areas that is causing the inconsisten-
cies. Table 7.39 shows these results, which are a dramatic reversal of the results
that were reported using the high resolution forest cover. The high and low resolu-
tion forest covers are exhibited side-by-side in Figure 7-6, along with the difference
field. This reversal in the results could indicate that the marginal area, or transition
zone between forested and deforested areas, is the actual beneficiary of increased
rainfall. The marginal area between the forest and deforested may be a hotbed
for convective triggering. Indeed, the TRMM-2A23 results over the high resolution
forest cover field showed that there were significant biases for rain certain, rain
possible, rain convective and rain stratiform over deforested areas. The analysis
using the low resolution forest cover revealed significant biases for rain certain,
rain possible, rain stratiform, rain convective, warm rain and isolated rain over
forested areas. The only plausible explanation for such a dramatic sensitivity to the
representation of forest cover is that the transition zone is the area where rainfall
occurrence is enhanced.

Such transition zones between forested and deforested regions are created and
plotted in Figure 7-7. The transition zones are created by spatially smoothing
the original 500 m resolution MOD44B treecover estimates with a 30 km boxcar
smoother. The smoothed treecover field is then regridded onto a 4 km resolution
grid by averging. The outcome of this smoothing and regridding is presented in
panel (d) of Figure 7-6. Three marginal zones are delineated; the first cover the
30%-60% treecover range in the smoothed forest cover map; the second covers
the 40%-70% range; and the third transition zone covers the 50%-80% range.
The results of the analyses that compare the TRMM-2A23 rainfall statistics to the
transition zones are presented in Tables 7.40, 7.41 & 7.42. The transition of sig-
nificant rainfall association from the MARGIN 30-60 (significantly less rain on
transition zone) through MARGIN 40-70 (near neutral association) to MARGIN
50-80 (overwhelming association between rainfall events and transition zone) is
extraordinary, and this is due in no small part to the unexpected nature of this
result.
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Figure 7-7: Deforestation Transition Maps of Domains: (a) Transition zone, 4-km
resolution, 30 0/o-60% threshold (MARGIN 30-60); (c) Transition zone, 4-km
resolution, 40/o-70% threshold (MARGIN 40-70); (e) Transition zone, 4-km
resolution, 50-O/o80% threshold (MARGIN 50-80); (b) Difference between high
resolution & MARGIN 30-60 transition zone; (d) Difference between high resolu-
tion & MARGIN 40-70 transition zone; (f) Difference between high resolution &
MARGIN 50-80 transition zone. White areas are unchanged; green areas are com-
paratively forested in transition zone; brown areas are comparatively deforested in
transition zone.
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Table 7.40: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Transition between Forested & Deforested (MARGIN 30-60); The count of posi-
tive and negative normalized event count differences is compared to the binomial

distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 10 66 p<0.0001
Rain Possible 0 76 p,0.0001
Rain Convective 15 61 p,0.0001
Rain Stratiform 10 66 p_0.0001
Rain Isolated 18 57 p<0.0001
Warm Possible 18 57 p<O.0001

Storm Height 43 33 -

Bright Band Height 45 24 p_0.02
Bright Band Intensity 32 37 -

Table 7.41: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Transition between Forested & Deforested (MARGIN 40-70); The count of posi-
tive and negative normalized event count differences is compared to the binomial
distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 40 36 -

Rain Possible 16 60 p,0.0001
Rain Convective 37 39 -

Rain Stratiform 40 36 -

Rain Isolated 28 47 p-0.04
Warm Possible 28 47 p_0.04

Storm Height 39 37 -

Bright Band Height 42 29 -

Bright Band Intensity 40 31 -
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Table 7.42: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Transition between Forested & Deforested (MARGIN 50-80); The count of posi-
tive and negative normalized event count differences is compared to the binomial
distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 76 0 p 0.0001
Rain Possible 76 0 p<0.0001
Rain Convective 75 1 p,0.0001
Rain Stratiform 76 0 p<-0.0001
Rain Isolated 57 18 p<0.0001
Warm Possible 57 18 p<0.0001

Storm Height 45 31 p,0.14
Bright Band Height 36 34 -

Bright Band Intensity 38 32 -

The analysis of TRMM-2A23 rainfall occurrence counts with respect to different
representation of the transition zone between forested and deforested regions has
revealed that there are significantly more rainfall occurrences over the transition
between forested and deforested areas, depending on how the transition zone is
defined. In order to understand these results, analyses of the TRMM-2A23 rainfall
statistics in relation to intensively deforested areas are carried out. Forest cover
maps are created using lower thresholds to differentiate between forested and de-
forested pixels (i. e., 40% and 30%). These new maps are presented in Figure 7-8.
The results of the analyses (shown in Tables 7.43 & 7.44) indicate that there are
significantly less rainfall occurrences of all types over these intensively deforested
areas.

There is thus a very high association between rainfall and deforestation. The
results presented heretofore show that rainfall occurrences are significantly sup-
pressed over intensely deforested areas, and they are significantly enhanced over
the transitions zones. As in the analysis of shallow clouds, the role of topography
in these results must be examined. The results of rainfall and topography were
shown in the previous section; they are summarized and discussed in the following
subsection.
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Figure 7-8: Deforestation Maps of Domains: (a) 4-km resolution, 40% threshold;
(c) 4-km resolution, 30% threshold; ; (b) Difference between 50%-threshold &
40%-threshold deforestation maps (white areas are unchanged; green areas are
comparatively forested in 40%-threshold map; brown areas are comparatively de-
forested in 40%-threshold map); (d) Difference between 50%-threshold & 30%-
threshold deforestation maps (white areas are unchanged; green areas are compar-
atively forested in 30%-threshold map; brown areas are comparatively deforested
in 30%-threshold map).
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Table 7.43: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Deforestation (40% Threshold); The count of positive and negative normalized
event count differences is compared to the binomial distribution to detect significant
biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 0 76 p<0.0001
Rain Possible 0 76 p,0.0001
Rain Convective 2 74 p<0.0001
Rain Stratiform 0 76 p<0.0001
Rain Isolated 15 60 p<0.0001
Warm Possible 15 60 p0.0001

Storm Height 32 44 -

Bright Band Height 40 29 -

Bright Band Intensity 34 35 -

Table 7.44: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Deforestation (30% Threshold); The count of positive and negative normalized
event count differences is compared to the binomial distribution to detect significant
biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 0 76 p<0.0001
Rain Possible 0 76 p,0.0001
Rain Convective 0 76 p,0.0001
Rain Stratiform 0 76 p,0.0001
Rain Isolated 7 68 p,0.0001
Warm Possible 7 68 p<O.0001

Storm Height 32 44 -

Bright Band Height 42 26 p 0.07
Bright Band Intensity 30 38 -
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7.4.2 Rainfall & Topography

In relation to topographical features, the analyses of rainfall have shown that:

1. TRMM-2A23 rainfall occurrence counts are biased toward higher terrain for
all types of rainfall, as are TRMM-3A25 convective rainfall occurrence counts;
while TRMM-3A25 rainfall and stratiform rainfall occurrence counts are bi-
ased toward lower elevations, as are TRMM-3A25 surface rainfall and warm
rainfall occurrence counts;

2. TRMM-2A23 and TRMM-3A25 bright band height is biased toward lower ele-
vations;

3. TRMM-2A23 bright band intensity is negatively biased toward lower eleva-
tions;

4. TRMM-3A25 surface rain intensity and mean rain rates are biased toward
higher elevations;

5. TRMM-3A25 path-averaged stratiform reflectivites and 4 km level reflectivi-
ties are biased toward lower elevations.

6. TRMM-3A25 bright band pixels counts are biased toward lower elevations;

7. TRMM-2A23 rainfall occurrence counts are biased toward steeper slopes, (ex-
cept for warm and isolated rainfall events), as are TRMM-3A25 convective
rainfall counts;

8. TRMM-3A25 surface rain intensity, 6 km convective rain rate and reflectivity,
mean rain rate and the standard deviation of the mean rain rate are biased
toward steeper slopes, as are the measured and corrected reflectivitiees at the
2 and 6 km levels;

9. TRMM-3A25 4 km level stratiform rain rate and its standard deviation are
biased toward more gradual slopes;

10. TRMM-3A25 bright band height biased toward more gradual slopes;

There are again some discrepancies between the TRMM-2A23 and TRMM-3A25
results. These discrepancies are again probably due to the spatial resolution dif-
ferences in the elevation and slope fields used for TRMM-2A23 and TRMM-3A25.
Seeing that the TRMM-2A23 analyses were carried out with a higher resolution
representation of topography, these results will be accepted as being more repre-
sentative.

From the analysis of TRMM-2A23 and topography, the following are found: (i)
rainfall occurrence counts of all types are biased toward higher elevations; (ii)
bright band intensities are lower over the lowest elevations; (iii) bright band heights
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are lower over the highest elevations; and (iv) rainfall occurrences for rain certain,
rain possible, rain convective and rain stratiform are higher over steeper slope. The
distributions of elevation and slope with respect to base cover are plotted in Fig-
ure 7-10 for the three margin base covers. From the analysis of TRMM-2A23 and
marginal areas (MARGIN 50-80), it was found that: (i) rainfall occurrences for
all types of rainfall are higher over the marginal area; and (ii) bright band heights
are higher over non marginal areas. For the MARGIN 50-80 base cover, the dis-
tributions of slope and elevation over marginal versus non-marginal areas are very
similar (Figure 7-10 (e) & (f)). It can thus be argued that topographically-related
rainfall associations are not exclusively responsible for the observed behavior of
rainfall over marginal areas5. Thus, although the role of topography cannot be ne-
glected in the spatial organization of rainfall occurrences, it is safe to conclude that
the effect of deforestation is distinct enough not be be overwhelmed by orographical
processes.

7.5 Summary & Conclusion

The association between rainfall and deforestation was examined quantitatively
in this chapter using data from the Tropical Rainfall Measuring Mission (TRMM).
It was found that rainfall occurrences are significantly increased over the transition
zone between forested and deforested regions. It was also found that the same
rainfall occurrences are significantly suppressed over intensely deforested areas.
These results were examined in relation to topographical influences, and although
orography certainly plays an important role in modulating the spatial distribution
of rainfall, the effect of the land cover disturbance is "real", and not a contrived
by-product of topography. the results found in this chapter are - to the author's
knowledge - new discoveries about the impacts of deforestation on rainfall, which
have not even been inferred from previous modeling exercises.

sBy the same token, it can be said that the associations that were found between rainfall and the
two other marginal base covers are not a result of orography.
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Figure 7-9: Elevation and Slope Distribution v. Deforestation over Rondonia: (a)
30% Threshold v. Elevation & (b) Slope; (c) 40% Threshold v. Elevation & (d)
Slope; (e) 50% Threshold v. Elevation & (f) Slope. Deforested areas are represented
with the red line, while non forested areas are in green. Elevation is from the
Shuttle Radar Topography Mission (SRTM). Slopes are derived from elevation field.
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CHAPTER 8

COLD CLOUDS &
DEFORESTATION

The availability of the GOES-8 dataset that was used for the examination of
shallow cumulus clouds, coupled with a desire to corroborate the TRMM rainfall
results presented in Chapter 7, behoove an analysis of high clouds, whose tops fall
below a certain threshold in temperature. The record of GOES-8 imager data over
the Amazon basin that was used for the analyses in Chapter 6 is used here to derive
cold clouds. These clouds are not necessarily raining clouds (e. g., cirrus), but Negri
et al. [2004] found evidence of a relation between high clouds and deforestation. In
this chapter, cold cloud maps are produced over the Rondonia domain, and they are
subsequently analyzed in the same fashion that the shallow clouds were analyzed
in Chapter 6.

8.1 Cold Cloud Detection

The cold clouds are derived here using a single reflectivity threshold and three
separate temperature thresholds. The algorithm is given in Table 8.1. The cold
cloud fields are analyzed in exactly the same manner as the shallow cumulus clouds
were analyzed in Chapter 6. The cold cloud fields are compared to forest cover
patterns using the SHF algorithm with the same base forest cover and randomized
realizations of forest cover that were use in the shallow cloud analysis.

8.2 Analysis of Cold Clouds and Deforestation

A qualitative assessment of the maps of average fractional cold cloud cover over
the RondOnia domain shown in Figures 8-1, 8-2, 8-3 & 8-4 indicates that cold clouds
have a predominant association with topographical features, which are depicted in
Figure 8-1(a). The cold cloud features at other times of day bear less resemblance
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Table 8.1: Cold Cloud Classification Algorithm.

Cloud-275 Cloud-255 Cloud-235

VIS Reflectance Threshold (%) 70 70 70
TIR Temperature Threshold (K) 275 255 235

Simultaneous or Independent S S S

to surface features, as is seen in Figure 8-2. The mean fractional 17h45 UTC cold
cloud cover exhibits a clear signature of the ridge that runs north-west to south-east
in the lower half of the domain. The cold cloud features are not exactly co-located
with that ridge, as they are slightly to the south and west. This feature is repeated
in the seasonal maps of cold cloud fractional cover (Figures 8-3 & 8-4). There is,
however, another remarkable feature in the cold cloud maps that seems to corre-
spond to the inverted v-shape savannah region centered about 61.5 0W and 8.5 0 S.
This feature seems to be persistent as it shows up during all seasons (Figures 8-
3 & 8-4). This observation gives credence to the observations of Negri et al. [2004],
who found that there was an increase in fractional cold cloud occurrence over the
same area. Negri et al. [2004]'s dataset was based on an IR threshold of 225 K
covering August and September of 2000 and 20011. Negri hypothesized that this
increase in convective activity was due to the surface heating contrast created by
the savannah. Interestingly, Negri et al. [2004] did not observe this type of surface
driven convective activity contrast in other months of the year. They thus concluded
that this type of phenomenon was easily "overwhelmed by the transport of synoptic-
scale moisture into the domain". Some of the qualitative observations herein are
thus at odds with the results of Negri et al. [2004], and prompt further quantitative
investigations.

The quantitative analysis of the cold cloud cover relies on the same type of statis-
tics that were used in the analysis of shallow clouds. The monthly mean difference
in cold cloud fractional cover between deforested and forest areas is calculated
(CDD), as is the count of days in a month when the fractional cold cloud cover
over deforested areas is greater than that over forested areas (EC). The monthly
time-series of 255 K cold cloud CDD and EC are plotted in Figures 8-5 & 8-6 along
with their 99% confidence intervals, which were generated using the shuffled forest
cover maps. As in the shallow cloud analysis, the relative frequency of departures
from the 99% confidence intervals is calculated for each month, and rationalized
as a seasonal climatology in Figure 8-7. The frequency of departures from he 99%
confidence bounds do not show many consistent features across the 3 cold cloud
fields (that differ by the temperature threshold), nor do they exhibit consistent fea-
tures across the 3 times of day. The only two consistent features are the significantly
higher cold cloud fractional cover over deforested areas at 17h45 UTC during the
monsoon (DJF), and the significantly lower cold cloud fractional cover over defor-

'Negri et al. [20041 state that their results are similar using a threshold of 255 K.
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Figure 8-1: Long-Term Mean Cold Cloud Cover; (a) SRTM Elevation map and
(b) Average Fractional Cover of 17h45 UTC Cold Clouds (colder than 235 K) over
Rondonia.
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Figure 8-2: Long-Term Mean Cold Cloud Cover;Average Fractional Cover of
(a) 14h45 UTC and (b) 20h45 UTC Cold Clouds (colder than 235 K) over Rond6nia.
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Figure 8-3: Long-Term Seasonal Mean Cold Cloud Cover (12/1/2000-3/31/2003);
Average Fractional Cover of Cold Clouds over Rond6nia at (a) DJF and (b) MAM.
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Figure 8-6: Monthly Time-Series of Fractional 255 K Cold Cloud Exceedence Counts
over the Rondonia Domain at (a) 14h45 UTC, (b) 17h45 UTC and (c) 20h45 UTC.
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Figure 8-7: Seasonal Climatologies of Cold Cloud CDD and EC significance for
Rondonia; bars represent normalized number of times that a statistic is signifi-
cant for a specific month; positive (negative) is for number of times that statistic is
greater (smaller) than upper (lower) bound of 99% confidence interval. Frequency
of 275 K Cold Clouds CDD and EC significance at (a) 14h45 UTC, (b) 17h45 UTC,
and (c) 20h45 UTC; Frequency of 255 K Cold Clouds CDD and EC significance at
(d) 14h45 UTC, (e) 17h45 UTC, and (f) 20h45 UTC; Frequency of 235 K Cold
Clouds CDD and EC significance at (g) 14h45 UTC, (h) 17h45 UTC, and (i) 20h45
UTC.
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Table 8.2: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Difference v. Forest Cover; The count of positive and negative differences is
compared to the binomial distribution to detect significant biases.

Variable Time >0 Counts <0 Counts Significance

14h45 UTC 41 62 p<0.05
Cold Cloud (275 K) 17h45 UTC 17 12 -

20h45 UTC 5 24 p<0.0006

14h45 UTC 35 66 p<0.003
Cold Cloud (255 K) 17h45 UTC 15 14 -

20h45 UTC 4 25 p0.0002

14h45 UTC 31 68 p0.0003
Cold Cloud (235 K) 17h45 UTC 13 16 -

20h45 UTC 4 25 p<0.0002

Table 8.3: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Exceedence Counts v. Forest Cover; The count of EC counts greater and
smaller than half the number of days is compared to the binomial distribution to
detect significant biases.

Variable Time > di Counts < di Counts Significance

14h45 UTC 14 84 p,0.0001
Cold Cloud (275 K) 17h45 UTC 11 18 -

20h45 UTC 6 23 p0.003

14h45 UTC 10 85 p,<0.0001
Cold Cloud (255 K) 17h45 UTC 8 20 p 0.04

20h45 UTC 4 24 p,<0.0002

14h45 UTC 15 79 p0.0001
Cold Cloud (235 K) 17h45 UTC 7 20 p<0.02

20h45 UTC 3 25 p(O.OOOl
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ested areas at 20h45 UTC during the pre-monsoon (SON).

There are however some consistent features in the cold clouds when they are
examined as a binomial variable. The CDD and EC time-series are analyzed under
the hypothesis that if cold clouds and deforestation are unrelated, the distribution
of positive and negative CDDs (EC greater or smaller than half the number of days
in month) distribution should mimic that of a binomial variable. The results of
that analysis are presented in Tables 8.2 & 8.3. This analysis reveals that there are
significantly more cold clouds over forested pixels at 14h45 UTC and 20h45 UTC.
The distribution of EC also show some significance at 17h45 UTC for the 255 K
and 235 K clouds, but the level of significance is lower, and these results are not
reflected in the CDD distribution. The role of topography in these results must
be questioned though. It was seen in Chapter 6 that deforested areas are slightly
biased toward lower elevations and more gradual slopes.

8.3 Cold Clouds & Topography

The qualitative evaluation of the cold cloud fields (Figures 8-1, 8-2, 8-3 & 8-
4) revealed that cold clouds were associated with two prominent features in the
Rond6nia domain: the ridge that runs from north-west to south-east in the bot-
tom half of the domain, and the inverted v-shaped savannah clearing in the nort-
eastern quadrant of the domain. Both these associations were more prominent
at 17h45 UTC (13h45 LT). In the previous section, it was found that there were
apparent associations between deforestation and cold clouds at 14h45 UTC and
20h45 UTC, when cold clouds dominated over forested areas. This section will
employ the same analysis tools to explore the association between topography and
cold cloud fields.

The seasonal climatology of departures from the empirically derived 99% confi-
dence bounds is represented in Figure 8-8 for elevations and Figure 8-9 for slopes.
With respect to elevation, there are consistent results at 14h45 UTC and 20h45 UTC
when cold clouds are significantly more prevalent over lower elevations. This is re-
flected for all elevation thresholds in the CDD analysis, and only for the 30% highest
v. 70% lowest in the EC analysis. The results at 17h45 UTC are consistent with the
qualitative analysis of the cold cloud cover over the domain made in the previous
section. The CDD analysis at 17h45 UTC shows that there are consistently more
clouds over the 30% highest pixels. It should also be noted that during the post-
monsoon and dry seasons (i. e., MAM and JJA), there are more clouds over the 30%
lowest pixels at 17h45 UTC, and that no consistent trend is detected at all for the
EC analysis at 17h45 UTC. There is thus a strong diurnal modulation of cold clouds
with respect to topography The analysis with respect to slopes reveals much the
same trends, although the diurnal reversal of association is not as clear. In all, cold
clouds seem to be more prevalent over more gradual slopes.

The binomial analyses of the time series of cold cloud CDD and EC over eleva-
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Figure 8-8: Seasonal Climatologies of Cold Cloud CDD and EC significance for
Rondonia Elevations; bars represent nonnalized number of times that a statistic
is significant for a specific month; positive (negative) is for number of times that
statistic is greater (smaller) than upper (lower) bound of 99% confidence interval.
Frequency of 235 K Cold Clouds CDD significance at (a) 14h45 UTC, (b) 17h45
UTC, and (c) 20h45 UTC; Frequency of 235 K Cold Clouds EC significance at (d)
14h45 UTC, (e) 17h45 UTC, and (f) 20h45 UTC. Key to legend: 30% signifies the
difference between the 30% highest pixels and the 70% lowest pixels; 50% signi-
fies the difference between the 50% highest pixels and the 50% lowest pixels; 70%
signifies the difference between the 70% highest pixels and the 30% lowest pixels.
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Table 8.4: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Difference v. Elevation; The count of positive and negative differences is
compared to the binomial distribution to detect significant biases. The ranges are
the percentile cutoffs used to create a binary ("high" v. "low") field from the original
DEM (e. g., a range of "30" specifies the difference of the statistic between the 30%
highest pixels and the 70% lowest.)

Variable Time Range >0 Counts <0 Counts Significance

30 28 75 p0.0001
14h45 UTC 50 29 74 p,0.0001

70 34 69 p0.0008

30 20 9 p,0.07
Cold Cloud (275 K) 17h45 UTC 50 22 7 pO.009

70 17 12

30 6 23 p0.003
20h45 UTC 50 4 25 p0.0002

70 4 25 p0.0002

30 21 80 p0.0001
14h45 UTC 50 19 82 p<0.0001

70 30 71 p0.0001

30 20 9 p,0.07
Cold Cloud (255 K) 17h45 UTC 50 19 10 p,0.14

70 17 12

30 6 23 p<0.003
20h45 UTC 50 5 24 p-0.0006

70 4 25 p,0.0002

30 14 84 p,0.0001
14h45 UTC 50 18 81 p 0.0001

70 26 73 p0.0001

30 18 11
Cold Cloud (235 K) 17h45 UTC 50 19 10 p_0.14

70 15 14

30 4 25 p0.0002
20h45 UTC 50 5 24 p-0.0006

70 4 25 p,<0.0002
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Table 8.5: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Exceedences v. Elevation; The count of positive and negative differences is
compared to the binomial distribution to detect significant biases. The ranges are
the percentile cutoffs used to create a binary ("high" v. "low") field from the original
DEM (e. g., a range of "30" specifies the difference of the statistic between the 30%
highest pixels and the 70% lowest.)

Variable Time Range >0 Counts <0 Counts Significance

30 11 89 p-0.0001
14h45 UTC 50 21 73 p<0.0001

70 57 43 -

30 17 10 -
Cold Cloud (275 K) 17h45 UTC 50 16 12 -

70 15 11 -

30 4 25 p,0.0002
20h45 UTC 50 2 26 p<0.0001

70 7 22 p,0.009

30 7 93 p<0.0001
14h45 UTC 50 15 80 p<0.0001

70 43 43 -

30 16 11 -
Cold Cloud (255 K) 17h45 UTC 50 15 12 -

70 13 15 -

30 4 23 p 0.0004
20h45 UTC 50 3 24 p,0.0001

70 5 22 p,0.002

30 5 91 p0.0001
14h45 UTC 50 16 81 p0.0001

70 44 45 -

30 15 12 -
Cold Cloud (235 K) 17h45 UTC 50 14 12 -

70 14 13 -

30 3 26 p0.0001
20h45 UTC 50 5 23 p0.001

70 5 21 p0.003
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Table 8.6: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Difference v. Slope; The count of positive and negative differences is com-
pared to the binomial distribution to detect significant biases. The ranges are the
percentile cutoffs used to create a binary ("steep" v. "gradual") field from the orig-
inal DEM (e. g., a range of "30" specifies the difference of the statistic between the
30% steepest pixels and the 70% most gradual.)

Variable Time Range >0 Counts <0 Counts Significance

30 37 66 p<0.006
14h45 UTC 50 36 67 p,0.003

70 35 68 p<0.002

30 13 16
Cold Cloud (275 K) 17h45 UTC 50 12 17

70 11 18

30 1 28 p,0.0001
20h45 UTC 50 2 27 p,0.0001

70 2 27 p,0.0001

30 33 68 p0.0007
14h45 UTC 50 26 75 p,0.0001

70 34 67 p0.002

30 13 16
Cold Cloud (255 K) 17h45 UTC 50 13 16

70 13 16

30 0 29 p0.0001
20h45 UTC 50 0 29 p0.0001

70 2 27 p<0.0001

30 32 67 p0.0006
14h45 UTC 50 30 69 p_0.0002

70 28 71 p,0.0001

30 13 16
Cold Cloud (235 K) 17h45 UTC 50 12 17

70 13 16

30 0 29 p<0.0001
20h45 UTC 50 0 29 p,0.0001

70 1 28 p_<0.0001
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Table 8.7: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Exceedences v. Slope; The count of positive and negative differences is com-
pared to the binomial distribution to detect significant biases. The ranges are the
percentile cutoffs used to create a binary ("steep" v. "gradual") field from the orig-
inal DEM (e. g., a range of "30" specifies the difference of the statistic between the
30% steepest pixels and the 70% most gradual.)

Variable Time Range >0 Counts <0 Counts Significance

30 31 64 p<0.001
14h45 UTC 50 35 58 p_0.03

70 42 51 -

30 7 21 p,0.02
Cold Cloud (275 K) 17h45 UTC 50 10 18 -

70 15 13 -

30 1 27 p<0.0001
20h45 UTC 50 3 25 p<0.0001

70 4 21 p<0.001

30 28 62 p<0.0005
14h45 UTC 50 39 49 -

70 58 33 p,0.02

30 9 19 p<0.09
Cold Cloud (255 K) 17h45 UTC 50 9 17 -

70 14 13 -

30 1 28 p<0.0001
20h45 UTC 50 2 25 p<,0.0001

70 2 24 p,0.0001

30 27 64 p0.0002
14h45 UTC 50 41 49 -

70 57 35 p<0.03

30 9 19 p,0.09
Cold Cloud (235 K) 17h45 UTC 50 9 17 -

70 17 11 -

30 1 28 p0.0001
20h45 UTC 50 0 27 p 0.0001

70 3 25 p0.0001
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tions are summarized in Tables 8.4 & 8.5. The results from these binomial analyses
are consistent with the randomization analyses. There is a significant bias for cold
clouds over low elevations at 14h45 UTC and 20h45 UTC; this is reflected in both
the CDD and EC binomial analysis. Moreover, there is a significant bias for cold
clouds over higher elevations at 17h45 UTC, although is is only observed in the
CDD analysis and it does not hold true for all combinations of elevation thresholds
and maximum cloud top temperatures. The binomial analyses of the CDD and EC
time-series with respect to slopes are summarized in Tables 8.6 & 8.7. These are
again consistent with the randomization analyses. They show the preference of cold
clouds for gradual slopes at 14h45 UTC and 20h45 UTC. There is also a bias in the
EC at 17h45 UTC between the 30% steepest and 70% most gradual slopes; there is
a bias of cold clouds toward more gradual slopes.

The analysis of cold cloud and topography thus shows that cold clouds are sig-
nificantly associated with lower elevations and more gradual slopes at 14h45 UTC
and 20h45 UTC, while there is a significant association of cold clouds with higher
elevations but still more gradual slopes at 17h45 UTC. There is thus a diurnal rever-
sal in the association of cold clouds with elevation, while there is merely a diurnal
weakening of the association between cold clouds and slopes. Yet the effect of land
cover changes is still not clear. As such, an analysis on sub domains similar to that
carried out in Chapter 6 is given in the following section, and is expected to high-
light the feature of cold clouds that was qualitatively observed over the inverted
v-shaped savannah.

8.4 Scale Analysis

As in the analysis of shallow clouds, the contrast in cloudiness is examined here
over two sub-areas in the domain: the inverted v-shaped savannah areas, as well as
an area that exhibits the typical fishbone pattern of deforestation. Both domains are
exactly the same size, measuring 1.30 to the side. The forest cover and topography
of these sub-domains are depicted in Figures 6-38 & 6-39. Figures 8-10 & 8-11
show the monthly time-series of CDD for 255 K cold clouds at all three times of day
for the savannah and fishbone domains respectively. Cursory examination of these
figures indicates that there seems to be more cold clouds over the savannah, while
the difference between deforested and forested areas isn't clearly significant.

The binomial analysis of these time series for both domains are presented in Ta-
bles 8.8 & 8.9 for the savannah and fishbone domains respectively. For the savannah
domain, these analyses reveal that there are more cold clouds over the savannah
clearing at 17h45 UTC for all temperature thresholds. This is in contrast with the
fact that forested areas have more cold cloud cover at 14h45 UTC (for 275 K and
235 K clouds), while there are more 275 K clouds only over the savannah clear-
ing at 20h45 UTC. The deforested domain analysis shows that there are more cold
clouds over the forested pixels at 20h45 UTC for all cloud top temperature thresh-
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Figure 8-10: Monthly Time-Series of Fractional 255 K Cold Cloud Cover Differ-
ences between Deforested and Forested Pixels over the Savannah Domain at (a)
14h45 UTC, (b) 17h45 UTC and (c) 20h45 UTC.
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olds, and there are more 255 K clouds over forested areas at 14h45 UTC. Com-
paring the results from the savannah and fishbone domains may indicate that the
clearing does promote deep convection around mid-day, but only the savannah sub
domain exhibits a strong enough surface contrast to actually promote significant
convective development. The fishbone domain sees a decrease in the preference of
cold clouds for forested pixels around mid-day, but the surface contrast may not be
strong enough to actually promote deep convection reliably over the cleared areas.

8.5 Discussion & Conclusions

The initial qualitative assessment of cold clouds seemed to indicate that cold
clouds were associated with both elevation (the ridge in the south-western quad-
rant of the domain) and land cover (the inverted v-shaped savannah clearing in the
north-eastern quadrant of the domain). The quantitative analysis of the cold cloud
fields confirmed that around mid-day (17h45 UTC), cold clouds show a strong as-
sociation with higher elevation and the savannah clearing. The correspondence
of cold clouds with the savannah clearing is consistent with Negri et al. [2004]'s
results, although it also contradicts the same study. Indeed, Negri et al. [2004]'s
conclusions were that this enhancement of cold clouds over the savannah clearing
only occurred under weak synoptic circulation and only during the pre-monsoon.
Here, it is shown that the cold cloud enhancement occurs throughout the year, thus
leading to a persistent bias of cold cloudiness around mid-day.

The quantitative analysis also revealed that the cold cloud fields were signifi-
cantly associated with forested areas at 14h45 UTC and 20h45 UTC. This result, in
conjunction with the result that shows that there are more cold clouds over lower
elevations at these same times, proves very interesting. Indeed, as stated in Chap-
ter 6, the distribution of elevations and slopes are roughly similar for both forested
and deforested pixels, although there is a slight bias toward lower elevations and
more gradual slopes in the case of deforested pixels. Thus, the results concerning
cold clouds and forest cover and those relating cold clouds with topography are at
odds with each other. It would thus seems that both elevation and land cover have
influences on the location of cold clouds. The same logic applies to the results that
show more cold clouds over high elevation at 17h45 UTC, while showing more cold
clouds over deforestation at the same time of day. These results together decisively
affirm the initial qualitative observations that cold cloud fields are influenced both
by topography and forest cover. This result also fits very well within the context of
the shallow clouds and rainfall results presented in the preceeding chapters. The
inter-relatedness of these three sets of results still remains conjectural though, and
behooves some further investigation.
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Table 8.8: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Difference v. Forest Cover over Savannah Domain; The count of positive and
negative differences is compared to the binomial distribution to detect significant
biases.

Variable Time >0 Counts <0 Counts Significance

14h45 UTC 43 60 p,<0.12
Cold Cloud (275 K) 17h45 UTC 25 4 p0.0002

20h45 UTC 19 10 p 0.14

14h45 UTC 41 55 -

Cold Cloud (255 K) 17h45 UTC 21 8 p(0.03
20h45 UTC 17 12 -

14h45 UTC 36 54 p<0.08
Cold Cloud (235 K) 17h45 UTC 22 7 p<0.009

20h45 UTC 18 11 -

Table 8.9: Significant Results from the Binomial Analysis of Cold Cloud Fractional
Cover Difference v. Forest Cover over Fishbone Domain; The count of positive and
negative differences is compared to the binomial distribution to detect significant
biases.

Variable Time >0 Counts <0 Counts Significance

14h45 UTC 42 57 -

Cold Cloud (275 K) 17h45 UTC 16 14 -

20h45 UTC 10 19 p_0.14

14h45 UTC 37 56 p,0.07
Cold Cloud (255 K) 17h45 UTC 15 14 -

20h45 UTC 9 20 p<0.07

14h45 UTC 37 48 -

Cold Cloud (235 K) 17h45 UTC 15 13 -

20h45 UTC 9 20 p 0.07
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CHAPTER 9

STUDY OF LONG TERM
RAINFALL RECORD

Deforestation in the Amazon basin has proceeded rapidly during the past 50
years. Figures 9-1 & 9-2 provide snapshots of the Amazon basin's forested state
throughout the past 30 years. There has been a dramatic change in the surface cover
during these past decades, especially in the southern areas of the Amazon. Such a
dramatic change in the land cover properties has prompted research into long term
trends of climatic variables that could be related to deforestation. The hydrologic
importance of the Amazon river (20% of global runoff [Salati and Vose, 1984]) may
transform small relative changes into significant alterations in flood peaks or river
flows. Some have posited that river flows should be impacted, as the contribut-
ing catchments' response to rainfall is intimately related to the surface properties.
Also, runoff represents the integrated hydrologic response of a basin, and is thus
an interesting measure of change. Yet, studies on Amazon river flows have been
either detected increasing trends [Gentry and Lopez-Parodi, 1980] that have sub-
sequently been overshadowed by uncertainties in the measure [Nordin and Meade,
1982]; or they have been unable to detect changes that could be related to defor-
estation (Sternberg [1987], Richey et al. [1989], Marengo [1995]). Others have
concentrated on long term trends in outgoing longwave radiation (OLR). These
studies have detected increasing trends in trends in OLR (Chu et al. [1994],DeLib-
erty [2000],Chen et al. [2002]), which indicate that the convective activity over
the Amazon has increased over the past few decades. In this chapter, a long record
of monthly raingauge accumulations at Porto Velho (Rondonia) is studied in order
to verify the latter findings, and perhaps to understand how the results from the
TRMM analysis can be set into a context of long term change.
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9.1 Precipitation Record at Porto Velho: Data and Analysis

The raingauge record at Porto Velho (station #30382825000), which is located
on the Solim6es (or Madeira) river in the north of Rondonia, is from the Global
Historical Climatology Network (GHCN) (Eischeid et al. [1991], Easterling et al.
[1996], Vose et al. [1992]). GHCN comprises surface monthly measurements of sur-
face temperature, surface pressure, sea level pressure and precipitation from a col-
lection of 20,000 stations around the world. The record at Porto Velho was selected
as it is the only long term record available in the Amazon basin; it's monthly record
goes as far back as 1928. The raw data time series of monthly precipitation accu-
mulations is plotted in panel (a) of Figure 9-3, while the gap-filled record (using
climatological values to fill in missing data months) is presented in panel (b). The
monthly climatology of monthly precipitation accumulations is plotted in panel (c),
and shows the dramatic difference in rainfall accumulations between the wet and
dry seasons (i. e., from over 300 mm per month during the wet season, to less than
50 mm per month during the dry season).

Most gaps in the Porto Velho raingauge record occur in the latter third of the
record. Moreover, as is attested to in Table 9.1, some months are particularly af-
fected by missing data. The four months that have the least amount of missing
data are March, April, July and August. The time-series of rainfall accumulations
for these months are plotted in panels (b) & (c) of Figure 9-4, along with the total
annual accumulation in panel (a) (from the gap-filled record). Trends from these
time-series are not clearly visible. These selected data series will thus be examined
using an Extended Sequential Kendall Ranking test.

The Extended Sequential Kendall Ranking test is, as its name indicates, an ex-
tension to the normal Kendall Ranking test. It proceeds as follows: the Kendall

Table 9.1: Missing Data Months from Porto Velho Raingauge Record.

Month Missing Years

January 1937; 1938; 1956; 1981; 1988; 1992; 1993; 1994; 1995; 1999; 2003
February 1929; 1981; 1988; 1992; 1993; 1994; 1995; 1997; 1998; 1999; 2003
March 1988; 1997; 2001
April 1971; 1988; 1997; 2001
May 1988; 1993; 1997; 1998; 2002
June 1929;1971;1982; 1993;1994;1995;1999
July 1929; 1953; 1971; 1982
August 1971; 1982; 1989; 1993
September 1982; 1987; 1992; 1993; 1995; 1997
October 1970; 1981; 1982; 1983; 1987; 1992; 1993; 1995
November 1982; 1987; 1992; 1993; 1994; 1995
December 1957; 1982; 1987; 1992; 1993; 1994; 1995
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ranking test is applied sequentially to each point on record, starting from the be-
ginning of the record, and ending some pre-determined length before the end. It is
a forward looking test only, since records that are located before the starting point
are dropped from the analysis with each sequential increment. The result of the
test is a significance level associated with an increasing or decreasing trend. As
in the original Kendall test, the significance level takes the number of data points
into account, which makes an inter-year comparison possible. The results from the
Extended Sequential Kendall Ranking test are plotted in Figure 9-5.

The Extended Sequential Kendall Ranking test detects a significant decreasing
trend in the rainfall accumulations for the month of March that is detectable for
records starting in the years 1930 to 1945, and again from 1978 to 1983. The trends
detected for the months of July and August are increasing for records starting with
years 1930 to 1950. The significance of the increasing trend is weaker for July than
it is for August. These results indicate that rainfall accumulations have decreased
significantly at the end of the wet season, while they have significantly increased at
the end of the dry season.

9.2 Discussion & Conclusion

Even though the GHCN project has rigorous quality control procedure, the re-
sults from the above analysis must be understood in the context that they are de-
rived from one raingauge, and as such represent trends in rainfall at one point.
The results do not, and should not be generalized to describe areal rainfall totals in
Rond6nia. Historically, Porto Velho was founded around 1907 and officially named
Porto Velho in October 1914. It was originally a way point along the railway that
connected the rubber plantations of Bolivia to the Atlantic for trade with Europe
and the United States (the railway was completed in 1912.) The population of
Porto Velho now stands at 300,000 inhabitants, with most of the growth occurring
around the end of the seventies and during the eighties when the Brazilian gov-
ernment decided to open lands to agriculture. The rainfall trends could thus be
attributable to nothing more than urbanization. Due to the absence of corrobo-
rating evidence from other raingauges, a conjectural treatment of the significant
trends in rainfall accumulations follows.

In the context of the results found in previous chapters, it could be stipulated
that the increase in late dry season rainfall is a direct consequence of deforestation.
Indeed, shallow clouds were greatly enhanced over deforested regions, especially
toward the end of the dry season and during the pre-monsoon. If the significant
increase in marginal area rainfall occurrence detected in Chapter 7 is assumed to
be related to the shallow cloud enhancement, then it is plausible to stipulate that
the increase in rainfall accumulation detected for the month of August in the Porto
Velho raingauge record is directly related to deforestation. This hypothesis would
gain in credibility if similar increasing trends were found for the months of Septem-
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ber, October and November. The decreasing trend in March rainfall is harder to
relate to deforestation. It certainly does no sit well with the increasing OLR trends
found by Chu et al. [1994], DeLiberty [2000] and Chen et al. [2002]. Both results
taken together (decrease in late wet season rainfall and increase in late dry sea-
son rainfall) could be a sign of a shift in seasonality, and perhaps a symptom of a
larger-scale long term variation.
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CHAPTER 10

CONCLUSIONS

The earth's climate exhibits variability at many temporal (diurnal, seasonal,
inter-annual, decadal, etc.) and spatial scales (local, regional, continental, global).
The interest of the scientific community has been to describe this climatic variabil-
ity, and to determine the part of climatic variability that arises as a result of anthro-
pogenic activity. One of the key science objectives posed in Entekhabi et al. [1999]
is to determine methods to differentiate human-induced effects on the hydrological
cycle from those resulting from natural climate variability. This thesis' objective was
to quantitatively assess the impacts of current deforestation on the hydrological cli-
mate of the Amazon basin, which is certainly one of the most notorious examples
of anthropogenic modification of the natural environment.

In order to achieve that objective, this thesis has examined the spatial patterns
of shallow cumulus clouds, cold clouds and rainfall in relation to the patterns of
observed deforestation over the Amazon basin. In summarizing the results about
shallow clouds, it was concluded that deforestation has induced significant shifts
in such climatological patterns. Shallow cumulus clouds are significantly enhanced
over deforested areas at all times of day The result was also tested against syn-
optic atmospheric conditions, and while the enhancement shows some sensitivity
to winds (magnitude, direction and shear) and antecedent precipitation, the en-
hancement was robust enough to appear under most circumstances. An analysis
of the shallow clouds over smaller sub-domains revealed that the shallow cloud
enhancement was robust with regards to the range of disturbance scales observed
in the Amazon. It was found that there are more cold clouds over forested areas
at 14h45 UTC and 20h45 UTC. Upon examination of the patterns of cold clouds
over a patch of savannah in northern Rondonia, it was found that cold clouds form
preferentially over the savannah clearing at 17h45 UTC (13h45 LT). In general,
the patterns of cold clouds were found to be more strongly associated with topo-
graphical features. Finally, the results on rainfall patterns, records from the Pre-
cipitation Radar on board the TRMM satellite revealed that there was a significant
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increase in rainfall occurrences over the transition zone that separates deforested
from forested areas. It was also shown that there were significantly less rainfall
events over intensely deforested areas. The spatial patterns of rainfall occurrences
were also shown to be modulated by topographical features, although these mod-
ulations were shown to be separate from those originating from the land surface
contrasts. An analysis of a long-term record of monthly precipitation accumulations
at Porto Velho (Rond6nia, Brazil) pointed to a significant decrease in rainfall occur-
rences during the late monsoon season since 1945, and to a significant increase in
rainfall accumulation at the end of the dry season (August) over the same time pe-
riod. No definitive conclusions about the role of deforestation in these trends were
drawn. There is however a conspicuous synchrony between the long term changes
in rainfall accumulations and deforestation in the Amazon basin.

The enhancement of shallow clouds has potentially important ramifications. In-
deed, due to their high variability, extent (at any time, about two-thirds of the
earth is covered by clouds) and pronounced optical characteristics, clouds plays a
dominant role in the earth's radiation balance and hence in global climate [Min-
nis and Harrison, 1984; Rossow et al., 1989; Rossow and Garder, 1993]. Rossow
and Garder [1993] add that the exchange of radiation (solar and terrestrial) at the
top of the atmosphere, which is critically modulated by clouds, "establish[es] the
fundamental constraint on climate." Clouds are all the more important due to their
active role in the transport and exchange of water. Moreover, the clouds studied in
this thesis occur in the tropics - a latitudinal band that exports moisture and en-
ergy poleward - and are thus all the more significant on the global system. Thus,
beyond the simple change in shallow cloud patterns that was reported in this the-
sis, the shallow and cold cloud results may be related to large-scale changes in the
equatorial radiation and moisture budgets that have recently been observed (e. g.,
Chen et al. [2002], Wielicki et al. [2002]). Further study of the implications of the
observed shifts in the patterns of shallow and cold clouds is necessary in order to
fully understand their impact of the local and regional radiation balance.

Understanding how the climatic shifts in regional cloud cover affect the global
climate is certainly an interesting future avenue of research, albeit non-trivial. In-
deed, the predominant uncertainty in accurately describing the earth's climate lies
in cloud-radiative feedbacks [Rossow et al., 1989]. The complexity of the nature
of interactions of clouds with radiation is at the root of this uncertainty. Some of
the properties that are responsible for this complexity are enumerated by Rossow
et al. [1989] as: (i) cloud microphysical properties (e. g., particle size, shape, ori-
entation, phase and number diversity); (ii) cloud macrophysical properties (e. g.,
cloud cover, optical thickness, cloud top temperature, morphology and geometrical
extent); (iii) cloud context (i. e., surface albedo, atmospheric temperature profile,
aerosol size distribution and concentration); and (iv) variability (e. g., temporal
and spatial variability, geometry relative to solar irradiance). The state-of-the-art
knowledge is still not sufficient to tackle these problems. While comparing the data
showing spuriously high absorption of solar radiation by clouds with models, Cess
et al. [1995] highlighted the shortcomings in the knowledge of the scientific com-
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munity in the affairs of cloud radiative transfer processes. Their emphasis was on
the role of particles in absorption properties, and in the heterogeneous nature of
the spatial distribution of particles in the atmosphere. Nonetheless, many studies
have attempted and been able to describe the integrated effect of cloud-radiative
interactions. For example, Wang et al. [2002] examined the impact of clouds on
outgoing longwave radiation (OLR) in the tropics between 1985 and 1998 using
satellite-derived cloud vertical distributions and radiation parameters. They found
a drying in the upper troposphere as indicated by a decrease in cloud frequency
at that level. Coinciding with this was an increase in cloud frequency in the lower
troposphere, and they hypothesized that the change arose from an increase in the
intensity of the large-scale circulation. It remains to be seen whether the long-term
changes in cloudiness that were observed in this thesis are capable of promoting
large-scale changes in the Earth's radiative budget and thus it's climate.

The results presented in this thesis show that current Amazonian deforestation
gives rise to significant and persistent mesoscale circulations, which are known to
enhance the transport of moisture from the land into the boundary-layer (e. g.,
Anthes [1984]). The interaction of these mesoscale circulations with the rain-
suppressing aerosols from biomass burning [Koren et al., 2004] during the dry
season (JJA) poses another interesting problem. While the particles released by
the burning of forest stands tends to suppress rainfall, the results presented herein
indicate that the surface thermal inhomogeneities created by the change in land sur-
face properties act to enhance rainfall occurrences. There is a caveat, in that a clear
suppression of rainfall occurrences were found to occur over intensely deforested
areas. Hence, if biomass burning is practised more frequently in areas of intense
deforestation, rather than in the transition zones that separate forested from de-
forested areas, then the suppressed rainfall could be a product of the aerosols and
not a result of atmospheric subsidence. The complexities of the system under study
render definitive conclusions impossible until the interactions between the various
components of the system are further understood. Indeed, there is still a profound
lack of knowledge regarding even the simple unidirectional impact of aerosols on
climate; their potential importance is however not missed, and hypotheses are not
lacking. Andreae et al. [2004] argued the potential global implications of biomass
burning smoke through their effect on clouds and rainfall; it could be that the en-
hancement of shallow clouds found here actually serves to moisten the atmospheric
boundary-layer and further invigorate the the convective towers of the Amazon. It
could conversely be hypothesized that the increase in precipitation occurrences re-
ported in this thesis may potentially cancel the effect of biomass burning aerosols on
the deep convective towers that are characteristics of the tropical South-American
continent.

Finally, the impacts of the local changes in cloud cover and rainfall occurrence
may direct the brunt of their weight on the local ecosystem dynamics. There is an
intimate relationship between the make-up of ecosystems and the climate in which
they thrive. Notwithstanding the direct alteration of the ecosystems by the mere act
of deforestation, shifts in available radiation and precipitation may lead to changes
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in the ecosystems' intensive properties (e. g., relative proportion of species), and

may even lead to dramatic changes in the ecosystems' extensive properties (e. g.,
total biomass, localized species extinction). Such changes have already been re-
ported by Laurance et al. [1998, 2004], who report the gradual change in the com-
position of Amazon forest stands toward early-successional and fire-adapted tree
species, and who suggest there are edge effects that decrease the above-ground
biomass in tree stands that neighbor deforested patches. It is unknown whether
these observed changes are direct impacts of the changes in cloudiness and rainfall,
or whether these changes are stable or a symptom of a wider ecosystem transition.

The full implications of deforestation in the Amazon require a systems-based
approach that includes biological and physical processes across a wide range of
spatial and temporal scales. The results reported in this thesis will certainly aid in
such an endeavor, although they represent a small aspect of this very complex and
intriguing system. Nonetheless, the results presented in this thesis bear important
news: climate in the Amazon has already been subjected to a persistent shift that
is caused by deforestation. These results refute the hitherto conventional wisdom
about the effects of present Amazonian deforestation; they are a clear indication of
the tremendous sensitivity of the hydrological climate to human disturbances.
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A.1 Long-Term Shallow Cloud Climatology Maps
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Figure A-1: Long-Term Mean Shallow Cloud Cover; Average Fractional Cover of
Shallow Clouds over Maraba-Altamira at (a) 14h45 UTC and (b) 17h45 UTC.
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Figure A-2: Long-Term Mean Shallow Cloud Cover; Average Fractional Cover of
Shallow Clouds over Tapaj6s-Santarem at (a) 14h45 UTC and (b) 17h45 UTC.
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A.2 Seasonal Shallow Cloud Climatology Maps
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Figure A-3: Seasonal Mean Shallow Cloud Cover; Average Fractional Cover of Shal-
low Clouds over Marab6-Altamira at 14h45 UTC during (a) DJF and (b) MAM.
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Figure A-4: Seasonal Mean Shallow Cloud Cover; Average Fractional Cover of Shal-
low Clouds over Marab-Altamira at 14h45 UTC during (a) JJA and (b) SON.
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Figure A-5: Seasonal Mean Shallow Cloud Cover; Average Fractional Cover of Shal-
low Clouds over Tapaj6s-Santarem at 14h45 UTC during (a) DJF and (b) MAM.
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Figure A-6: Seasonal Mean Shallow Cloud Cover; Average Fractional Cover of Shal-
low Clouds over Tapaj6s-Santar6m at 14h45 UTC during (a) JJA and (b) SON.
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Figure A-7: Monthly Time-Series of Fractional Shallow Cloud Cover over Forested
and Deforested Pixels, and Monthly Difference for Maraba' -Altamira Domain. (a)
Monthly time series of 14h45 UTC cloud density over deforested area (red line)
and forested area (green line) in Marabd-Altamira. (b) Monthly time series and
(c) Monthly climatology of 14h45 UTC percent differences in cloud density over
deforested and forested areas in Marabi-Altamira.
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Figure A-8: Monthly Time-Series of Fractional Shallow Cloud Cover over Forested
and Deforested Pixels, and Monthly Difference for Tapajds-Santarem Domain. (a)
Monthly time series of 14h45 UTC cloud density over deforested area (red line)
and forested area (green line) in Tapaj6s-Santarem. (b) Monthly time series and
(c) Monthly climatology of 14h45 UTC percent differences in cloud density over
deforested and forested areas in Tapaj6s-Santarem.
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A.3 Monthly Time-Series
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Figure A-9: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 17h45
UTC over the study domain of Rond6nia, along with their respective 99% confi-
dence limits.
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Figure A-10: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 20h45
UTC over the study domain of Rondonia, along with their respective 99% confi-
dence limits.
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Figure A-11: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 14h45
UTC over the study domain of Marabai-Altamira, along with their respective 99%
confidence limits.
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Figure A-12: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 17h45
UTC over the study domain of Maraba-Altamira, along with their respective 99%
confidence limits.
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Figure A-13: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 14h45
UTC over the study domain of Tapaj6s-Santarem, along with their respective 99%
confidence limits.
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Figure A-14: Monthly time series of (a) CDD, (b) median CDD and (c) EC at 17h45
UTC over the study domain of Tapajds-Santarem, along with their respective 99%
confidence limits.
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A.4 Monthly Climatologies
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Figure A-15: Monthly Climatologies of CDD and EC significance for Marabd-
Altamira; bars represent normalized number of times that a statistic is significant for
a specific month; positive (negative) is for number of times that statistic is greater
(smaller) than upper (lower) bound of 99% confidence interval. (a) Frequency of
CDD and EC significance at 14h45 UTC; (b) Frequency of Median CDD and EC sig-
nificance at 14h45 UTC; (c) Frequency of CDD and EC significance at 17h45 UTC;
(d) Frequency of Median CDD and EC significance at 17h45 UTC.
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Figure A-16: Monthly Climatologies of CDD and EC significance for Tapajds-
Santarem; bars represent normalized number of times that a statistic is signifi-
cant for a specific month; positive (negative) is for number of times that statistic is
greater (smaller) than upper (lower) bound of 99% confidence interval. (a) Fre-
quency of CDD and EC significance at 14h45 UTC; (b) Frequency of Median CDD
and EC significance at 14h45 UTC; (c) Frequency of CDD and EC significance at
17h45 UTC; (d) Frequency of Median CDD and EC significance at 17h45 UTC.
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A.5 Seasonal Climatologies
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Figure A-17: Seasonal Climatologies of CDD and EC significance for Maraba-
Altamira; bars represent normalized number of times that a statistic is significant for
a specific month; positive (negative) is for number of times that statistic is greater
(smaller) than upper (lower) bound of 99% confidence interval. (a) Frequency of
CDD and EC significance at 14h45 UTC; (b) Frequency of Median CDD and EC sig-
nificance at 14h45 UTC; (c) Frequency of CDD and EC significance at 17h45 UTC;
(d) Frequency of Median CDD and EC significance at 17h45 UTC.
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Figure A-18: Seasonal Climatologies of CDD and EC significance for Tapajds-
Santarem; bars represent normalized number of times that a statistic is signifi-
cant for a specific month; positive (negative) is for number of times that statistic is
greater (smaller) than upper -(lower) bound of 99% confidence interval. (a) Fre-
quency of CDD and EC significance at 14h45 UTC; (b) Frequency of Median CDD
and EC significance at 14h45 UTC; (c) Frequency of CDD and EC significance at
17h45 UTC; (d) Frequency of Median CDD and EC significance at 17h45 UTC.
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A.6 Clouds and Elevation
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Figure A-19: Monthly time series of (a) CDD, and (b) EC relative to 30% highest
pixels at 14h45 UTC over the study domain of Rond6nia, along with their respective
99% confidence limits.
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Figure A-20: Monthly time series of (a) CDD, and (b) EC relative to 50% highest
pixels at 14h45 UTC over the study domain of Rond6nia, along with their respective
99% confidence limits.
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Figure A-21: Monthly time series of (a) CDD, and (b) EC relative to 70% highest
pixels at 14h45 UTC over the study domain of Rond6nia, along with their respective
99% confidence limits.
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A.7 Clouds and Slope
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Figure A-22: Monthly time series of (a) CDD, and (b) EC relative to 30% steepest
pixels at 14h45 UTC over the study domain of Rondonia, along with their respective
99% confidence limits.
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Figure A-23: Monthly time series of (a) CDD, and (b) EC relative to 50% steepest
pixels at 14h45 UTC over the study domain of Rondonia, along with their respective
99% confidence limits.

358

(a)
0.02

N,.- / /

_ / .~ /NJ
24

18

12

6

0

Observed



(a)

0.008

0.004

0.000

-0.004

-0.008

D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M

19941995 1996 1997 1998 1999 2000 2001 20022003

(b)

30

18-

12-

6-

D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M J S D M

19941995 1996 1997 1998 1999 2000 2001 20022003

Empirical 99% Conf. - -Theoretical 99% Conf.

Figure A-24: Monthly time series of (a) CDD, and (b) EC relative to 70% steepest
pixels at 14h45 UTC over the study domain of Rond6nia, along with their respective
99% confidence limits.
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SUPPLEMENTARY
RAINFALL RESULTS
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B.1 2A23 Results
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Table B. 1: Results from the Binomial Analysis of TRMM-2A23 Event Counts v. Forest
Cover; The count of positive and negative normalized event count differences is
compared to the binomial distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 59 17 p<0.0001
Rain Possible 72 4 p<0.0001
Rain Convective 54 22 p<0.0005
Rain Stratiform 59 17 p<0.0001
Rain Isolated 36 39 -
Warm Possible 36 39 -

Storm Height 33 43 -
Bright Band Height 41 30 -
Bright Band Intensity 32 39 -

Table B.2: Results from the Randomization Analysis of TRMM-2A23 Event Counts
v. Forest Cover; The count of times that the normalized event count difference is
greater than the upper 99% confidence bound, and the count of the number of times
that the difference is less than the lower 99% confidence bound are summarized.

Difference Statistic >199% Limit <t99% Limit

Rain Certain 5 2
Rain Possible 0 0
Rain Convective 1 0
Rain Stratiform 5 1
Rain Isolated 0 0
Warm Possible 0 0

Storm Height 0 1
Bright Band Heigth 1 0
Bright Band Intensity 0 1
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Table B.3: Results from the Binomial Analysis of TRMM-2A23 Event Timing v. Forest
Cover; The count of positive and negative mean event occurrence time differences
is compared to the binomial distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Rain Certain 33 43 -
Rain Possible 36 40 -
Rain Convective 31 41 -
Rain Stratiform 37 39 -
Rain Isolated 35 37 -
Warm Possible 35 37 -

Table B.4: Results from TRMM-2A23 Event Timing v. Forest Cover Randomization
Analysis; The count of times that the mean event occurrence time difference is

greater than the upper 99% confidence bound, and the count of the number of times
that the difference is less than the lower 99% confidence bound are summarized.

Difference Statistic >T99% Limit <199% Limit

Rain Certain 0 4
Rain Possible 1 3
Rain Convective 0 2
Rain Stratiform 1 3
Rain Isolated 0 0
Warm Possible 0 0
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Table B.5: Results from the Binomial Analysis of TRMM-2A23 Event Counts v. El-
evation; The count of positive and negative normalized event count differences is
compared to the binomial distribution to detect significant biases. The ranges are
the percentile cutoffs used to create a binary ("high" v. "low") field from the origi-
nal DEM (e. g., a range of "30" specifies the difference of the statistic between the
30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 49 27 p<0.02
Rain Certain 50 61 15 p,0.0001

70 58 18 <0.0001

30 68 8 p<0.0001
Rain Possible 50 70 6 p<0.0001

70 69 7 p<O.0001

30 44 32
Rain Convective 50 44 32

70 56 20 p<_0.0001

30 51 25 p0.004
Rain Stratiform 50 59 17 p0.0001

70 61 15 p<-0.0001

30 37 37
Rain Isolated 50 38 31

70 49 26 p_0.02

30 37 37
Warm Possible 50 38 31

70 49 26 p,0.02

30 34 42
Storm Height 50 36 40

70 41 35

30 22 47 p0.004
Bright Band Height 50 30 39 -

70 29 39 -

30 36 33 -
Bright Band Intensity 50 39 30 -

70 42 26 p,0.07
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Table B.6: Results from the Binomial Analysis of TRMM-2A23 Event Counts v.
Slope; The count of positive and negative normalized event count differences is
compared to the binomial distribution to detect significant biases. The ranges are
the percentile cutoffs used to create a binary ("steep" v. "gradual") field from the
original DEM (e. g., a range of "30" specifies the difference of the statistic between
the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 54 22 p0.0005
Rain Certain 50 52 24 p,0.002

70 56 20 p,0.0001

30 65 11 p<0.0001
Rain Possible 50 72 4 p-0.0001

70 73 3 p 0.0001

30 49 27 p-0.02
Rain Convective 50 52 24 p0.002

70 57 19 p,0.0001

30 48 28 p,0.03
Rain Stratiform 50 53 23 p<0.001

70 53 23 p<0.001

30 32 43 -
Rain Isolated 50 41 30 -

70 42 33 -

30 32 43 -
Warm Possible 50 41 30 -

70 42 33 -

30 35 41 -
Storm Height 50 40 36 -

70 41 35 -

30 37 33 -
Bright Band Height 50 33 38 -

70 38 32 -

30 37 33 -
Bright Band Intensity 50 40 31 -

70 37 33 -
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Table B.7: Results from the Randomization Analysis of TRMM-2A23 Event Counts v.
Elevation; The count of times that the normalized event count difference is greater
than the upper 99% confidence bound, and the count of the number of times that
the difference is less than the lower 99% confidence bound are summarized. The
ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <199% Limit

30 8 2
Rain Certain 50 14 1

70 9 3

30 3 0
Rain Possible 50 7 0

70 3 0

30 4 0
Rain Convective 50 5 0

70 6 0

30 9 1
Rain Stratiform 50 16 1

70 12 2

30 0 0
Rain Isolated 50 0 0

70 1 2

30 0 0
Warm Possible 50 0 0

70 1 2

30 0 0
Storm Height 50 2 2

70 4 2

30 2 3
Bright Band Heigth 50 5 5

70 4 6

30 0 0
Bright Band Intensity 50 3 1

70 3 3
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Table B.8: Results from the Randomization Analysis of TRMM-2A23 Event Counts
v. Slope; The count of times that the normalized event count difference is greater
than the upper 99% confidence bound, and the count of the number of times that
the difference is less than the lower 99% confidence bound are summarized. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <199% Limit

30 4 1
Rain Certain 50 4 2

70 6 1

30 0 0
Rain Possible 50 2 0

70 11 0

30 2 0
Rain Convective 50 3 1

70 4 1

30 3 1
Rain Stratiform 50 3 0

70 4 0

30 0 0
Rain Isolated 50 0 0

70 0 1

30 0 0
Warm Possible 50 0 0

70 0 1

30 0 0
Storm Height 50 2 0

70 3 1

30 1 0
Bright Band Heigth 50 1 3

70 2 4

30 0 0
Bright Band Intensity 50 0 0

70 2 0
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Table B.9: Results from the Binomial Analysis of TRMM-2A23 Event Timing v. Ele-
vation; The count of positive and negative mean event occurrence time differences
is compared to the binomial distribution to detect significant biases. The ranges
are the percentile cutoffs used to create a binary ("high" v. "low") field from the
original DEM (e. g., a range of "30" specifies the difference of the statistic between
the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 38 38
Rain Certain 50 35 41

70 30 46 p<0.09

30 35 41 -
Rain Possible 50 39 37 -

70 38 38 -

30 37 38 -
Rain Convective 50 32 43 -

70 25 50 p<0.006

30 37 39 -
Rain Stratiform 50 38 38 -

70 34 42 -

30 31 35 -
Rain Isolated 50 31 41 -

70 28 39 -

30 31 35 -
Warm Possible 50 31 41 -

70 28 39 -
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Table B.10: Results from the Binomial Analysis of TRMM-2A23 Event Timing v.
Slope; The count of positive and negative mean event occurrence time differences
is compared to the binomial distribution to detect significant biases. The ranges are
the percentile cutoffs used to create a binary ("steep" v. "gradual") field from the
original DEM (e. g., a range of "30" specifies the difference of the statistic between
the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 Counts <0 Counts Significance

30 37 39 -
Rain Certain 50 37 39 -

70 37 39 -

30 37 39 -
Rain Possible 50 35 41 -

70 37 39 -

30 35 40 -
Rain Convective 50 34 41 -

70 34 40 -

30 40 36 -
Rain Stratiform 50 37 39 -

70 35 41 -

30 32 37 -
Rain Isolated 50 28 42 p_0.12

70 31 37

30 32 37
Warm Possible 50 28 42 p,0.12

70 31 37
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Table B. 11: Results from the Randomization Analysis of TRMM-2A23 Event Timing
v. Elevation; The count of times that the normalized occurrence time difference is
greater than the upper 99% confidence bound, and the count of the number of times
that the difference is less than the lower 99% confidence bound are summarized.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <t99% Limit

30 5 4
Rain Certain 50 3 11

70 2 10

30 5 3
Rain Possible 50 5 7

70 2 10

30 1 3
Rain Convective 50 1 6

70 1 4

30 3 6
Rain Stratiform 50 3 9

70 2 11

30 0 0
Rain Isolated 50 0 0

70 2 0

30 0 0
Warm Possible 50 0 0

70 2 0
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Table B.12: Results from the Randomization Analysis of TRMM-2A23 Event Timing
v. Slope; The count of times that the normalized occurrence time difference is
greater than the upper 99% confidence bound, and the count of the number of times
that the difference is less than the lower 99% confidence bound are summarized.
The ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual")
field from the original DEM (e. g., a range of "30" specifies the difference of the
statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <199% Limit

30 2 2
Rain Certain 50 3 4

70 4 4

30 2 2
Rain Possible 50 2 2

70 2 2

30 4 3
Rain Convective 50 5 2

70 3 2

30 2 1
Rain Stratiform 50 1 3

70 4 4

30 0 0
Rain Isolated 50 2 0

70 1 0

30 0 0
Warm Possible 50 2 0

70 1 0
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B.2 TRMM-3A25 Results
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Table B.13: Results from
Statistics v. Forest Cover;
differences is compared to

the Binomial Analysis of 2-D TRMM-3A25 Conditional
The count of positive and negative conditional statistic
the binomial distribution to detect significant biases.

Difference Statistic >0 Counts <0 Counts Significance

Surface Rain Mean Intensity 41 35 -

Surface Rain Std. Dev. 36 40 -

Surface Rain All Mean Intensity 41 35 -

Surface Rain All Std. Dev. 36 40 -

Bright Band Height Mean 46 27 p-0.05
Bright Band Height Std. Dev. 33 40 -
Bright Band Zmax Mean 31 42 -

Bright Band Zmax Std. Dev. 37 36 -
Storm Height Mean 37 39 -
Stratiform Storm Height Mean 43 33 -
Convective Storm Height Mean 42 34 -

Storm Height Std. Dev. 32 44 -

Strat. Storm Height Std. Dev. 40 36 -
Con. Storm Height Std. Dev. 35 41 -
Surface Rain Pixel Counts 40 36 -
Surface Rain All Pixel Counts 40 36 -

Bright Band Pixel Counts 35 40 -
Warm Rain Pixel Counts 28 43 p<0.1

Total Pixel Counts 42 34 -
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Table B.14: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Forest Cover; The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound
are summarized.

Difference Statistic >T99% Limit <[99% Limit

Surface Rain Mean Intensity 0 0
Surface Rain Std. Dev. 0 0
Surface Rain All Mean Intensity 0 0
Surface Rain All Std. Dev. 0 0
Bright Band Height Mean 0 0
Bright Band Height Std. Dev. 0 0
Bright Band Zmax Mean 0 0
Bright Band Zmax Std. Dev. 0 0
Storm Height Mean 0 0
Stratiform Storm Height Mean 0 0
Convective Storm Height Mean 0 1
Storm Height Std. Dev. 1 0
Strat. Storm Height Std. Dev. 0 0
Con. Storm Height Std. Dev. 1 1
Surface Rain Pixel Counts 0 0
Surface Rain All Pixel Counts 0 0
Bright Band Pixel Counts 0 0
Warm Rain Pixel Counts 0 0

Total Pixel Counts 0 0
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Table B.15: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Forest Cover (Part a); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant

biases.

Difference Statistic Level >0 Counts <0 Counts Significance

Avg. 40 36 -
2 km 35 41 -

Rain Mean 4 km 39 37
6 km 43 33

Avg. 37 39 -
2 km 36 40 -

Rain Std. Dev. 4 km 39 37 -

6 km 45 31 p0.14

Avg. 40 36 -
2 km 38 38 -

Con. Rain Mean 4 km 41 35 -
6 km 43 32 -

Avg. 38 38 -
2 km 40 36 -

Cony. Rain Std. Dev. 4 km 42 34 -

6 km 44 31 -

Avg. 35 41 -
2 km 36 40 -

Strat. Rain Mean 4 km 36 40 -

6 km 30 45 p0.11

Avg. 33 43
2 km 35 41-

Strat. Rain Std. Dev. 4 km 34 42

6 km 29 46 p<0.07
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Table B.16: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Forest Cover (Part b); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases.

Difference Statistic Level >0 Counts <0 Counts Significance

Avg. 37 39 -
2 km 38 38 -

RainPixels 4 km 38 38 -
6 km 37 39 -

Avg. 31 45 p0.14
2 km 31 45 p0.14

Con. Rain Pixels 4 km 31 45 p0.14
6 km 30 45 p(O.ll

Avg. 36 40 -
2 km 36 40 -

Strat. Rain Pixels 4 km 36 39 -
6 km 40 36 -
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Table B.17: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Forest Cover (Part c); The count of positive and negative conditional
statistic differences is compared to the binomial distribution to detect significant
biases.

Difference Statistic Level >0 Counts <0 Counts Significance

Avg. 44 32 -

2 km 40 36 -
Measured Reflectivity (Zm) 4 km 43 33 -

6 km 45 31 p O.14

Avg. 39 37 -
2 km 41 35 -

Stratiform Zm 4 km 42 34 -

6 km 33 42 -

Avg. 42 34 -
2 km 34 42 -

Convective Zm 4 km 40 36 -

6 km 46 29 p<0.07

Avg. 44 32 -
2 km 40 36 -

Corrected Reflectivity (Zt) 4 km 41 35 -

6 km 44 32 -

Avg. 40 36 -
2 km 42 34 -

Stratiform Zt 4 km 40 36 -
6 km 31 44 -

Avg. 44 32 -
2 km 37 39 -

ConvectiveZt 4 km 39 37 -

6 km 45 30 p<0.11
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Table B.18: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Forest Cover (Part a); The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized.

Difference Statistic Level >T99% Limit <t99% Limit

Avg. 0 0
2 km 0 0

Rain Mean 4 km 0 0
6 km 0 0

Avg. 0 0
2 km 0 0

Rain Std. Dev. 4 km 0 0
46km 0 0
6 km 0 0

Avg. 0 1
2 km 1 1

Conv. Rain Mean 4 km 0 0
6 km 1 1

Avg. 1 1
2 km 1 0

Conv. Rain Std. Dev. 4 km 0 1

6 km 1 0

Avg. 0 0
2 km 0 0

Strat. Rain Mean 4 km 0 0
6 km 0 1

Avg. 0 0
2 km 0 0

Strat. Rain Std. Dev. 4 km 0 0
6 km 0 0
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Table B.19: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Forest Cover (Part b); The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized.

Difference Statistic Level >T99% Limit <t99% Limit

Avg. 0 0
2 km 0 0

Rain Pixels 4 km 0 0
6 km 0 0

Avg. 0 0
2 km 0 0

Con. Rain Pixels 4 km 0 0
46km 0 0
6 km 0 0

Avg. 0 0
2 km 0 0

Strat. Rain Pixels 4 km 0 0
6 km 0 0

380



Table B.20: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Forest Cover (Part c); The count of times that the conditional
statistic difference is greater than the upper 99% confidence bound, and the count
of the number of times that the difference is less than the lower 99% confidence
bound are summarized.

Difference Statistic Level >T99% Limit <t99% Limit

Avg. 0 0
2 km 0 0

Measured Reflectivity (Zm) 4 km 0 0
46km 0 0
6 km 0 0

Avg. 0 0
2 km 0 0

Stratiform Zm 4 km 0 1
6 km 0 0

Avg. 0 1
2 km 0 0

Convective Zm 4 km 0 0
6 km 1 0

Avg. 0 0
2 km 0 0

Corrected Reflectivity (Zt) 4 km 0 0
6 km 0 0
6 km 0 0

Avg. 0 0
2 km 0 0

Stratiform Zt 4 km 0 0
6 km 0 0
6 km 0 0

Avg. 0 1
2 km 0 1

Convective Zt 4 km 0 0
6 km 1 0
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Table B.21: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Elevation (Part a); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 <0 Significance

30 42 34
Surface Rain Mean Intensity 50 46 30 p<0.09

70 39 37 -

30 44 32 -
Surface Rain Std. Dev. 50 43 33 -

70 40 36 -

30 42 34 -
Surface Rain All Mean Intensity 50 46 30 p 0.09

70 39 37 -

30 44 32 -
Surface Rain All Std. Dev. 50 43 33 -

70 40 36 -
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Table B.22: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Elevation (Part b); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 <0 Significance

30 29 44 p,<0.11
Bright Band Height Mean 50 32 40 -

70 31 41 -

30 40 33 -
Bright Band Height Std. Dev. 50 40 32 -

70 44 28 p_0.08

30 30 43 -
Bright Band Zmax Mean 50 32 40 -

70 35 37 -

30 31 42 -
Bright Band Zmax Std. Dev. 50 34 38 -

70 33 39 -

30 37 39 -
Storm Height Mean 50 38 38 -

70 42 34 -

30 32 44 -
Stratiform Storm Height Mean 50 38 38 -

70 40 36 -

30 40 36 -
Convective Storm Height Mean 50 41 34 -

70 42 33 -

30 39 37 -
Storm Height Std. Dev. 50 45 31 -

70 39 37 -

30 31 45 -
Strat. Storm Height Std. Dev. 50 38 38 -

70 34 42 -

30 43 33 -
Con. Storm Height Std. Dev. 50 38 37 -

70 37 38 -
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Table B.23: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Elevation (Part c); The count of positive and negative conditional statis-

tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >0 <0 Significance

30 28 48 p_0.03
Surface Rain Pixel Counts 50 26 50 p-0.008

70 29 47 p<0.0 6

30 28 48 p_0.0 3

Surface Rain All Pixel Counts 50 26 50 p,0.008
70 29 47 p(0.06

30 23 53 p0.0008
Bright Band Pixel Counts 50 31 45 -

70 32 44 -

30 24 50 p-0.004
Warm Rain Pixel Counts 50 26 45 p-0.04

70 25 49 p,0.004

30 48 28 p,0.03
Total Pixel Counts 50 55 21 p0.0002

70 59 17 p<0.0001
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Table B.24: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part a); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <199% Limit

30 3 1
Surface Rain Mean Intensity 50 2 2

70 3 1
30 3 0

Surface Rain Std. Dev. 50 3 2
70 3 1
30 4 1

Surface Rain All Mean Intensity 50 2 2
70 3 1
30 3 0

Surface Rain All Std. Dev. 50 3 2
70 3 1
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Table B.25: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part b); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <199% Limit

Bright Band Height Mean

Bright Band Height Std. Dev.

Bright Band Zmax Mean

Bright Band Zmax Std. Dev.

Storm Height Mean

Stratiform Storm Height Mean

Convective Storm Height Mean

Storm Height Std. Dev.

Strat. Storm Height Std. Dev.

Con. Storm Height Std. Dev.

30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
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Table B.26: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part c); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Range >T99% Limit <199% Limit

30 0 2
Surface Rain Pixel Counts 50 0 4

70 1 6
30 0 2

Surface Rain All Pixel Counts 50 0 4
70 1 6
30 0 2

Bright Band Pixel Counts 50 0 4
70 1 2
30 1 1

Warm Rain Pixel Counts 50 0 1
70 0 0

30 0 0
Total Pixel Counts 50 0 1

70 2 1
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Table B.27: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Slope (Part a); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 <0 Significance

30 45 31
Surface Rain Mean Intensity 50 37 39

70 47 29 p 0.06

30 50 26 p,0.008
Surface Rain Std. Dev. 50 44 32 -

70 45 31 -

30 45 31 -
Surface Rain All Mean Intensity 50 37 39 -

70 47 29 p<0.06

30 50 26 p0.008
Surface Rain All Std. Dev. 50 44 32

70 45 31
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Table B.28: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Slope (Part b); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 <0 Significance

30 29 44 p<0.11
Bright Band Height Mean 50 30 44 -

70 31 43 -

30 41 32 -
Bright Band Height Std. Dev. 50 41 33 -

70 37 37 -

30 34 39 -
Bright Band Zmax Mean 50 37 37 -

70 35 39 -

30 39 34 -
Bright Band Zmax Std. Dev. 50 41 33 -

70 41 33 -

30 35 41 -
Storm Height Mean 50 37 39 -

70 40 36 -

30 36 40 -
Stratiform Storm Height Mean 50 41 35 -

70 45 31 -

30 46 30 p,0.09
Convective Storm Height Mean 50 43 33 -

70 41 34 -

30 40 36 -
Storm Height Std. Dev. 50 36 40 -

70 39 37 -

30 41 35 -
Strat. Storm Height Std. Dev. 50 33 43 -

70 35 41 -

30 34 42 -
Conv. Storm Height Std. Dev. 50 41 35 -

70 41 34 -
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Table B.29: Results from the Binomial Analysis of 2-D TRMM-3A25 Conditional
Statistics v. Slope (Part c); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >0 <0 Significance

30 41 35 -
Surface Rain Pixel Counts 50 44 32 -

70 41 35 -

30 41 35 -
Surface Rain All Pixel Counts 50 44 32 -

70 41 35 -

30 36 40 -
Bright Band Pixel Counts 50 36 40 -

70 39 37 -

30 29 45 p,;0.09
Warm Rain Pixel Counts 50 28 41 -

70 35 39 -

30 41 35 -
Total Pixel Counts 50 43 33 -

70 44 32 -
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Table B.30: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part a); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <t99% Limit

30 0 0
Surface Rain Mean Intensity 50 2 0

70 0 0
30 0 0

Surface Rain Std. Dev. 50 1 0
70 0 0
30 0 0

Surface Rain All Mean Intensity 50 2 0
70 0 0
30 0 0

Surface Rain All Std. Dev. 50 1 0
70 0 0
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Table B.31: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-

tional Statistics v. Slope (Part b); The count of times that the conditional statistic

difference is greater than the upper 99% confidence bound, and the count of the

number of times that the difference is less than the lower 99% confidence bound are

summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.

"gradual") field from the original DEM (e. g., a range of "30" specifies the difference

of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <199% Limit

Bright Band Height Mean

Bright Band Height Std. Dev.

Bright Band Zmax Mean

Bright Band Zmax Std. Dev.

Storm Height Mean

Stratiform Storm Height Mean

Convective Storm Height Mean

Storm Height Std. Dev.

Strat. Storm Height Std. Dev.

Con. Storm Height Std. Dev.

30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
30
50
70
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Table B.32: Results from the Randomization Analysis of 2-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part c); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Range >T99% Limit <{99% Limit

30 0 0
Surface Rain Pixel Counts 50 0 0

70 0 0
30 0 0

Surface Rain All Pixel Counts 50 0 0
70 0 0
30 0 0

Bright Band Pixel Counts 50 0 0
70 0 0
30 0 0

Warm Rain Pixel Counts 50 1 0
70 1 0

30 0 0
Total Pixel Counts 50 0 0

70 0 0
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Table B.33: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional

Statistics v. Elevation (Part a); The count of positive and negative conditional statis-

tic differences is compared to the binomial distribution to detect significant biases.

The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field

from the original DEM (e. g., a range of "30" specifies the difference of the statistic

between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 41 35 -

Avg. 50 45 31 p(O.14
70 37 39 -

30 44 32 -

2 km 50 46 30 p<0.09
70 38 38 -

Rain Mean
30 37 39 -

4 km 50 36 40 -
70 36 40 -

30 47 29 p 0.06
6 km 50 45 31 p O.14

70 43 33 -

30 46 30 p_0.09
Avg. 50 44 32 -

70 40 36 -

30 48 28 p<0.03
2 km 50 40 36 -

70 41 35 -
Rain Std. Dev.

30 45 31 p,0.14

4 km 50 42 34 -

70 39 37 -

30 51 25 p-0.004
6 km 50 47 29 p,<0.06

70 41 35 -
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Table B.34: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part b); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 38 38 -
Avg. 50 42 33 -

70 38 37 -

30 40 36 -
2 km 50 42 33 -

70 38 37 -
Con. Rain Mean

30 37 39 -
4 km 50 40 35 -

70 38 37 -

30 42 33 -
6 km 50 42 32 -

70 38 36 -

30 46 30 p<0.09
Avg. 50 43 32 -

70 37 38 -

30 43 33 -
2 km 50 42 33

70 39 36 -
Con. Rain Std. Dev.

30 44 32 -
4 km 50 44 31 -

70 33 42 -

30 46 29 p,0.07
6 km 50 43 31 -

70 38 36 -
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Table B.35: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part c); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 31 45 p_0.14
Avg. 50 31 45 p_0.14

70 38 38 -

30 32 44 -
2 km 50 36 40 -

70 37 39 -
Strat. Rain Mean

30 30 46 p,0.09
4 km 50 32 44 -

70 36 40 -

30 31 45 p_0.14
6 km 50 32 44 -

70 41 34 -

30 36 40 -
Avg. 50 34 42 -

70 34 42 -

30 36 40 -
2 km 50 36 40 -

Strat. Rain Std. Dev. 70 32 44 -

30 35 41 -
4 km 50 33 43 -

70 33 43 -

30 44 32 -
6 km 50 49 27 p 0.02

70 38 37 -
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Table B.36: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part d); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 30 46 p<0.09
Avg. 50 29 47 p 0.0 6

70 28 47 p<0.04

30 25 51 p-0.004
2 km 50 28 48 p,0.03

Rain Pixels 70 28 48 pO0.03

30 30 46 p<0.09
4 km 50 30 46 p<0.09

70 28 48 p<0.03

30 28 48 p(0.03
6 km 50 30 46 p <0.09

70 30 46 p,0.09
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Table B.37: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional

Statistics v. Elevation (Part e); The count of positive and negative conditional statis-

tic differences is compared to the binomial distribution to detect significant biases.

The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field

from the original DEM (e. g., a range of "30" specifies the difference of the statistic

between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 45 31 p_0.14
Avg. 50 42 34 -

70 37 39 -

30 45 31 p<0.14
2 km 50 40 36 -

70 37 39 -
Con. Rain Pixels

30 45 31 p<0.14

4 km 50 42 34 -
70 38 38 -

30 42 34 -
6 km 50 41 34 -

70 39 37 -

30 26 50 p_0.008
Avg. 50 25 51 p_0.004

70 29 47 p<0.06

30 27 49 p_0.02
2 km 50 26 50 p<0.008

70 29 47 p O.O6
Strat. Rain Pixels

30 27 49 p,0.02
4 km 50 28 48 p<0.03

70 28 48 p<0.03

30 25 51 p_0.004
6 km 50 29 46 p<0.07

70 29 47 p_0.0 6
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Table B.38: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part f); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 36 40 -
Avg. 50 37 39 -

70 37 39 -

30 40 36 -
2 km 50 35 41 -

Measured Reflectivity 70 39 37 -

(Zm) 30 27 49 p<0.02
4 km 50 30 46 p<0.09

70 34 42 -

30 36 40 -
6 km 50 38 38 -

70 39 37 -

30 36 40 -
Avg. 50 38 38 -

70 37 39 -

30 42 34 -
2 km 50 37 39 -

Corrected Reflectivity 70 40 36 -

(Zt) 30 28 48 p 0.03
4 km 50 30 46 p 0.09

70 33 43 -

30 34 42 -
6 km 50 40 36 -

70 38 38 -
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Table B.39: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part g); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 28 48 p,0.03
Avg. 50 30 46 p,0.09

70 37 39 -

30 36 40 -
2 km 50 40 36 -

Stratiform Zm 70 39 37 -

30 31 45 p<0.14
4 km 50 33 43 -

70 35 41 -

30 32 44 -
6 km 50 36 40 -

70 42 33 -

30 28 48 p,0.03
Avg. 50 30 46 p<0.09

70 36 40 -

30 37 39 -
2 km 50 40 36 -

Stratiform Zt 70 41 35 -

30 32 44 -
4 km 50 33 43 -

70 35 41 -

30 32 44 -
6 km 50 34 42 -

70 39 36 -
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Table B.40: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Elevation (Part h); The count of positive and negative conditional statis-
tic differences is compared to the binomial distribution to detect significant biases.
The ranges are the percentile cutoffs used to create a binary ("high" v. "low") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 41 35 -
Avg. 50 41 34 -

70 33 42 -

30 40 36 -
2 km 50 36 39 -

70 37 38 -
Convective Zm

30 40 36 -
4 km 50 40 35 -

70 40 35 -

30 37 38 -
6 km 50 40 34 -

70 39 35 -

30 38 38 -

Avg. 50 41 34 -
70 33 42 -

30 38 38 -
2 km 50 40 35 -

70 35 40 -
Convective Zt

30 42 34 -
4 km 50 40 35 -

70 40 35 -

30 36 39 -
6 km 50 41 34 -

70 37 37 -
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Table B.41: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part a); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 3 0
Avg. 50 1 2

70 2 2

30 3 1
2 km 50 3 2

70 3 2
Rain Mean

30 1 0
4 km 50 2 2

70 2 2

30 2 0
6 km 50 2 1

70 1 0

30 1 0
Avg. 50 3 2

70 3 1

30 2 1
2 km 50 2 2

70 3 1
Rain Std. Dev.

30 1 0
4 km 50 0 1

70 3 1

30 1 0
6 km 50 2 1

70 1 0
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Table B.42: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part b); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >199% Limit <199% Limit

30 2 0
Avg. 50 0 2

70 3 0

30 1 1
2 km 50 1 1

70 1 0
Con. Rain Mean

30 2 1
4 km 50 1 2

70 0 1

30 3 2
6 km 50 2 2

70 0 0

30 1 0
Avg. 50 2 0

70 2 1

30 1 0
2 km 50 3 0

70 4 0
Con. Rain Std. Dev.

30 0 0
4 km 50 1 1

70 1 1

30 3 2
6 km 50 2 2

70 0 1
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Table B.43: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part c); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 0 1
Avg. 50 0 2

70 0 1

30 0 1
2 km 50 0 3

70 0 1
Strat. Rain Mean

30 0 0
4 km 50 0 2

70 0 1

30 0 0
6 km 50 1 1

70 1 0

30 1 0
Avg. 50 2 1

70 0 1

30 1 0
2 km 50 0 1

70 0 1
Strat. Rain Std. Dev.

30 0 0
4 km 50 0 1

70 1 2

30 2 0
6 km 50 2 0

70 1 0
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Table B.44: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part d); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <t99% Limit

30 0 2
Avg. 50 0 4

70 0 4

30 0 2
2 km 50 0 3

70 0 6
Rain Pixels

30 0 2
4 km 50 0 3

70 0 6

30 0 0
6 km 50 1 3

70 0 4
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Table B.45: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part e); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 1 1
Avg. 50 2 1

70 1 4

30 1 1
2 km 50 2 1

70 1 4
Con. Rain Pixels

30 2 1
4 km 50 2 1

70 1 3

30 2 2
6 km 50 1 1

70 1 2

30 0 2
Avg. 50 0 4

70 0 7

30 0 2
2 km 50 0 4

70 0 6
Strat. Rain Pixels

30 0 2
4 km 50 0 5

70 0 6

30 0 3
6 km 50 0 5

70 1 3
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Table B.46: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part f); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >199% Limit <199% Limit

30 1 0
Avg. 50 1 2

70 1 4

30 2 0
2 km 50 1 3

70 0 1
Measured Reflectivity (Zm)

30 1 0
4 km 50 1 2

70 1 6

30 3 0
6 km 50 2 1

70 1 1

30 1 0
Avg. 50 1 2

70 1 4

30 2 0
2 km 50 1 3

70 1 0
Corrected Reflectivity (Zt)

30 1 0
4 km 50 1 2

70 1 6

30 1 0
6 km 50 1 1

70 1 1
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Table B.47: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part g); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 0 1
Avg. 50 0 1

70 1 1

30 0 1
2 km 50 0 1

70 1 1
Stratiform Zm

30 0 1
4 km 50 0 2

70 0 3

30 0 0
6 km 50 0 1

70 1 1

30 0 1
Avg. 50 0 1

70 1 1

30 0 1
2 km 50 0 1

70 1 1
Stratiform Zt

30 0 1
4 km 50 0 3

70 0 3

30 0 0
6 km 50 0 1

70 0 1
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Table B.48: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Elevation (Part h); The count of times that the conditional statis-
tic difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("high"
v. "low") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% highest pixels and the 70% lowest.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 2 2
Avg. 50 1 1

70 2 0

30 1 1
2 km 50 0 3

70 1 0
Convective Zm7

30 1 1
4 km 50 0 1

70 0 0

30 3 4
6 km 50 1 1

70 0 1

30 2 2
Avg. 50 0 0

70 2 0

30 1 1
2 km 50 0 4

70 2 1
Convective Zt

30 2 1
4 km 50 0 1

70 0 0

30 4 4
6 km 50 1 1

70 0 1
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Table B.49: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part a); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 46 30 p-0.09
Avg. 50 38 38 -

70 42 34 -

30 47 29 p,0.06
2 km 50 38 38 -

70 45 31 p,0.14
Rain Mean

30 47 29 p<0.06
4 km 50 40 36 -

70 43 33 -

30 47 29 p_0.06
6 km 50 44 32 -

70 42 34 -

30 48 28 p<0.03
Avg. 50 44 32 -

70 45 31 p<0.14

30 49 27 p0.02
2 km 50 43 33 -

Rain Std. Dev. 70 47 29 p,0.06

30 48 28 p_0.03
4 km 50 44 32 -

70 46 30 p<0.09

30 48 28 p_0.03
6 km 50 44 32 -

70 45 31 p O.14
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Table B.50: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part b); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 44 32 -
Avg. 50 38 38 -

70 40 35 -

30 44 32 -
2 km 50 41 35 -

70 44 31 -
Con. Rain Mean

30 45 31 p,0.14
4 km 50 46 30 p 0.09

70 42 33 -

30 42 34 -

6 km 50 45 30 pO.ll
70 42 32 -

30 41 35 -
Avg. 50 43 33 -

70 37 38 -

30 44 32 -
2 km 50 36 40 -

70 44 31 -
Con. Rain Std. Dev.

30 45 31 p,0.14
4 km 50 44 32 -

70 44 31 -

30 40 36 -
6 km 50 38 37 -

70 41 33 -
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Table B.51: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part c); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 32 44 -
Avg. 50 35 41 -

70 35 41 -

30 32 44 -
2 km 50 34 42 -

70 36 40 -
Strat. Rain Mean

30 31 45 p(O.14
4 km 50 33 43 -

70 32 44 -

30 42 34 -
6 km 50 39 37 -

70 38 38 -

30 38 38 -
Avg. 50 36 40 -

70 37 39 -

30 33 43 -
2 km 50 39 37 -

70 34 42 --
Strat. Rain Std. Dev.

30 37 39 -
4 km 50 30 46 p<0.09

70 31 45 p,0.14

30 44 32 -

6 km 50 44 32 -

70 39 37 -
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Table B.52: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part d); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 37 39 -
Avg. 50 42 34 -

70 40 36 -

30 40 36 -
2 km 50 41 35 -

Rain Pixels 70 38 38
30 39 37 -

4 km 50 42 34 -
70 40 36 -

30 37 39 -
6 km 50 42 33 -

70 40 36 -
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Table B.53: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional

Statistics v. Slope (Part e); The count of positive and negative conditional statistic

differences is compared to the binomial distribution to detect significant biases. The

ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field

from the original DEM (e. g., a range of "30" specifies the difference of the statistic

between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 44 32 -

Avg. 50 45 31 p<0.14
70 48 28 p_0.03

30 44 31 -

2 km 50 45 31 p,0.14

Con. Rain Pixels 70 47 29 p<0.06

30 45 31 p 0.14
4 km 50 46 30 p<0.09

70 45 31 p_0.14

30 46 30 p<0.09
6 km 50 50 26 p0.008

70 42 34 -

30 35 41 -
Avg. 50 38 38 -

70 39 37 -

30 35 41 -
2 km 50 37 39 -

70 41 35 -
Strat. Rain Pixels

30 34 42 -
4 km 50 39 37 -

70 39 37 -

30 34 42 -
6 km 50 38 38 -

70 38 38 -
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Table B.54: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part f); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 43 33 -

Avg. 50 40 36 -

70 40 36 -

30 45 31 p<0.14
2 km 50 43 33 -

Measured Reflectivity 70 38 38 -

(Zm) 30 38 38 -
4 km 50 42 34 -

70 38 38 -

30 46 30 p<0.09
6 km 50 38 38 -

70 40 36 -

30 43 33 -
Avg. 50 42 34 -

70 40 36 -

30 46 30 p,0.09
2 km 50 43 33 -

Corrected Reflectivity 70 40 36 -

(Zt) 30 38 38 -
4 km 50 43 33 -

70 38 38 -

30 45 31 p 0.14
6 km 50 37 39 -

70 40 36 -
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Table B.55: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional

Statistics v. Slope (Part g); The count of positive and negative conditional statistic

differences is compared to the binomial distribution to detect significant biases. The

ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field

from the original DEM (e. g., a range of "30" specifies the difference of the statistic

between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 40 36 -
Avg. 50 36 40 -

70 34 42 -

30 42 34 -
2 km 50 41 35 -

70 34 42 -
Stratiform Zm

30 35 41 -
4 km 50 35 41 -

70 33 43 -

30 43 33 -
6 km 50 41 35 -

70 39 37 -

30 38 38 -
Avg. 50 37 39 -

70 38 38 -

30 40 36 -
2 km 50 41 35 -

70 33 43 -
Stratiform Zt

30 36 40 -
4 km 50 37 39 -

70 33 43 -

30 42 34 -
6 km 50 39 37 -

70 42 34 -
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Table B.56: Results from the Binomial Analysis of 3-D TRMM-3A25 Conditional
Statistics v. Slope (Part h); The count of positive and negative conditional statistic
differences is compared to the binomial distribution to detect significant biases. The
ranges are the percentile cutoffs used to create a binary ("steep" v. "gradual") field
from the original DEM (e. g., a range of "30" specifies the difference of the statistic
between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >0 Counts <0 Counts Significance

30 46 30 p<0.09
Avg. 50 40 36 -

70 36 39 -

30 43 33 -
2 km 50 40 36 -

70 38 37 -
Convective Zm

30 43 33 -
4 km 50 47 29 p<0.06

70 45 30 p,0.11

30 40 36 -

6 km 50 44 31 -

70 47 27 p_0.03

30 45 31 p,0.14
Avg. 50 41 35 -

70 40 35 -

30 45 31 p,0.14
2 km 50 43 33 -

70 40 35-
Convective Zt

30 43 33 -

4 km 50 47 29 p<0.06
70 45 30 p<0.11

30 42 34 -

6 km 50 46 29 p 0.07
70 47 27 p<0.03
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Table B.57: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part a); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >199% Limit <199% Limit

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 0 0

70 0 0
Rain Mean

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0

30 0 0
Avg. 50 1 0

70 0 0

30 1 0
2 km 50 1 0

70 0 1
Rain Std. Dev.

30 0 0
4 km 50 0 0

70 0 0

30 1 1
6 km 50 0 1

70 0 0
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Table B.58: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part b); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 2 0
Avg. 50 4 0

70 1 0

30 1 0
2 km 50 2 0

70 0 0
Con. Rain Mean

30 1 0
4 km 50 3 0

70 0 0

30 1 0
6 km 50 2 0

70 1 0

30 0 0
Avg. 50 1 0

70 0 0

30 1 0
2 km 50 0 1

70 0 0
Con. Rain Std. Dev.

30 1 0
4 km 50 0 0

70 0 0

30 1 1
6 km 50 1 0

70 0 1
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Table B.59: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part c); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >T99% Limit <199% Limit

30 0 0
Avg. 50 1 0

70 0 0

30 0 0
2 km 50 0 1

70 0 0
Strat. Rain Mean

30 0 0
4 km 50 0 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0

30 0 0
Avg. 50 1 0

70 0 0

30 0 0
2 km 50 0 0

70 0 0
Strat. Rain Std. Dev.

30 1 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0

420



Table B.60: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part d); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >199% Limit <199% Limit

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 0 0

Rain Pixels
30 0 0

4 km 50 0 0
70 1 0

30 0 0
6 km 50 0 0

70 1 0
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Table B.61: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part e); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >199% Limit <199% Limit

30 0 0
Avg. 50 1 0

70 0 0

30 0 0
2 km 50 1 0

70 0 0
Con. Rain Pixels

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 1 0

70 0 0

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 0 0

70 1 0
Strat. Rain Pixels

30 0 0
4 km 50 0 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0

422



Table B.62: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part f); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >T99% Limit <t99% Limit

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 1 0

70 0 0
Measured Reflectivity (Zm)

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 1 0

70 0 0
Corrected Reflectivity (Zt)

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 0 0
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Table B.63: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part g); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >T99% Limit <t99% Limit

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 1 0

70 0 0
Stratiform Zm

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 1 0

30 0 0
Avg. 50 0 0

70 0 0

30 0 0
2 km 50 1 0

70 0 0
Stratiform Zt

30 0 0
4 km 50 1 0

70 0 0

30 0 0
6 km 50 0 0

70 1 0
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Table B.64: Results from the Randomization Analysis of 3-D TRMM-3A25 Condi-
tional Statistics v. Slope (Part h); The count of times that the conditional statistic
difference is greater than the upper 99% confidence bound, and the count of the
number of times that the difference is less than the lower 99% confidence bound are
summarized. The ranges are the percentile cutoffs used to create a binary ("steep" v.
"gradual") field from the original DEM (e. g., a range of "30" specifies the difference
of the statistic between the 30% steepest pixels and the 70% most gradual.)

Difference Statistic Level Range >199% Limit <199% Limit

30 2 0
Avg. 50 4 1

70 2 0

30 1 0
2 km 50 3 0

70 0 0
Convective Zm

30 2 0
4 km 50 3 1

70 0 0

30 2 0
6 km 50 2 1

70 0 0

30 2 0
Avg. 50 4 1

70 2 0

30 2 0
2 km 50 3 0

70 0 0
Convective Zt

30 2 0
4 km 50 3 0

70 0 0

30 2 0
6 km 50 2 0

70 0 0
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APPENDIX C

GOES CALIBRATION

C.1 McIDAS Source Code for Visible Channel Calibration

SUBROUTINE MAINO
C
C *** McIDAS Revision History ***
C
C 17 MC.PGM 15-Feb-93,7:53:18,'USER' Released
C -author/source of this code is unknown-
C
C 16-Jun-2002 Frederic Chagnon - Addition of comments throughout
C code, and change algorithm
C 10
C 28-jan-2003 Frederic Chagnon - Change algorithm to Minnis et al.
C JAOT 19(9) Sept. 2002 pp 1233-...
C
C
C *** McIDAS Revision History ***
C
C HELP FILE
C
C ? Name:
C ? GOES8-VIS-CALIBRATION - Calculates bidiectional reflectance from 20
C ? raw brightness temperature and corrects
C ? for solar elevation angle
C ? Input:
C ? AREA-IN Integer Number of AREA file that is to be converted
C ? Output:
C ? AREAOUT Integer Number ####, output stored in AREA####
C ? Remarks:
C ? There seem to be many ways that the 0.65 micro-m visible sensor
C ? on-board GOES-8 can be "calibrated" to reflectance. The empirical
C ? formula often cited (e.g. Garand, J.Clim., 1988) is as follows: 30
C ? REFLECANCE = ( a * BRIGHTNESS -2 + b ) / ( I cos(E) ) , where:
C ? a, b and I are empirically set constants ( determined pre-launch
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C ? as a=0.00539 W/m^-2 b=-2.67 W/m-2 I=336 W/m^2 ) , and E is the

C ? solar elevation angle, and BRIGHTNESS is the 8-bit count.

C ? Another formula (Weinreb & Huan, 1997) "calibrates" as follows:

C ? R=100*0.0019279*0.5501873*r^2*(C10-CO), where r is the sun-earth

C ? distance in astronomical units (=1 AU), CIO is the 10-bit

C ? brightness count, and CO is 29.
C ? The original code uses the following algorithm:

C ? new-brit = min(255, old-brit + old-brit (1-cos(sun-angle))) 40

C ? The calibration used here will follow Garand, 1988:
C ? R=(a*8-bit brightness ̂ 2+b)/(I cos E)
C ?
C ? ADDENDUM (02/06/2003) Algorithm in Minnis et al. JAOT 19(9)
C ? Sept. 2002 improves calibration. Their algorithm is used here:

C ? R=(g0+dg(DSL))*(Cl0(SZAVZAAZMTH)-C0)/(SOLCNST*COS(SZA)*r(DOY))
C? -

C
C
C 50
C
C FUNCTIONS USED, AND THEIR DESCRIPTION:
C
C
C
C- FUNCTION IPPO
C Name:
C ipp - Fetches positional parameter in integer form.

C
C Interface: 60
C integer function
C ipp(integer position, integer def)

C
C Input:
C position - Specifies which argument from argument sequence

C to fetch. (1-based), e.g., 1 specifies first

C positional param.
C def - Number to use as missing value.

C
C Input and Output: 70

C none
C
C Output:
C none
C
C Return values:
C value - The requested argument's integer value,
C or 0 if it is invalid.
C
C Remarks: 80

C Obsolete function, replaced by mcargint.
C
C Categories:
C user-interface
C
C Filename:
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C argold.c
C
C
C- FUNCTION OPNARA(AREA) 90
C OPNARA - Collect list of track groups assigned to an area;
C place them in the COMMON block
C Input:
C AREA = (I) input area
C Returns:
C OPNARA = PTR# into area COMMON of area just opened
C OPNARA = AREA
C
C
C- FUNCTION ARAOPT( 100
C araopt - Sets the options used when a McIDAS area is read.
C
C Interface:
C subroutine
C araopt(integer area, integer nopt, character*(*) copt(*),
C integer val(*))
C
C Input:
C area - McIDAS area number.
C nopt - Number of options to be set. 110
C copt - Names of the options to be set.
C val - Value to set each option to.
C
C Input and Output:
C none
C
C Output:
C none
C
C Return values: 120
C none
C
C Remarks:
C The valid options and values are:
C option value
C
C 'SPAC' spacing of output data (1, 2 or 4 bytes)
C 'PREC' precision of stored data (1, 2 or 4 bytes)
C 'UNIT' output physical quantity ('TEMP','BRIT'RAW',...)
C 'SCAE scale factor to apply to data 130
C 'CALB' name of package to calibrate data
C (1-4 character name)
C
C Be sure that you have opened the area (OPNARAO) prior to
C calling this routine.
C
C Categories:
C image
C calibration
C 140
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C- FUNCTION LITO
C Name:
C lit - R
C
C
C Interface:
C character*
C lit(integer
C
C
C
C
C Input and Output:
C none
C
C Output:
C
C
C
C
C
C
C
C
C
C
C
C

none

C converter
C
C-FUNCTION READDO
C SUBROUTINE READD(ANUM, ENTRY) (RCD)

C READS DIRECTORY ENTRY FROM AREA/SOUNDING DIRECTORY 'DATDIR'

C ANUM = (I) INPUT AREA NUMBER
C ENTRY = (I) OUTPUT 64 WORD DIRECTORY ENTRY (INTEGER ARRAY)

C READD = AREA
C
C-FUNCTION MAKARAO
C SUBROUTINE MAKARA(AREA,ARADIR) (RCD)

C MAKARA: AQUIRES STORAGE FOR A NEW AREA AND MAKES AREA DIR ENTRY

C AREA - (I) INPUT AREA NUMBER
C ARADIR - (I) INPUT ARRAY CONTAINING NEW AREA DIRECTORY

C MAKARA = AREA
C
C-FUNCTION ARAGETO
C Name:
C araget - Obtains bytes from a McIDAS area file.
C
C
C
C
C
C
C Input:

430

eturns the four bytes of a character string
is an integer.

4 function

c)

Input:
c - Character string that is copied to an integer.

150

Return values:
The four bytes of the character string.

Remarks:
This function is designed to move the four bytes of a
character string to an integer variable. It enables

programmers to avoid conversions implicit in replacement

statements in which variables of different types are on

opposite sides of the equal sign.
Categories:

160

170

180

Interface:
subroutine
araget(integer area, integer offset, integer nbyte,

integer outbuf(*))
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C area - McIDAS area number.
C offset - First byte to obtain.
C nbyte - Number of bytes to obtain.
C
C Input and Output:
C none 200
C
C Output:

C outbuf - Array containing the requested data.
C
C Return values:
C none
C
C Remarks:
C This routine may return without the data if the area number
C is not valid. You may want to call ARANAM() before calling 210
C this routine.
C
C The bytes returned start at the offset. The data does not
C start at a scan line, a prefix or a validity code.
C
C Categories:
C image
C
C- FUNCTION ARAPUTO
C Name: 220
C araput - Adds a buffer to an area file.
C
C Interface:
C subroutine
C araput(integer area, integer offset, integer nbyte,
C integer iarray(*))
C
C Input:
C area - Number of area which will be receiving data.
C offset - Byte offset into file. The new data will start here. 230
C nbyte - Number of bytes to write.
C iarray - Array of data to be written.
C
C Input and Output:
C none
C
C Output:
C none
C
C Return values: 240
C none
C
C Remarks:
C none
C
C Categories:
C image
C
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C- FUNCTION CLSARA)
C Name:
C clsara - Closes a McIDAS area.
C
C Interface:
C subroutine
C clsara(integer area)
C

Input:
area - Number of MCIDAS area to be closed.

Input and Output:
none

Output:
none

Return values:
none

Remarks:
After calling this routine the only area access routine
that will work is opnaraO.

Categories:
image
file

C- FUNCTION STAMPO
C Name:
C stamp - Builds an audit message and writes it to the area.

C
Interface:

subroutine
stamp(integer anum)

Input:
anum - Area number.

Input and Output:
none

Output:
none

Return values:
none

Remarks:
Stamp fetches the command being audited, fetches the

current date and time, formats the message and writes

it to the area.

Categories:
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250

260

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

270

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

280

290

300



C image
C
C-FUNCTION FTIMEO
C
C Name:
C ftime - Converts a packed integer time value to a real.
C
C Interface:
C real function
C ftime(integer m)
C

Input:
m - Time, formatted as:

sign hhmmss.

Input and Output:
none

Output:
none

Return values:
The reformatted time.

Remarks:
The reformatted time is in terms of hours and fractions of
hours. 93500 is returned as 9.5833.

The sign can be negative.

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C- FUNCTION NVSET(
C Name:
C nvset - Sets up navigation from a codicil.
C

Interface:
integer function
nvset(character*(*) copt, integer num)

Input:
copt - 'AREA' Navigation parameters will be from

the area file.
'FRAME' Navigation parameters will be from

the frame directory.

Input and Output:
none

Output:
none

433

310

Categories:
utility
converter
day/time

320

330

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

340

350



C
C Return values:
C 0 - Navigation was set up.
C -1 - Input area or frame didn't exist. 360

C -2 - Navigation data couldn't be found.
C -3 - The option was not correct.
C
C Remarks:
C none
C
C Categories:
C navigation
C
C- FUNCTION REDARAO 370

C SUBROUTINE REDARA (AREA,LINEELEMNELEBANDIARRAY)
C REDARA - Read line from area returning specified subset of line

C Input:
C AREA =() area number
C LINE = (I) line to read
C ELEM (I) starting element desired. 0 returns first byte
C of data
C NELE = (I) number of elements. Will not return any past line

C end
C BAND Spectral band of desired data or 'ALL' for all bands 380

C OUTPUT:
C IARRAY = (I) array to hold returned data

C REDARA AREA
C
C- FUNCTION WRTARAO
C SUBROUTINE WRTARA(AREALINE,IARRAY)
C WRTARA - write a line to an area
C Input:
C IAREA = (I) area number
C NREC (I) line number 390

C IARRAY = (*) source of data, length dependant on area size

C WRTARA AREA
C
C- FUNCTION NVXOPTO
C FUNCTION NVXOPT(IFUNCXINXOUT)
C
C IFUNC= 'SPOS' SUBSATELLITE LAT/LON
C
C MN - NOT USED
C XOUT - 1. SUB-SATELLITE LATITUDE 400

C - 2. SUB-SATELLITE LONGITUDE
C
C IFUNC= ANG' ANGLES
C
C XIN - 1. SSYYDDD
C 2. TIME (HOURS)
C 3. LATITUDE
C 4. LONGITUDE (***** WEST NEGATIVE *****)

C XOUT- 1. SATELLITE ANGLE
C 2. SUN ANGLE 410
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C
C
C
C IFUNC= 'HGT' INPUT HEIGHT FOR PARALLAX
C

XIN - 1. HEIGHT (KM)

C- FUNCTION MPIXEL(
C Name:
C mpixel - Moves
C fields.
C not fr
C
C Interface:
C subroutine
C mpixel (integer
C charact
C

1,2, or 4 byte data into 1,2, or 4 byte
The data is moved within one array,

om one array to another

r n, integer isou, integer ides,
er ibuf)

Input:
n - Number of transfers to be made.
isou - Byte size of the source fields in the buffer
ides - Byte size of the destination fields in the

buffer

Input and Output:
ibuf - Array containing byte fields to be transferred.

Output:
none

Return values:
none

Remarks:
none

Categories:
utility

450
C
C

implicit none

integer MXCDSZ
parameter (MXCDSZ = 5*128)
integer*4 navsiz

integer iadir(64),navarr(MXCDSZ)
integer ia
integer ioa
integer ipp
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integer lit

GET AREAS

IA=IPP(1,0)
IOA=IPP(2,0)

sets number of input area
sets number of output area

CALL OPNARA(IA) ! "opens" the input area
CALL ARAOPT(IA,1,'SPAC',4) ! sets spacing of area output = 4bytes
CALL ARAOPT(IA,1,'UNIT',LIT('RAW')) ! sets output unit

C
C FORMAT OUPUT AREA
C

CALL READD(IA,IADIR) ! read area dirctory
IF(IOA.NE.0) THEN

IADIR(11)=1
IADIR(14)=1
IADIR(15) =0

IADIR(19)= 1

IADIR(36)=0

IADIR(49)=0

IADIR(50)=0

IADIR(51)=0

IADIR(52)=LIT(

! if output area is set
number of bytes per element (1,2 or 4)
maximum number of bands / line of area
byte length of the DATA block line prefix

sum of W49, W50, W51 (+ 4 if W36
validity code is present)

! 32-bit filter band map for multichannel
images; if a bit is set, data exists
for the band; band 1 is the least
significant byte (rightmost)
! validity code; contains zeros if this area

does not have validity codes; if these bytes
are non-zero, they must match the first four
bytes ofeach DATA block line prefix or the
line's data is ignored; this word is usually
constructed from the date and time of the
Area Directory creation; DDDHHMMSS
! byte-length of the DATA block line prefix

documentation region
! byte-length of the DATA block line prefix
calibration region
! byte-length of the DATA block line prefix
level map region

'VISR') ! image source type (VISR,VAS,AAA,ERBE,AVHR)
IADIR(53)=LIT('BRIT') ! calibration type (RAW, TEMP, BRIT)

CALL MAKARA(IOA,IADIR) ! makes new area

CALL OPNARA(IOA) ! "opens" the output area
ENDIF

NAVSIZ=IADIR(63)-IADIR(35) ! size of NAV block calculation:

! byte offset to the beginning of the

! area file CAL block - byte offset to

the start of the area file NAV block

IF (IADIR(63).EQ.0) THEN ! if CAL block inexistant:

NAVSIZ=IADIR(34)-IADIR(35) ! size of NAV block calculation =

byte offset to the start of the

area file DATA block - byte offset
to the start of the area file NAV

block
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ENDIF
CALL ARAGET(IA,IADIR(35),NAVSIZ,NAVARR) ! gets NAV block from input 520
CALL ARAPUT(IOA,IADIR(35),NAVSIZ,NAVARR) ! puts it into output

CALL LEGEND(IA,IOA,IADIR) ! main subroutine (see below)

IF(IOA.NE.O) CALL CLSARA(IOA) closes the output area
IF(IOA.NE.0) CALL STAMP(IOA) affixes time-stamp to output area
CALL SDEST ('Completed Calibration of Visible Radiance' ,0)
RETURN
END

C 530
C SUBROUTINE LEGEND:
C

SUBROUTINE LEGEND(IA,IDA,IADIR)

implicit none

real pi

real dlat

real dlon
real navin(4) 540
real navout (3)

real degrees

real radians

real dz

real idoy

real idsl

real gamma

real delta

real brit

550
integer ia

integer ioa

integer iadir(64)

integer IBUF2(5000)
integer IREST(5000)

integer i

integer ilen
integer istat

integer j
integer element 560
integer line

integer nlins
integer neles

integer nvisaegvar

integer nvset

integer lit

integer yyddd

integer doy

integer dsl 570
real ftime
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NLINS=IADIR(9)-1 number of lines in the area - 1

NELES=IADIR(10) number of elements in each line

ILEN=IADIR(11) number of bytes per element (1,2,4)

pi = 3.141592654

istat = nvset('AREA',ia) sets up navigation for input area

if (istat .lt. 0) then ! error catch from nvset() call
if (istat .eq. -1) then

call sdest('Input area or frame doesn't exist.' ,0) 580

elseif (istat .eq. -2) then

call sdest('Navigation data can' 't be found.' ,0)
elseif (istat .eq. -3) then

call sdest ('The option is not correct.' ,0)

endif
call sdest ('return code from nvset=' ,istat)

return

endif

navin(1) = float(iadir(4)) date of image data collection YYDDD 590

navin(2) = ftime(iadir(5)) time of image data collection HHMMSS

call sdest('Date ',iadir(4)) ! Screen print of date

call sdest('Time = ',iadir(5)) ! Screen print of time

C
C Get day-of-year from YYDDD for normalized sun-earth distance

C

yyddd=int(navin(1))

if (yyddd .lt. 95000) then 600

doy=yyddd-94000
elseif (yyddd .lt. 96000) then

doy=yyddd-95000
elseif (yyddd .lt. 97000) then

doy=yyddd-96000
elseif (yyddd .lt. 98000) then

doy=yyddd-97000
elseif (yyddd .lt. 99000) then

doy=yyddd-98000
elseif (yyddd .lt. 100000) then 610

doy=yyddd-99000
elseif (yyddd .lt. 101000) then

doy=yyddd-100000
elseif (yyddd .lt. 102000) then

doy=yyddd-101000
elseif (yyddd .lt. 103000) then

doy=yyddd-102000
elseif (yyddd .lt. 104000) then

doy=yyddd-103000
elseif (yyddd .lt. 105000) then 620

doy=yyddd-104000
elseif (yyddd .lt. 106000) then

doy=yyddd-105000
elseif (yyddd .lt. 107000) then

doy=yyddd-106000
endif
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print*, day-of-year ',doy

C 630
C Get days since launch from YYDDD for calibration algorithm
C (LAUNCH=94103)

C

if (yyddd .lt. 95000) then

dsl=doy-103
elseif (yyddd .lt. 96000) then

dsl=doy+262
elseif (yyddd .lt. 97000) then

dsl=doy+627 640
elseif (yyddd .lt. 98000) then

dsl=doy+993
elseif (yyddd .lt. 99000) then

dsl=doy+1358

elseif (yyddd .lt. 100000) then
dsl=doy+1723

elseif (yyddd .lt. 101000) then
dsl=doy+2088

elseif (yyddd .lt. 102000) then

dsl=doy+2454 650
elseif (yyddd .lt. 103000) then

dsl=doy+2819
elseif (yyddd .lt. 104000) then

dsl=doy+3184
elseif (yyddd .lt. 105000) then

dsl=doy+3549
elseif (yyddd .lt. 106000) then

dsl=doy+3915
elseif (yyddd .lt. 107000) then

dsl=doy+4280 660
endif

print*,'Days Since GOES-8 Launch =',dsl

C
C trandform to floating point

C
idoy=float (doy)
idsl=float (dsl)

C 670
C Calculate normalized Earth-Sun distance for DOY
C

gamma = 2. * pi * (float(doy)-1) / 365
delta = 1.000110 + ( 0.034221 * cos(gamma) ) +
& ( 0.001280 * sin(gamma) ) +

& ( 0.000719 * cos(2.*gamma) ) +

& ( 0.000077 * sin(2.*gamma) )

print*, 'Earth-Sun Orbital Angle Factor =',gamma
print*, 'Earth-Sun Distance Factor =' ,delta 680
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DO 10 I=O,NLINS
line=iadir(6)+iadir(12)*i ! image line coordinate of area

line 0, element 0 + line resolution

* number of image lines between

! consecutive area lines*line-number

CALL REDARA(IA,I,0,NELES,1,IBUF2) ! read line into IBUF2 array

DO 5 J=1,NELES

C

C Calculate albedo corrected for solar zenith angle 690

C
brit=ibuf2(j)/32 ! Division by 32 because SSEC GVAR ingester

shifts imager visible raw values left

5 bits to occupy 15 bits. Hence to obtain

the raw 10-bit (0-1023) McIDAS pixel,

must divide by 32.

element=iadir(7)+iadir(13)*j ! image element coordinate of

area line 0, element 0 +

element resolution; number of

image elements between 700

consecutive area elements *

element number

istat=nvisaegvar(float(line),float(element),

&3 0.,dlat,dlon,dz) ! converts image coordinates to earth

! coordinates

navin(3) = dlat
navin(4) = -dlon

C
C perform special navigation services: from date,time,lat,lon

C to sat angle, solar angle, relative angle calculation 710

C
call nvloptgvar(lit('ANG '),navin,navout)
degrees = navout(2)

radians = (degrees*pi)/180. ! conversion to radians

C Check to avoid div-by-0

if (abs(degrees) .ge. 89) then ! SZA greater than 89 deg

irest(j) = 0.
else

irest(j) = 100. * ( ( 0.650+0.0001341*float(dsl) ) 720

& *(brit-31.) ) /
&t ( 526.9 * cos(radians) * delta )

endif

5 CONTINUE

CALL MPIXEL(NELES,4,ILEN,IREST) ! move converted data to

! appropriate position in array

CALL WRTARA(IOA,I,IREST) ! write line to output area

10 CONTINUE
RETURN 730

END
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