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Abstract
A pseudospectral method for solving nonlinear optimal control problems is proposed
in this thesis. The method is a direct transcription that transcribes the continuous
optimal control problem into a discrete nonlinear programming problem (NLP), which
can be solved by well-developed algorithms. The method is based on using global
polynomial approximations to the dynamic equations at a set of Gauss collocation
points. The optimality conditions of the NLP have been found to be equivalent to
the discretized optimality conditions of the continuous control problem, which is not
true of other pseudospectral methods. This result indicates that the method can take
advantage of the properties of both direct and indirect formulations, and allows for
the costates to be estimated directly from the Lagrange multipliers of the NLP.

The method has been shown empirically to have very fast convergence (exponen-
tial) in the states, controls, and costates, for problems with analytic solutions. This
convergence rate of the proposed method is significantly faster than traditional finite
difference methods, and has been demonstrated with many example problems.

The initial costate estimate from the proposed method can be used to define an
optimal feedback law for real time optimal control of nonlinear problems. The appli-
cation and effectiveness of this approach has been demonstrated with the simulated
trajectory optimization of a launch vehicle.
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Chapter 1

Introduction

Optimal control problems arise in a wide range of applications, particularly in the

aerospace industry. Optimal control problems can be defined for trajectory optimiza-

tion. attitude control, and missile guidance, among others. The objective of optimal

control theory is to determine the control (or controls) that will cause a system to

meet a set of physical constraints and at the same time minimize (or maximize) some

performance criterion. Acceptable criteria can be defined by any number of things,

including time, fuel expenditure. or various trajectory parameters.

The solution to general optimal control problems can be found by applying the

calculus of variations ([10] [45] 1481) and Pontryagin's maximum principle [53] to de-

termine the first order necessary conditions for a solution. The necessary conditions

reduce the optimal control problem to a two-point boundary value problem. The re-

sulting boundary value problem is difficult or impossible to solve analytically for most

problems, therefore numerical techniques are required to determine an approximation

to the continuous solution. Many numerical techniques have been developed to solve

optimal control problems. These numerical methods generally fall into the categories

of indirect methods and direct methods ([6] [64]).

Indirect methods involve approximating the solution to the continuous necessary

conditions. Some of these methods are multiple shooting ([54] [51]), finite difference

[43], quasi-linearization [3], and collocation ([18] [58]), among others. The primary ad-

vantages of indirect methods is the high accuracy and assurances the solution satisfies
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the necessary optimality conditions. However, indirect methods have significant dis-

advantages. First, the necessary optimality conditions must be derived analytically,

for most problems this derivation is non-trivial. Second, the radius of convergence

is typically small, therefore requiring a good initial guess. Third, a guess for the

costates must be provided, which is difficult because the costate does not represent

a physical entity such as the states and controls. Finally the constrained and un-

constrained arcs, or switching structure, for problems with path constraints must be

know a priori.

Direct methods overcome some of the deficiencies of indirect methods by trans-

forming the continuous optimal control problem into a nonlinear programming prob

lem (NLP), which can be solved by well-developed algorithms. Direct methods have

the advantages that the optimality conditions do not need to be derived; they have

a large radius of convergence, therefore they do not need a good initial guess; there

is no need for a, guess of the costates; and finally the switching structure does not

need to be known. Direct methods are not as accurate as indirect methods and many

do not give any costate information. There are many types of direct methods. One

approach, direct shooting, is to parameterize the controls and use explicit numerical

integration to satisfy the differential constraints ([69 [46] [40] [8] [66] [59]). These

methods suffers from the computationally expensive numerical integration that is re-

quired. Another approach is to parameterize both the states and controls. In these

methods, piecewise polynomials can be used to approximate the differential equations

at collocation points ([35] [7] [46] [21] [65] [33]). The states and controls can also be

parameterized using global polynomials ([72] [73] [22] [23] [19] [20]). These methods

are based on spectral methods which were extensively used to solve fluid dynamics

problems and typically have faster convergence rates than traditional methods ([13]

[26] [68]).

Spectral methods were largely developed in the 1970's for the numerical solution

of partial differential equations. These methods were used as an extension to finite-

element and finite-difference methods which were mostly explored during the previous

two decades. Spectral methods were developed from a class of discretization schemes

20

__



for differential equations known generally as the method of weighted residuals [24].

Spectral representations have been used for studies of differential equations since

Fourier in 1822 [27] and the idea of using them for numerical solutions of differential

equations goes back to Lanczos in 1938 [47]. The spectral collocation method was

first used by Slater [62] and Kantorovic [42] in 1934, but it was the work of Lanczos

that established that a, proper choice of trial functions and distribution of collocation

points was crucial to the accuracy of the solution. The method was revived by

Clenshaw [14], Norton [15], and Wright [70] in the late 1950's and early 1960:s for

Chebyshev polynomial expansions to initial value problems. In the 1970's the first

unifying mathematical theory of spectral methods was compiled by Gottlieb and

Orszag [31]. The application of spectral methods to problems in fluid dynamics and

meteorology made the method famous, with the primary work done by Gottlieb,

Orszag, Canuto, Hussaini, Quarteroni, and Zang ([13] [32] [52]). Orszag was first to

use the term pseudospectral when referring to spectral collocation methods in 1972.

Further development of spectral methods was done by Funaro [29], Fornberg [26]. and

Trefethen [68].

Spectral methods were applied to optimal control problems by Vlassenbroeck

and Van Dooren ([72 [73]) in the late 1980's using Chebyshev polynomials and

later Ehiagar, Kazemi, and Razzaghi ([19] [20]), developed the Legendre pseudospec-

trail method using Lagrange polynomials and collocation at Legendre-Gauss-Lobatto

(LGL) points. An extension of the Legendre pseudospectral method was done by

Fahroo and Ross ([22] [55]) to generate costate estimates.

The costate estimates are important for verifying the optimality of the solutions,

mesh refinement, sensitivity analysis, and real time optimization. Costates can be

determined for many direct methods. Some of these estimates are based on solving an

approximation to the costate dynamics in post processing ([37] [49]). Other estimates

are based on relationships between the Karush-Kuhn-Tucker (KKT) multipliers of the

NLP and the continuous costates found by a sensitivity analysis [60], or relating the

KKT conditions of the NLP to the continuous costate dynamics ([65] [34]). Recently

costate estimates have been developed for pseudospectral methods. A costate map-
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ping principle has been derived by Fahroo and Ross to define the relation between the

KKT multipliers and costate estimates ([22] [55] [56]). However this principle, based

on the relation between the KKT conditions of the NLP and the continuous costate

dynamics, does not hold at the boundary points. This deficiency is a result of the

defects in the discretization when using LGL points. The resulting costate estimates

at the boundaries do not satisfy the costate dynamics or boundary conditions, but

only a linear combination of the two.

The method proposed in this thesis is a direct transcription method using parame-

terization of the states and controls by global polynomials collocated at Gauss points.

The method differs from other pseudospectral methods in the fact that the dynamic

equations are not collocated at the boundary points. This approach is advantageous

because the KKT conditions from the resulting NLP are exactly equivalent to the dis-

cretized form of the first-order necessary conditions of the optimal control problem.

This means that the optimality conditions for the discretized problem are consistent

with the continuous optimality conditions of the optimal control problem, which is not

true for other pseudospectral methods. Only a special class of Runge-Kutta methods

have been shown to have this property [33]. The consistency of the KKT conditions

allow for an estimate of the costate based on the IKKT multipliers from the NLP that

does not suffer from a problem at the boundary points. This property allows for a

costate estimate that is more accurate than other methods.

Furthermore, the costate at the initial time can be estimated very accurately using

the Gauss pseudospectral method. The initial costate, along with the initial state,

defines the entire solution of the optimal control problem by reducing the two point

boundary value problem resulting from the necessary conditions to an initial value

problem, where the control can be found by applying Pontryagin's maximum princi-

ple. By having a very good estimate of the initial costate, a dynamic optimization

problem can be reduced to a series of static optimization problems [38]. Therefore,

the initial costate can be used to define a feedback law resulting in real time optimal

control for nonlinear systems.

The Gauss pseudospectral method has been shown to satisfy the optimality con-
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ditions for a large class of problems. The KKT conditions resulting from problems

with free initial or final times, problems with state and control path constraints, and

problems involving multiple phases, have been shown to be consistent with the con-

tinuous first-order necessary conditions. The proposed method has also been shown

to satisfy Pontryagin's maximum principle. This analysis indicates that the Gauss

pseudospectral method can be used to solve a, large set of problems, shown with many

numerical examples.

The Gauss pseudospectral method was originally developed from the integral form

of the optimal control problem. In this form, the optimal control problem is dis-

cretized using pseudospectral approximations of the integral of the differential dy-

namic equations. This was done to facilitate the discretization at Gauss points while

still enforcing the boundary conditions. However, the differential form of the optimal

control problem can also be discretized at Gauss points in a way that allows the

boundary conditions to be enforced. It has been shown that this differential form of

the Gauss pseudospectral method is mathematically equivalent to the integral form

of the Gauss pseudospectral method. The KKT conditions of the resulting NLP from

the differential and integral forms of the Gauss method have been shown to be con-

sistent with the continuous first-order necessary conditions. This property is a result

of the f.ct that the dynamic equations are collocated only at Gauss points. which

do not include the boundary points. The differential form of the method has the

advantage that the resulting NLP is more sparse than the NLP from the integral

form. Therefore, numerical solvers can take advantage of this sparsity to solve the

NLP with less computation time for large problems.

The Gauss pseudospectral method derived in this thesis has many advantages over

other numerical methods for solving optimal control problems. The first and most

important, is that the KKT conditions for the NLP are exactly equivalent to the

discretized first-order necessary conditions. This property indicates that the solution

to the NLP is mathematically equivalent to the solution to the discrete optimality

conditions, meaning that the NLP solution is guaranteed to satisfy the pseudospectral

approximation to the optimality conditions. This distinction signifies that the direct
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and indirect solutions are the same. Therefore, the Gauss pseudospectral method can

take advantage of the properties of both types of methods. An accurate solution can

be found using well-developed sparse NLP solvers with no need for an initial guess

on the costates or derivation of the necessary conditions. The method is robust and

can handle path constraints without knowledge of the switching structure. Another

consequence of the consistency of the KKT conditions is that the costates can be

estimated directly from the KKT multipliers of the NLP. Second, the Gauss method

have been shown to be consistent for a large class of problems including those with

path constraints, free time, and requiring Pontryagin's maximum principle. The final

advantage of the Gauss pseudospectral method, is that they take advantage of the

very fast exponential convergence typical of spectral methods. This convergence rate

has been shown empirically for many example problems. The fast convergence rate

indicates that an accurate solution to the optimal control problem can be found using

fewer nodes and hence less computation time. The rapid solution of the problems

along with an accurate estimate for the costate can be used to realize real time optimal

control for nonlinear systems.

1.1 Thesis Overview

Chapter 2 describes the basic mathematical background for the formulation and anal-

ysis of pseudospectral methods for optimal control. The concepts of numerical integra-

tion and polynomial interpolation are explored, as well as a brief introduction to the

theory of spectral methods. Also included in this chapter is a discussion of optimiza-

tion methods. Static optimization involving both inequality and equality constraints

are examined, including the derivation of the Karush-Kuhn-Tucker (KKT) conditions,

which define the solution to the optimization problem. Finally optimal control the-

ory is described including the derivation of the first order necessary conditions and

Pontryagin's maximum principle.

In Chapter 3, several direct transcription methods are described including an

Euler, Runge-Kutta, and the Legendre pseudospectral method. The KKT conditions
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for the Legendre pseudospectral method are derived to show how the costate mapping

principle is defined as well as the defects in the costate estimates.

Chapter 4 describes the integral formulation of the continuous optimal control

problem as well as the derivation of the first order necessary conditions. The pseu-

dospectral transcription at Gauss points of the integral form of the problem is ex-

plored, which leads to the derivation of the KKT conditions for the proposed method.

The KKT conditions are shown to be consistent with the first order necessary con-

ditions, for a large class of problems. Finally the method for the costate estimates,

including the initial costate, is described.

In Chapter 5 the Gauss pseudospectral transcription of the differential form of

the problem is derived. It is shown that the Gauss pseudospectral transcription is

mathematically equivalent to the integral pseudospectral transcription. It is also

shown that the KKT conditions from the Gauss pseudospectral transcription are

consistent with the first-order necessary conditions, and a costate estimate from the

KKT multipliers can be defined.

In Chapter 6 many example problems of different types are solved by several

numerical methods to demonstrate the advantages and disadvantages of the Gauss

pseudospectral method. The types of example problems solved are linear, nonlinear.

those which have discontinuous solutions in the control and costates. problems with

singular arcs. and problems with multiple local minimum. A comparison of both the

integral and differential forms of the method is made on a common orbit transfer

problem.

Chapter 7 tests the use of the initial costate for real time optimal control. Several

examples demonstrating the method are included for linear and nonlinear problems.

Chapter 8 describes a launch vehicle trajectory optimization problem. The vehi-

cle dynamics are described as well as the formulation and solution of the resulting

optimal control problem. The real time control algorithm described in Chapter 7 is

used to demonstrate the real time control of the launch vehicle in the presence of a.

disturbance. Finally Chapter 9 includes the final summary and concluding remarks.
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Chapter 2

Mathematical Background

In this chapter, we review many mathematical concepts that aid in the understand-

ing of the proposed pseudospectral method. The first and most important is the

idea of polynomial interpolation using a basis of Lagrange polynomials. Polynomial

interpolation is used in the development of quadratures, for numerical integration.

Another important concept is the application of spectral methods for the solution

of differential equations. A brief outline of the most common types of spectral meth-

ods is included, as well as the background for spectral collocation or pseudospectral

methods, which are the most important for this thesis.

Also included in this chapter is the development and solution methods of static

optimization problems or nonlinear programs (NLP). Unconstrained, equality con-

strained, and inequality constrained problems are considered, along with the deriva-

tion of the necessary conditions or Karush-Kuhn-Tucker (KKT) conditions for a so-

lution of each.

Finally a review of basic optimal control theory is included, along with the derixva.-

tion of the first-order necessary conditions and Pontryagin's maximum principle.

2.1 Numerical Integration

Explicit closed form solutions cannot be found for integrals of most functions. There-

fore numerical procedures must be used to approximate the value of the integral. The
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methods of numerical integration considered in this thesis are based on polynomial

interpolation.

2.1.1 Polynomial interpolation

The interpolation formula of Lagrange [63] is based on the fact that given N arbitrary

support points of the function f(t), on the interval ti E [a, b],

(ti, i), i= 1,N, ti tk, i k, (2.1)

there exists a unique polynomial P(t), of degree N - 1 so that

P(ti)=fi, i =1, ,N. (2.2)

The unique polynomial can be found using the Lagrange interpolation formula, so

that
N

P(t) = fi . Li(t), (2.3)
i=l

where Li(t) are the Lagrange interpolation polynomials [17]. These polynomials can

be found using the formula.,

Li(t)= (ti - tk) (2.4)
k=1, ki

These Lagrange polynomials have the property that they are one at the ith support,

and zero at all the others, so that

1 i=k
Li(tk) = ik = (2.5)

0 i#k

An example of several Lagrange polynomials are shown in Fig. 2-1. The error in the

Lagrange interpolation formula for functions in which N derivatives exist is known
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Figure 2-1: Lagrange Interpolating Polynomials

to be [41]

XR(t)f(t)-P(t) = - - d(Nf (2.6)R(t) f(t) - P(t) = . .N! J(t - tk) dt(N)
i=1

where E [a, b]. This equation shows rapid convergence for functions whose deriva-

tives are bounded.

2.1.2 Quadrature

Quadratures are a common approach to the numerical approximation of integrals. A

numerical quadrature is an approximation to a definite integral in the form,

b N

f(t) dt Eai f(t), (2.7)
i=l

where ca are the quadrature weights and ti are the quadrature points or nodes. An

interpolatory quadrature formula can be created for arbitrary support points by ap-
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proximating the integrand by Lagrange polynomials [41], so that

b b N

i=l

The quadrature weights can be easily determined as

i = dL(t) dt . (2.9)

Quadrature formula of this type have a degree of precision of N - 1, which means

they are exact for polynomials of degree N - 1 or less.

The quadrature formula with the maximum degree of precision is the Gauss

quadrature formula, which is exact for polynomials of degree 2N - 1 or less. The

Gauss formula is found by choosing the weights wi and points ti which make the for-

mula exact for the highest degree polynomial possible [16]. The points and weights

are determined so that

1 N

f (t) d Wi f (ti) + EN, (2.10)

and the error, EN, is zero for a polynomial, f(t), of degree 2N - 1. The Gauss

points are determined as the zeros of the Nth degree Legendre polynomial [12] and

the weights are the integrals of the resulting Lagrange interpolating polynomials, so

that

-f1 k1 (t-tk) dt, i = 1,. N, (2.11)

where ti are the zeros of the Nth degree Legendre polynomial. The Gauss weights

can also be determined using the formula [36],

wi = 1 t [PN(ti)] , (2.12)

where PN(t) is the derivative of the Legendre polynomial of degree N. The Gauss

points are all interior to the interval [-1, 1] and tend to be more dense near the
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boundaries. A sample distribution of Gauss points for several numbers of nodes are

shown in Fig. 2-2. The error in the Gauss quadrature formula. is proportional to the

(2N)th derivative of the integrand ([44] [36]), so that

EN f ( = (C) E [a., b].(2N)! dt2' ( - ) = (2N + 1)[(2N)!]3 dt2

(2.13)

Tables of Gauss points and weights can be found in [36].

The Gauss-Lobatto (LGL) quadrature formula is similar to the Gauss formula,

except the boundary points are fixed at -1 and 1. The formula is created by choosing

weights wi and N - 2 remaining points ti, to integrate the highest degree polynomial

possible with zero error, so that

I1 N

f (t) dt = .f(ti) + EN t = -1, tN = 1. (2.14)
-1 i=l

Because two degrees of freedom have been removed, the LGL quadrature formula is

exact for polynomials of degree 2N - 3. The LGL points are determined to be the

zeros of the derivative of the Legendre polynomial of degree N - 1, P1 - 1 (t), plus the

two end points, -1, 1 [16]. The weights are determined as

2

N(N - 1)[PN_l(ti)]2 ' i ~ 1 (2.15)

2
The weights at the boundary points are UtL1, WN = The error in the LGLN(N- 1)'
quadrature formula is

-N(N - 1) 3 22N+1[(N - 2)!]4 d(2 N- 2)f
(2N - 1)[(2N - 2)!]3 dt(2N-2) (¢) , 

·[a, ] (2.16)

Tables of LGL points and weights can be found in [36]. A plot of the distribution of

LGL points is shown in Fig. 2-3.
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2.2 Spectral Methods

Spectral methods are used to numerically approximate the solution to partial or

ordinary differential equations, and are characterized by the trial functions and test

functions. The trial functions are used as a, basis for the truncated series expansion of

the solution, while the test functions are used to ensure that the differential equation

is satisfied as closely as possible.

The choice of trial functions is what distinguishes spectral methods from finite-

difference and finite-element methods. Finite-difference methods approximate deriva-

tives using local approximations. In the case of finite-element methods, the domain

is divided into small elements with a trial function for each element. The resulting

trial functions are therefore local in character. Trial functions for spectral methods

are infinitely differentiable global functions [26]. so that

N

x(t) Eak (k(t), (2.17)
k=1

where the basis functions, k,(t), are for example orthogonal polynomials or trigono-

metric functions. The global nature of the trial functions is the primary distinguishing

characteristic of spectral methods.

The test functions used distinguish the three most common types of spectral meth-

ods, Galerkin, tau, and collocation. In the Galerkin approach, the test functions are

the same as the trial functions, which are infinitely smooth functions that satisfy

the boundary conditions. The differential equation is enforced by requiring that the

residual, the error in the differential equation produced by using the truncated expan-

sion, be orthogonal to all the test functions. Tau methods are similar to the Galerkin

methods in the way the differential equation is enforced, but the test functions do not

satisfy the boundary conditions so an extra set of equations must be used to apply

the boundary conditions. In the collocation approach, the test functions used are

Dirac delta functions centered at a set of collocation points. This approach requires

the differential equation to be satisfied exactly at the collocation points.
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Spectral methods have the notable strength that for analytic functions, errors

typically decay exponentially as N increases, rather than the much slower polynomial

rates typical of finite difference methods [31]. For periodic problems, trigonometric

basis functions are generally used because of the rapid convergence to smooth periodic

functions. For non-periodic problems, orthogonal polynomials of Jacobi type have

proven to be the most useful, with Chebyshev and Legendre polynomials as the most

important special cases.

2.2.1 Orthogonal Polynomials

Orthogonal polynomials of Chebyshev and Legendre, are commonly used in spectral

methods. The polynomials belong to a larger class of Jacobi polynomials. The class of

Jacobi polynomials are all the eigenfunctions of a singular Sturm-Liouville problem on

the interval [-1, 1]. The special case for the Legendre polynomials are eigenfunctions

of the singular Sturm-Liouville problem [13],

dt ( (1 -t2)--(t)) + N(N + 1). PN(t) = (2.18)

with the normalization PN (1) = 1. Legendre polynomials are orthogonal with respect

to the inner product,

< f(t), g(t) >= f (t) g(t) dt , (2.19)

and satisfy the three term recursion

(N+1).PN+l(t) = (2N+1).t. PN(t)-N PN(t) , P(t) = 1, PI(t)= t . (2.20)

Chebyshev polynomials of the first kind are the eigenfunctions of the singular

Sturm-Liouville problem,

dt (/-· dT2 · (t) + N 2 TN(t) = 0. (2.21)
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Using the normalization TN(1) = 1 leads to the polynomials of

TN (t) = cos (N. ), 0 = arccos t, (2.22)

which are orthogonal with respect to the inner product

< f(t),g(t) >= / 1 ti dt. (2.23)

2.2.2 Tau, Galerkin, Collocation

There are three fundamental types of spectral methods, tau, Galerkin, and collocation

[13]. They differ in the choice of test functions that keep the residual, or error in the

differential equation small.

Consider a general differential equation for x(t) E IR', so that

F(i(t),x(t), t) = 0O t E [-1, 1] (2.24)

where F: RI" x Rn x -- RI. The boundary conditions are. q(x(-l),x(l)) = 0,

with 3: R'n , i , q. The solution x(t) is approximated using a basis of orthogonal

polynomials. k(t), as trial fimnctions. so that

N

x(t) x(t) = E ak Ok(t). (2.25)
k=1

Using this approximation, the residual of the differential equation is

RN(t) = F(:N(t),XN(t),t) , (2.26)

where RN (t) is the residual.

The objective of the tau method [26] is to determine the coefficients ak so that

the approximate solution satisfies the boundary conditions, /3 (XN(-1), XN(1)) = 0,
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and the residual is orthogonal to as many basis functions as possible, so that

< RN, k >= , k = 1, N - q. (2.27)

In the Galerkin method [31], the basis functions, k(t), are combined to form a

new set of basis functions, k (t), which span the space of polynomials that satisfy the

boundary conditions, i = 0. The solution is then approximated using the new set of

basis functions,
N

x(t) xN(t) = E bk k(t), (2.28)
k=1

where the objective is to find the coefficients, bk, so that the residual RN is orthogonal

to as many basis functions as possible, so that

< RN, k>= O, k=l, ,N. (2.29)

Note that the boundary conditions are automatically satisfied because the polynomial

XN(t) is a linear combination of the basis functions k(t) that span the space of

polynomials that satisfy the boundary conditions.

Finally, in the collocation or pseudospectral. method [26], the solution x(t) is

approximated using the basis of polynomials, Ok (t),

N

x(t) XN(t) = Zak. *k(t), (2.30)
k=1

where the objective is to determine the coefficients ak so that the boundary conditions

are satisfied, (XN (-1), XN (1)) = 0, and the residual is zero at a set of collocation

points. In this method the test functions are chosen as Dirac delta functions, so that

RN(ti) = i = 1,-,N-q. (2.31)

The pseudospectral technique can be used with the basis of Lagrange polynomials

36



formed from the collocation points, so that

N

x(t) XN(t) = ak Lk (t). (2.32)
k=1

This approach is advantageous because the coefficients of the Lagrange polynomials

are equal to the value of the approximating polynomial at the collocation points,

xN(tk) = ak. (2.33)

This section describes the fundamental differences between the most common

types of' spectral methods. The collocation or pseudospectral method is the most

important technique that is applied in this thesis.

2.3 Static Optimization

Another important concept in the understanding of the method proposed in this

thesis, is the development and solution to static optimization problems, or nonlinear

programs (NLP). Static optnimization problems are a class of parameter optimization

problems where time is not a parameter. The objective is to find the set, of parameters

that minimize some cost function that could be subject to a set of algebraic equality

or inequality constraints.

2.3.1 Unconstrained Optimization

The objective of unconstrained optimization is to find the set of parameters, x E ItR'",

that give a minimum value to a. scaler function, J(z): R - 1R [48]. A local minimum

occurs when any arbitrary increment of the variable x, produces an increase in the

function. J. so that

J(x + dx) > J(x), V dx. (2.34)
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The conditions for a solution are determined by first writing the Taylor series expan-

sion for an increment in J. The expansion is

dJ = JT -dx + ldxT Jx dx + higher order terms, (2.35)
2

where the higher order terms are of order three and higher. The gradient of the

function, J, with respect to x is a vector and the Hessian of the function with respect

to x is a matrix, so that

Jx ax E R J. - 2 E"X" (2.36)

For the increment in J to be positive for any increment of x, two conditions must

be met. First, the gradient of the function must be zero. Second, the Hessian matrix

must be positive definite. These conditions are

J, = 0 J > 0o. (2.37)

These conditions define the sufficient conditions for a local minimum. The gradient

condition is a set of n, conditions to determine the n unknown variables x. The

gradient condition by itself is a necessary condition (or optimality condition) of an

extremal and could define local minimum, maximum, or saddle points. The are many

numerical algorithms for solving unconstrained nonlinear problems, such as gradient

methods, Newton's method, and conjugate direction methods [4].

2.3.2 Equality Constrained Optimization

The objective of equality constrained optimization is to minimize a scaler function,

J(x), that is subject to a set of q < n constraints, f(x): I --- Rq, so that

f(x) = 0. (2.38)
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A classical approach to finding the solution is to define the Lagrangian by augmenting

the cost with a, set of Lagrange multipliers [7], so that

q

L(x. A) = J(x) - AT f(X) = J(x) - AXk. fk(x). (2.39)
k=1

where A E Rq is a vector of Lagrange multipliers. Note that the constraints are

subtracted from the cost in the Lagrangian. This convention of subtraction is used

throughout this thesis. The conditions for a. minimum are found by taking a. first-order

expansion of an increment in L(x. A), so that

dL = L, dx + L dA. (2.40)

For a point (x*, A*) to be a, minimum, the gradient of L with respect to the variables

x and A must be zero. These two conditions result in n + q constraints to determine

the n + q unknowns of x and A. These constraints are

afLx= J-GT - , G E Igx"
ax (2.41)

LA -f( ) .

The partial derivative of the constraints, G, is called the Jacobian. This result is from

the Lagrange Multiplier Theorem [4]. These conditions do not distinguish between

a point that is a maximum. minimum, or a saddle point. For the stationary point

to be a minimum, conditions on the curvature of the Lagrangian must be met. The

Hessian of the Lagrangian is defined to be

92L 92 j q 92 fk
HL 2 k - (2.42)

k=l

Therefore, a sufficient condition for a minimum is that

vT. HL. > 0, (2.43)
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for any vector v E Rn in the constrained tangent space. This requirement is such that

any feasible variation, v, of the unknown variables, x, must satisfy the constraint,

f(x* + v) = O.

2.3.3 Inequality Constrained Optimization

The final case os static optimization problems is when the constraints of the problem

are inequality constraints. The problem is then to find the variables, x, to minimize

a function, J, subject to a set of r inequality constraints, m.(x): RIRn - IRr, so that

m(x) < 0. (2.44)

In contrast to equality constraint problems, the number of inequality constraints can

exceed the number of unknown variables, x. Any set of points that satisfy all the

constraints is called feasible. The set of all feasible points is called the feasible region.

At the optimal solution, x*, some of the constraints may be satisfied as equality

constraints,

rni(x*)= O0, V i E A, (2.45)

and some constraints may be strictly satisfied,

mi(x*) < 0, V i E A' . (2.46)

A is called the active set while A' is called the inactive set. The active set of constraints

can be treated exactly as equality constraints and the inactive set can be ignored.

The problem then is to determine which of the constraints are active and which ones

are inactive. The conditions for a solution to an inequality constrained problem are

found by applying the Karush-Kuhn-Tucker optimality conditions [4].

Consider a problem with both equality and inequality constraints. The objective

is to minimize a cost function, J(x). subject to a set of equality constraints, f(x),
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and inequality constraints m,(x). The problem is then

minimize J(x)

subject to f(x) = 0, (2.47)

rn(x) <0.

The Karush-Kuhn-Tucker (iKKT) conditions are found by first defining the Lagrangian,

or augmented cost function, L, so that

q r

L(x, A. ) = J(x) - Ak fk(x) - i mi(x), (2.48)
k=l i=l

where Ak, li are the Lagrange multipliers or KKT multipliers. Note that both the

equality and inequality constraints were subtracted from the cost to keep with the

convention of subtraction. The gradient of the Lagrangian defines the conditions for

an optimal solution, x*. If J. f, and m are continuously differentiable functions then

there exists Lagrange multipliers A* and [p* such that

dL
(x *, *) = O0

pL*<O . (2.49)

. mi(x*)= O, V i.

These conditions along with f(x*) = 0 and m(x*) 0 make up the KKT conditions.

The KKT conditions are necessary for local stationary points but do not distinguish

between minimum, maximum, or saddle points.

The are many well-developed algorithms and software packages that have been

created to solve optimization problems. The software used in this research was pri-

marily SNOPT [30], which uses a sequential quadratic programming algorithm (SQP)

to solve large sparse optimization problems.
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2.4 Optimal Control

Optimal control problems arise in a wide range of applications. The analytic solu-

tion to optimal control problems can be found by using the calculus of variations to

determine the first-order optimality conditions.

2.4.1 Calculus of Variations

The calculus of variations is a useful tool in solving minimization problems that are

dependent on continuous functions of time. The minimization of a functional, J(x(t)),

is found by requiring that the variation of the cost on an extreme path x* vanish for

all admissible variations x [45], so that

6J(x*, x) = 0. (2.50)

This is used along with Lagrange theory to determine the conditions for a minimum

of a constrained cost functional.

2.4.2 Necessary Conditions

For optimal control problem the calculus of variations is used to determine the nec-

essary conditions for a local minimum.

Consider the optimal control problem where the objective is to find the states

x(t) E RI and controls u(t) E R " on the interval t E [t, tf] that minimizes a cost in

Bolza form. The cost is

J = 4(x(tl), tf) + j g(x(t), u(t), t) dt , (2.51)

where 4 : x ll -- R is the terminal cost, and g: Rn x Rm x I --+ IR is the integrated

cost. The states are subject to the differential dynamic constraints,

dx
= f(x(t ), t) , (2.52)dt

42



where f: IR x R M x R IR". The states are also subject to the boundary conditions

in their most general form,

e(X(to), t, x(tf), tf) = 0. (2.53)

where 0: R x x R' x -, IRq.

The first-order necessary conditions are found by applying the calculus of varia.-

tions to the Lagrangian or augmented cost function. The augmented cost function

is created by adjoining the costate, A(t) E It n, and Lagrange multipliers, v E q, to

the differential and boundary constraints, so that

Ja = · (x(tf), tf) - vT t (x(to), t, X(ts), tf)

+ J [g(x(t), u(t), t)- A(t) ( -f(x(t), u(t) t))] dt . (2.54)

Taking the first-order variation of the Lagrangian with respect to all free variables

results in

6Ja = a4) 6xf + a46tf - 6VTO - vT ( JxS - Ta t
&X-(tf) +atf ax(to) at

- x (t xf - VTa 6tf + _ (g- A -(_- f))[t 
ax (t ) at, f( gtf2.55)

- (g _ AT ( ) t=to, to+ I' Lag6x + au
2AT O86 AT3

-AXT (T - f 6 XAT . O + AT. U- _x dt.

Integrating the last term in the integrand by parts removes the variation with respect

to the derivative of the states, so that

6-A2 c. dt = -AT(tf)3x(tf) + AT(to)Sx(to) + Ax dt. (2.56)

It is important to note that there is a difference between the variation of the final

state, 6xf, and the variation of the state at the final time, Sx(tf), because the final

time is free. The relation between the two can be found using the derivative of the
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state and the variation of the final time. The same is true of the initial state, so that

6 Xf = 6 x(tf) + d(tf) atf,
(2.57)

ax0 = 3x(to) + +(to) to.

Substituting the results of (2.57) into (2.56) and then into (2.55) and combining

terms, defines the necessary conditions for optimality. The variation of the augmented

cost is

dJ -( ad T AT(tf) Xf + -VT9 + AT(t 0 ) jX0
O-(tjf 5t) 6x(tj)

-6VTo + (-vTa -g(t)- X(to). f(to) to
gat" t 0)~ /(2.58)

+ a t f + g(tf) + T(tf). f(tf) t + [ ( - f)

+ ag + T f + X + a + T dt .x x u au.

The optimality conditions define a stationary point so that any arbitrary variations

in any of the free variables results in no change in the total cost. The optimality

conditions are

(t) = f(x(t), u(t), t) ,

-AT(t) 1= + T af (2.59)

The resulting boundary value problem is defined as a set of nonlinear (in general)

coupled first-order differential equations. Therefore, there will be 2n integration con-

stants needed to find the solution. The total number of unknown constants is 2n+q+2.

There are 2n integration constants, q Lagrange multipliers, and the initial and final

time.

The last function that has to be defined is the control. It is assumed in this case

that the control is uniquely defined by the relation,

0= g + t af (2.60)
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The boundary conditions define the q Lagrange multipliers,

(x(to) t, x(tf), tf) = 0 (2.61)

and the boundary conditions on the costate, A(t). define the 2n integration constants.

,T (to) = vT a)a(to) ...
(2.(2)

,T (tf) = a(tf)
ax (tf 

T 0
ax(tf) '

Finally the conditions that define the initial and final times are

-g(to) - XT(to) f(to) _Tat = 0,
t,

g(tf) + AT(tf) · f(tf) _ vT f
(2.63)aq)

atf

The conditions (2.59) - (2.63) make up he first-order necessary conditions for a

local minimum ([10],[45],[48]). These conditions can be simplified using the definition

of the Hamiltonian.

7-(x(t), u(t), A(t), t) = g(x(t), u(t), t) + AT(t) . f(x(t), u(t), t) , (2.64)

so that the resulting necessary conditions are

_+T(t) =a

- t) - = aHax '

0=-au '

- (to) - vT0 = o .

J-(tf) - Ta + = 0
ith the boundary conditions on the stat

along with the boundary conditions on the state and costate (2.61 - 2.62).

(2.65)
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2.4.3 Pontryagin's Maximum Principle

For some problems, the control can not be determined with the equation (2.60).

For these problems, Pontryagin's maximum principle must be used to determine the

control.

Consider a general nonlinear optimal control problem (2.51)-(2.53) with a general

control constraint,

m(u(t), t) < 0, (2.66)

where m: "Rm x I -R R d. This function defines the region of feasible control, u(t) E U.

The control u* that gives a local minimum value of the cost J is by definition [45],

J(u) - J(u*) = AJ(u*, u) > 0, (2.67)

for all admissible control u sufficiently close to u*. If u is defined as u = u* + bu

then the change in the cost can be expressed as

AJ(u*, bu) = 3J(u*, 3u) + higher order terms . (2.68)

If 6u is sufficiently small then the higher order terms approach zero and the cost has

a local minimum if

6J(u*, u)> 0. (2.69)

By using the definition of the Hamiltonian, -H (2.64), the first-order variation of
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the augmented cost is (assuming fixed initial/final time)

Ja(u*,u) = ( (tf) , T. AT(tf)) .Xf T
+ (v X + AT(t)) Xa

Ji [(1T1 + (x x(t). u(t)(t) t)) x(t) (2.70)

+ (x (t) u(t), X(t) t) - +c(t) .5,(t)

+ (u(x(t),u(t),\(t),t) .u(t) dt.

At the optimal solution, x*, u*, *, the differential equations along with the bound-

ary conditions are satisfied, therefore all the coefficients of the variation terms are zero

except the control term. This leaves the variation of the cost as

Ja(u*, u)=j [= (x*(t), u*(t) *(t),t)u(t) dt. (2.71)

The variation of the cost is the integral of the first-order approximation to the change

in the Hamiltonian caused by a change in the control alone. The first-order approxi-

mationl of the change in the Hamiltonia.n is by definition

aX(g (X *(t), u*(t), ) - u(t)t) (t) 
ad~~~~~~~~~~~~~~u (2.72)

7H(x*(t), u*(t) + 3u(t) A*(t), t) - H (x*(t), u*(t), A*(t) t).

The variation of the cost for all admissible and sufficiently small 6u becomes

SJa(u*, 6u) = [7l(x*(t) u*(t) + u* (t) A*(t) t) t)- l(x*(t), u*(t), *(t), t)] dt

(2.73)

In order for dJa(u*, 6u) to be non-negative for any admissible variation in the

control, the Hamiltonian must be greater than the optimal Hamiltonian for all time,

so that

1(x*(t), u*(t) + Ju(t), *V(t), t) > 7T(x*(t), u*(t), A*(t), t) . (2.74)
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Therefore, the optimal control is the admissible control that minimizes the Hamilto-

nian. Pontryagin's maximum principle is stated as

u*(t) = arg min [(x*(t), u(t), *(t), t)] . (2.75)
UEU

Note that in Pontryagin's original work, a different sign was used in the Hamilto-

nian. This difference resulted in the optimal control being defined as the control that

maximized the Hamiltonian.

In this chapter the most important concepts for the understand of the proposed

pseudospectral method has been introduced. The most important of these are poly-

nomial interpolation and numerical integration. Also included was a brief outline

of the most common types of spectral methods for the solution of differential equa-

tions. Finally the derivation of the first-order optimality conditions for both static

optimization problems as well as optimal control problems was included, along with

the derivation of Pontryagin's maximum principle.
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Chapter 3

Direct Transcription Methods

A common numerical approach to solving optimal control problems. falls into a, class

of direct methods. These methods rely on a discretization scheme to transcribe the

continuous optimal control problem into a discrete nonlinear programming problem

(NLP). The resulting NLP can then be solved by one of the many well developed

nonlinear optimization algorithms.

In this chapter, two finite difference based methods, Euler and Runge-Kutta [7],

are explored. The final method considered in this chapter is the Legendre pseudospec-

tral method [19]. This method has maln advantages ove1 the finite difference meth-

ods, the most important being the convergence rate. However, the Legendre pseu-

dospectral method suffers from a defect in the optimality conditions at the boundary

points. Correcting this defect is the primary motivation for this thesis.

3.1 Euler Transcription

Some direct methods are based on methods for solving initial value problems [7]. The

methods are extended to optimal control problems by including an approximation of

the cost. The independent variable of time is discretized at a set of nodes or intervals,

so that

to = tl < ... < tN = tf (3.1)
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Note that the discretization nodes may or may not be at equal intervals.

A direct transcription method can be formulated based on the simple Euler

method for solving initial value problems ([12] [41] [63]). Euler's method is derived

from Taylor's theorem. Defining hi = ti+l - ti. i = 1... ,N - 1, as the distance

between two nodes, the state x(t) E Rn can be expanded,

d x hi d2xx(ti+) = (ti ± h) = x(t,) + hi (ti) + 2 dt2 ( ) , (3.2)

for some (i E [ti, ti+]. Since the state satisfies the differential equation (2.52), the

approximation made is

x(ti+±) - X(ti)
= f(x(ti), u(ti), ti) , (3.3)

hi

for sufficiently small hi. The cost (2.51) can be approximated by noting that the cost

is

J = 4)(x(tf), t) + z(tf), (3.4)

where z(t) satisfies the differential equation,

dz
(t) = g(x(t), u(t)) . (35)dt (3.5)

The cost term z(tf), is approximated in the same way as the state, resulting in the

cost of N-1

J = )(x(tN), tN) + E g(x(tk), u(tk), tk) hk (3.6)
k=l

where tf = tN is the final time.

The objective of the NLP is to find the state variables x(ti) = xi E RIn, i =

1,---, N and control variables u(tk) = uk E m: k = 1 . ,N N-1 that minimize

the cost (3.6), subject to the set of dynamic equation approximations (3.3), i =

1, ... N - 1, and boundary conditions

(x7 t xN tN) = . (3.7)
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This method is relatively simple to understand and use, but it generally does not

have very good accuracy. The accuracy is improved by using a better approximation

to the differential equations, such as the Runge-Kutta method.

3.2 Runge-Kutta Transcription

An improvement over the Euler method can be made by using a better discretization

scheme. The method outlined here is the classic Runge-Kutta method of order four

([12] [41] [63]). The differential equation (2.52) is approximated using the relations,

(ti+1) = X(ti) + -(slk + 2. s2 k + 2- s3 k + s4k), (3.8)
6

where the stages are defined as

sli = hi f ((ti),U(ti), ti),

82i = hi f (x(ti) + 1 ut + ), t + )
(3.9)

S.i = hi.f ((ti)+ S2i U(ti t + i),

s4i = hi f (Z(t) - .S3i, u(til), ti+l)

Note that additional variables must be added to the NLP to approximate the control

at the midpoints of each interval, fui+l = u(ti + t), i = 1... N - 1, [7]. The cost is

approximated in the same way as (3.4), so that the Runge-Kutta approximation to

the cost is N- 1

J = (x(tN), tN) + Z 6 (Slk + 2 ' 2k + 2 S3k + 4k) , (3.10)
k=l
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with the stages defined as

S1k = hrk g(x(tk), U(tk), tk),

S2. hk 9 g((tk) + sl, k+1 t1 + ) )
(3.11)

S3k = hk g ((tk) + S2k, '&k+1, tk + h) ,

S4k = hk 'g(x(tk) + S3k, U(tk+l), tk+l) 

Note that the stages used in the approximation to the cost integral, require the same

stages used to satisfy the differential equation. This fact is a result of satisfying the

differential equations for the state and cost (t), as a coupled differential equation.

The objective of the NLP is then to find the variables for the state. xi = x(ti) E Rn,

i = 1, .. , N, and variables for the control ui = u(ti) E Rm, i = 1,... , N. and controls

at intermediate points, 'k+l = u(tk + 2 ) e Rm, k = 1,... : N - 1 that minimize the

cost (3.10) subject to the constraints (3.8) i = 1, - , N - 1 and boundary conditions

+(X1, t, XN tN) = 0. (3.12)

While the Runge-Kutta method is an improvement over the Euler method in

accuracy, it is significantly more complicated to implement. An improvement over

both these finite difference methods is made by applying the ideas of spectral methods

to optimal control problems.

3.3 Legendre Pseudospectral Method

The Legendre pseudospectral method ([19] [22] [55]), is a direct transcription method

that converts a continuous optimal control problem into a discrete nonlinear program-

ming problem. The resulting NLP can be solved by many well developed computa-

tional algorithms. The method uses a set of Lagrange-Gauss-Lobatto (LGL) points

for collocation of the differential dynamic constraints of the optimal control problem.
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3.3.1 Problem Formulation

The LGL points lie on the interval from -1 to 1, so the first step in the Legendre

pseudospectral transcription is to change the time interval of the optimal control

problem from t E [to. tf] to r E [-1, 1]. This is done using the mapping

(tf - t) (tf + to)
t = 2- T + (3.13)

2 2

The mapping is used to replace the optimal control problem (2.51) - (2.53), with the

problem of minimizing the cost

J = 4(x(l),tf) + ( 2 ) g((),u(T)-7)dT, (3.14)2 11

subject to the dynamic constraints

2 dx

(_ - to) d = f(x(),u(T) , (3.15)

and boundary conditions

(X(,-1. to: X(1), t) -=O . (3.16)

To discretize the dynamic constraints, the states and controls are approximated

using a set of Lagrange interpolating polynomials at the N LGL points, so that

N

x(t) , X(t) = x(ti) Li(t),
i=l

(3.17)N

u(t) U(t) = u(ti) Li(t),
i=l

where ti. i = 1, ... N, are the LGL points and Li(t) are the Lagrange polynomials of

degree N - 1. From a property of the Lagrange polynomials, Li(tk) = ki (Kronecker
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delta.), it follows that.

X(ti) = x(ti),
(3.18)

U(ti) = u(ti)

The derivative of the state is approximated as the exact derivative of the interpolating

polynomial. Evaluating the derivative a.t the LGL points results in

dx dX
(tk) dt (tk) = X(ti). D k= 1,... ,N. (3.19)

i=1

This defines the derivative matrix, D, as the derivative of the Lagrange polynomials

at the LGL points, so that
dL(

Dki = dL (tk) (3.20)

The derivative matrix allows the dynamic equations to be collocated at the LGL

points. The resulting algebraic constraints are

2 N

(t- t) EDki'Xi= f(Xk.Uk tk), k= 1,-, N. (3.21)

The boundary constraints are enforced using the boundary points of the approxi-

mating polynomial for the state, X1. XN, so that

¢(X 1 to, XN, tf) = 0. (3.22)

The integration in the cost function is discretized using the Gauss-Lobatto quadra.-

ture rule, so that

J = (XN, tf) + 2 9 (Xk Uk),tk) wk (3.23)
k=1

where wk are the LGL weights.

The continuous optimal control problem is discretized to a NLP where the objec-

tive is to find the variables Xk E 'n , Uk E IRm , k = 1,... , N, and to, tf E R that

minimize the cost (3.23), subject to the constraints (3.21) and (3.22). The solution
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to the NLP is defined by the resulting KKT conditions.

3.3.2 KKT Conditions

Alalysis of the Kurush-Kuhn-Tucker (KKT) conditions is aided by several properties

of the derivative matrix, which can be derived by looking at the integration by parts

formula for two functions p(t), q(t) E C'[-1, 1]. The formula is

P(t). q(t) dt = p(t) q(t) -1 - p(t) . (t) dt. (3.24)

If p(t). q(t) are polynomials of degree N - 1 the product p(t) q(t) and p(t) 4(t) are

polynomials of degree 2 N - 3. The integrals in (3.24) are replaced exactly by a,

Gauss-Lobatto quadrature using N LGL points. Using the derivative matrix to find

the exact derivative of the polynomials at the LGL points results in

N N N N

~ Dki p(ti) q(tk) Uk = p(t) q(t) - - Zp(tk) E D q(ti) .wk . (3.25)
k=l i=1 k=1 i=l

Since this must be true for all polynomials of degree N - 1 it must be true for the

sets of Lagrange interpolation polynllonlials at the LGL points,

p(t) =- Ll(t), q(t) = Lj(t), I.j = 1, ,7 . (3.26)

Because these polynomials have the property Ll(tj) = 61j, this implies

Djl wj = Dtj w1, (1,j) 5 (1,1), (N,N). (3.27)

Also since wk 0, it also implies

1

1 (3.28)

DNN 'N WT 
2

55



The derivation of the KKT conditions is simplified by using the relations (3.27) and

(3.28).

The solution to the NLP derived in Section 3.3.1 can be found using the KKT

conditions. The KKT conditions are determined from the augmented cost function

or Lagrangianll so that

Ja = q)(XN, tf) + ( ) 9 -WkV. I(X1, to; XN, tf)

k~=1 ~ i=1

where g, = g(Xk, Uk, tk) and fk = f(Xk, Uk, tk). The KKT multipliers, Ak E Rn,

are associated with the approximation to the dynamic constraints (3.21), and the

Lagrange multipliers, v E R, are associated with the boundary constraints (3.22).

The KKT conditions result from taking the partial derivatives of the Lagrangian with

respect to the control and state variables and setting equal to zero, so that

a = - =0, k = 1, -l .N. (3.30)

Taking the partial derivatives of the Lagrangian with respect to the interior state

variables Xk, k = 2,.. , N - 1, results in

OdXXk (t.f t) Og9k fk 2 D (3.31)

Oa_ 2 +Xk OXk (tf t0)

where 9X = a (Xk ,Uk, tk) and afk = a (Xk, tk). Multipling through byaOk OaX--- k. OXt
results in

(tf - to) ' Wk

g9k 2 k fk Di = 0
2 D = . (3.32)

ax - (tf - to) Wk,, OX (tf - t) (t -to) Wk

Using the property wi Dik = -- U.lk ·Dki on the interior nodes k 5~ 1, N (3.27), the
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equation is simplified to

9k 2 Ak afk 2 2 2

aXk (t-t2) Wk ax2 (tf S =

This result leads to the costate mapping principle, [22]. between the KKT multipliers

Ak and the estimate for the costate Ak E IR'. This principle is

2 X,
Ak- 2 -- (3.34)(tf - t) 'wk

Using the costa.te mapping principle. the KKT condition (3.31), is equivalent to the

discretized form of the continuous first-order necessary conditions for the costate

dynamics (2.59), at the interior LGL points. These resulting conditions are

dA 2 k afk
dt (tk) Dki A = k = 2. ,N --1. (3.35)
dt ) (t t D A -Xk Ak OXk

This relation however, is not true for the boundary points.

The KKT conditions from the two boundary points are explored by taking the

derivati-e of the Lagralgian (3.29) with respect to the boundary states. X X 1, . The

result is

aJa (tf - t) gl T ( 2 Nfi
X WX1 I X (t-t) Ak k -Dkl+1 X X 0. (3.36)

Using the property that Dkl = -(W1/wk) Dlk, k = 2,..., N (3.27) and adding

2 2 Dll · l to both sides of the equation results in
(tf - t)

(tf -to) Ng 2 Xk - f 2T X-2w l -+ Wl-Dlk+l =2' D11 A1 .a
2 aX1 (tf - t) =1 k X (t )

(3.37)

Multiplying through by 2 and using the property 2 Dl = -1/wi (3.28),(tf - t,) 'Il
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results in

a1, 2 2 Ak 2 _A fi
ax1 (t -to) ( -to) wk(/ - to ) a, (3.38)X

2 o 2 -- + T .X
(tf - to) .WU (tf-to) wU x

Finally using the costate mapping principle (3.34), the equation is simplified to

g 2 Naf, 2 2-+ 2- N 2k(Al+ 1 -) (3.39)aXl (tf - to) IkDl+A1. - ax i (tf - to) · 1 (-( )
The left-hand side of the equation is the discretized form of the continuous costate

dynamics at the initial LGL point (t1). The right-hand side of the equation is the

discrete form the costate boundary condition (2.62). This KKT condition (3.39)

shows that at the initial LGL point, the costate estimate A1, does not satisfy the

boundary condition or the differential equation, but a. linear combination of the two.

The KKT condition derived from the final state can be used with the properties

DkN = -(WN/Wk) D1N, k = 1, . , N- 1 (3.27) and 2. DNN = 1/WN (3.28) to show

that

gN 2 2 Ak 2 AN afN
(+ E t, -ft) . DNk +

axN (tf - to) = (t - to) Wk (tf-to) WN aXN (3
(3.40)

2 2 AN_ ) +T a)
(tf- to) WN (tf-to) WN axN aXN

Again using the the costate mapping principle (3.34), the equation is simplified to

±gN 2 N fa 2 (A Tv -- O)
x t - t0 Z A kD Nk+AN axN (tf - tA) U'N \ OXN

a9A 2 (tf Ak-tokk=N dXN =(t -to) WN (XN XXN
(3.41)

This condition also indicates that the costate estimate at the final LGL point, AN,

does not satisfy the boundary condition or the differential equation, but a linear

combination of the two. The correction of these errors is the primary motivation for
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this thesis.

Taking the partial derivatives of the Lagrangian (3.29) with respect to the control

variables, Uk, results in the second set of KKT conditions. These conditions are

a.j (tf - to) Ogk fkauk =-2--- -kUyk + Ak au0^. - ° '(3.42)
Uk - 2 OUk OUk

2
Multiplying both sides of the equation by gives the equation in the(tf - t,) ·Ulkk
desired form. so that

0gk 2 k Ofk 
+ =.0 (3.43)

aUk (tf - t) wk OUk 

This equation is simplified using the costate mapping principle (3.34). resulting in

gk afk
___ +, f a =A0. (3.44)

This result is the discretized form of the continuous necessary condition for the control

(2.60).

The KKT conditions for the Legendre pseudospectral method, define the set of

conditions that approximate the continuous costa.te dynamics. The costate can be

estimated from the KKT conditions using the costate mapping principle (3.34). The

cost ate estimate however does not satisfy the discrete form of the costate dyna-mics at

the boundaries. These defects in the costate equations lead to significant errors in the

costate estimates, especially at the boundary points. The Legendre pseudospectral

method works well on many problems, but has the deficiency that the KKT conditions

which define the solution to the transcribed NLP are not the same as the discretized

first-order necessary conditions from the continuous optimal control problem. I-

proving -the Legendre pseudospectral method is the most important motivation for

this thesis.
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Chapter 4

Integral Gauss Pseudospectral

Method

The previous chapter outlined the deficiencies of the Legendre pseudospectral method.

To correct these deficiencies, a pseudospectral transcription is proposed, which is

based on the integral form of the optimal control problem. It is shown that this

Gauss pseudospectral method does not suffer from the deficiencies of the Legendre

pseudospectral method and will return more accurate solutions.

The Legendre pseudospectral method transcribes a, continuous optimal ontrol

problem in differential form by discretizing the problem and collocating at a set of

Gauss-Lobatto points. These points have the property that they include the bound-

aries of the interval between -1 and 1. To remove these end points and collocate a.t a

set of Gauss points, which a.re all interior to the interval (-1, 1). the dependence on

the boundary points must be removed or expressed in a different form. The transfor-

mation is done by reformulating the optimal control problem using an equivalent form

of the state dynamics. This equivalent form is found by integrating the differential

dynamics and adding in the initial condition.

In this chapter, it is shown that the continuous optimal control problem in integral

form satisfies the same optimality conditions as the differential form of the problem.

This result allows a pseudospectral transcription to be defined in terms of the integral

form of the continuous optimal control problem. The discretization is accomplished
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at a set of Gauss points using the integration approximation matrix, which allows the

optimal control problem to be transcribed into a nonlinear program (NLP).

It is also shown that the Karush-Kuhn-Tucker (KKT) conditions of the NLP

from the integral method are exactly equal to the discretized first-order optimality

conditions. This relation indicates that solving the optimal control problem using

the integral pseudospectral method is consistent with the continuous optimal control

problem, and the direct and indirect formulations are the same. This result is not true

of other pseudospectral methods. This consistency allows the Gauss pseudospectral

method to return more accurate solutions than other methods.

The Gauss pseudospectral method has also been shown to be consistent for a

large class of problems, including free time, multiple phase, path constraints, and

those requiring Pontryagin's maximum principle.

4.1 Analytical Necessary Conditions

Consider the general optimal control problem, (2.51) - (2.53), but with the differential

dynamic constraints defined as integrals, so that

x(t) = x(to) + j f(x(r), u(r), R) dr, (4.1)

where x(t) E R'n is the state, u(t) E Rm is the control and f: R x Rm x R - is

the right hand side of the differential equation describing the dynamics.

The cost function remains the same as the differential form, and is stated most

generally in Bolza form as the sum of a terminal cost, -b: R x R - R, and an

integrated cost, g: n x Rm x R R R. The cost is then

J = (x(tf), tf) + g (x(t), u(t) t) dt. (4.2)

The boundary conditions are stated in their most general form as

v (x(t), t, X(tf), tf) = 0 , (4.3)
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where R: IR" x R x IR" x R --* IRq. The final state, x(tf), occurring in the expressions

for the final cost, ), and in the boundary conditions, , is defined in terms of the

states and controls at the interior points of the problem, so that

X(tf) = x(to) + f(x(t), u(t), t) dt . (4.4)

This relation is necessary to allow for the discretization at Gauss points (see Section

4.2.3). Both the initial time, to, and the final time, tf, can be free. The optimal

control problem in this form will be referred to as the integral Bolza problem.

The solution to the integral Bolza problem is the same as the solution to the

differential form of the problem. This equivalence can be seen by looking at the

first-order necessary conditions for optimality.

Theorem 4.1.1. The first-order optimality conditions for the integral Bolza problem

are equivalent to the necessary conditions for the Bolza problem in differential form

(2.59). The costates from, the differential and integral forms can be related by

x (t) = tTdf+ a " xt1 (4.5)

Proof. The necessary conditions for the integral Bolza. problem are derived using the

calculus of variations on the augmented cost function or Lagralngian. The augmented

cost function is created by adjoining the dynamic constraints (4.1) with costa.tes,

p(t) E R", and the boundary conditions (4.3) by Lagrange multipliers. v E Rq. The

augmented cost is then

J = 4 (x(tf), tf) - vT . b (X(to), to, X(tf), tf)

+ [g (x,u,t) pT. (-(to)- f(x, u, r) dr dt . .6)

Note that the adjoints p are not the same as the costates X from the differential

formulation (see Section 2.4). According to Lagrange theory, the stationary point of

the constrained cost J (4.2), is equal to the stationary point of the unconstrained

augmented cost Ja (4.6).
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Before applying the calculus of variations, a, more convenient form of the aug-

mented cost is found. Taking advantage of a property of the double integral allows

for the independent variables in the integrands to be switched. For example, in the

double integral

sf (f(t) / g(r) dT) dt = J (j f(r) dr) g(t) dt (4.7)

the independent variables of integration, t and r, are switched between the left and

right sides of the equation. Applying the integration substitution (4.7) to the aug-

mented cost (4.6) allows the independent, variables, t and r, in the double integral to

be switched resulting in

Ja = 4) (x(tf), tf) - rT . (X(to), to, X(tf), tf)

J [ (xut)- (X-x(t))+ pd f(x, u, t) dt. (4.8)

Now the first-order variation is taken with respect to all free variables. Note that

when taking the variation of the cost with respect to the final time the form of (4.6)

is used while the variation of the cost with respect to the initial time the form of

(4.8) is used. These forms are used because the integrand in (4.6) does not depend

on the final time and the integrand in (4.8) does not depend on the initial time. This

procedure is valid because both forms of the cost, (4.6) and (4.8), are equivalent. The
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first-order variation of the augmented cost becomes

ja - a )xf + oatf - 6VT _ ET _6X
ax(tf) fx + sit Dx(t0)

-L T 06t"-VTaO 6Xf- V a6tf

a (g ( x(t) tf) t+ g-P x- X(to) -, fd- 6I,

(4.9)

(- X ) -t T+ j J [ x + ag u p ( x - (to) - f d) pTX

+ p dr. 6x + pd au U + pT6 xo dt.

There are many things that can be done to simplify the expression. First, the variation

of the final states is expressed in terms of the variations of the initial states and

intermediate points. This expression is used because the variation of the final state

is not independent, but depends on the variations of the other independent variables

based on the relation between the final state and the interior states (4.4). The first-

order variation of the final state is

x = Xo +1 [xx + d u J dt + f(tf)Stf - f(t)6to . (4.10)

The final state variation (4.10) is substituted into the variation of the augmented cost

(4.9) and like terms can be grouped. Note that the terms

and vY (t (4.11)Ox(tf) ax(tf) '

do not depend on time, and therefore can be moved inside the integral. Also in the

final term of the integrand in (4.9), the variation of the initial state 6xO, does not

depend on time and can be moved outside the integral. The simplified variation is
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then

6ja = vT+ (_T (t + - T +a itf Tdt) X
ax( +x(t) &x(tf) + d X

+ (g-P (xX(to) tfdT)) t=tf

+ (-+ . (x - x(t0)) - J r f) 6k,A _ vT~ + xtf(t) vT (g f(tf) 6tf
+_ pT(t=t-o) p f)|(4.12)

:+ -vTa -A() f(to) + UT o f(to)) to

+( 06U+ ,- PT xt T a-- af--+111--p +Iud-r+ -v I dt

The necessary conditions for stationary point are defined as the conditions so that

for any arbitrary variation of the independent variables the variation of the cost is

zero. The necessary conditions for the optimal solution are therefore found by setting

the coefficients of the independent increments, 3v, 3xo, to, Stf, x, p, and 6u, equal

to zero. The resulting necessary conditions are

x(t) = X(to) + f(x, u, r) dr,

T ag_ g tf TT a afPT _ +(P dr TdT +- Ox(t f) ) ' 2
ax ax(t> xtf)

0 u9 ( tf PTd+ adI T af (4.13)

((t), t, X(tf), tf) = O,

|tf T ) ,T a_ _T 04
Xd(tf) + x(tf) Ox(t,)
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The condition for the terminal time

g(tf)-pT(tf) (x(tf) - X(to) - X f dt)
a(_ _ T 8qas5 )fO t TOa4Ia 8) 0 (4.14)

+ v )x(tf -- f(tf) - - + - =0,
ax (tf) ax(tf) atf at

ftf
is reduced by setting the term x(tf) - x(t) -- f dt equal to zero. This term must

be zero to satisfy the definition of the final state relation (4.4). The terminal time

condition is then

x(tf-- ff) - tf +tf1 8xf)+ (aa(t1 ) 8xaa~t )(tj)J -±---=0. + a(4.15)

The condition for the initial time

g(to)+pT(to) (Xx(o) - (t)) - pTdt f(t)

(___ T f(t ) _ (4.16)
-ax(tf) ax(t) ato '

is simplified to

-g(to ) _ ( p 't + -(T) - - f(t0 ) - V T = 0. (4.1.7)

If there exists a solution to the necessary conditions for the differential problem

(2.59), then the conditions (4.13), (4.15), and (4.17) define an equivalent solution if

the costate, A, is defined as

AT(t) = Tdf + T (4.18)ax(tt) '
The relation (4.18), indicates that the differential equation for the costate, A(t),

(second equation in (2.59)). is the same as the integral equation involving p(t), (second

equation in (4.13)) because of the derivative of (4.18) is

A (t) = -pT (t) . (4.19)
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The relation (4.18) also defines the same boundary conditions of the costate, A(t).

The boundary at the final time comes from evaluating the relation (4.18) at the final

time. The boundary condition at the initial time comes from evaluating the relation

(4.18) at the initial time, and substituting into the last necessary condition in (4.13).

Therefore, the boundary conditions

A(tfT = -Lxt)
ax(tf) Ox(t) '(4.20)

A(t)T pTdt + -T V
Itax(tf) Ox(tf) Ox(to) '

are equivalent to (2.62). Using the boundary conditions (4.20), it can be seen that

the conditions for the initial and final times, (4.15) and (4.17), can be expressed as

-g(t) - AT(to) .f(to) - t = 0
~a,~~ ~(4.21)

g(tf) + AT(tf) . f(tf) -_T + a = Odtf tf

which are the same as (2.63).

This derivation shows that first-order necessary conditions for the integral Bolza

problem (4.1)-(4.3) are equivalent to the necessary conditions for the differential op-

timal control problem (2.51) - (2.53). It also indicates that the costates from the

integral Bolza problem and the differential form of the problem can be related by

(4.5) [

Theorem 4.1.1 shows that the necessary conditions are equivalent for the integral

and differential forms of the problem. Therefore, any stationary points of the problem

in integral form will be exactly the same as the stationary points of the differential

problem, and the global minimum for both problems will also be the same.
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4.1.1 Pontryagin's Maximum Principle

In Section 4.1, it was assumed that the control, u(t) E RI, was uniquely determined

from the algebraic equation

ag T f OH
= !(t)+Tt) (t) (t). (4.22)

For some problems, such as those with control path constraints. it may not be possible

to determine the control from (4.22). For these problems, Pontryagin's maximum

principle is applied to determine the control (see Section 2.4.3). It can be shown

that the solution to the integral Bolza problem also satisfies Pontryagin's maximum

principle.

Consider a general nonlinear optimal control problem with fixed initial and final

times. The cost is

J = (x(tf) tf) + g(x, u t) dt, (4.23)

and the dynamics are written in integral form, so that

x(t) - x(t) + f(x, u. r) dr . (4.24)

The boundary conditions are

O(x(to), t X(tf), t) = 0, (4.25)

with a control path constraint

u(t) U, (4.26)

where U defines the set of admissible controls.

Theorem 4.1.2. The optimal control of the integral Bolza problem satisfies Pontrya-

gin's maximum principle.

Proof. In order for the control to be optimal, the variation of the cost at the opti-

mal solution for sufficiently small admissible variations in the control, must be non-
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negative ([10], [45]). so that

SJ(u*, u) > 0,
(4.27)

V6u s.t. u*+6uEU.

The integral Bolza problem can be shown to satisfy Pontryagin's maximum principle,

by applying the condition (4.27) to the augmented cost function. The first step is to

form the augmented cost function and find the first-order variation. The variation

(from Section 4.1) is

6ja 6VTk+ ( A) _T _o T +o [f t')
J = ax(tf) ax(tf) x(t) + (to)

+jf [( -p T (t) + ( p(t)Tdr + _x(t1) xt) c)x

- (X(t)-x(t)- fdT) p

dg (tI PTT ± __ 1
+ (u + ( p + (tf) ax(tf)) du) ] dtU

(4.28)

At the optimal solution, the state and costate necessary conditions (4.13) along with

the boundary constraints must be are satisfied. Simplifying the variation of the cost

at the optimal solution results in

Ja- Jf [(-g (' tf pTd T T (429)
a ax(tf ) O(tf Au

The first-order change of the integrand with respect to changes in the control alone

can be expressed as

(g9 tif T A T aO ) of2)
TU pTd+ ax(tf) x (tf) g(U* + 6U ax(+ PT a =)

g(u* + au)+ (jpT d T )f(t ) - v f(u* + u) (4.30)

-sl *u)- (a ' Tdddr ax (t ax - f- g(u*) - PTd + ~t u)
ax(t1) O(tf).
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Note that because of the definition of the costate relation (4.5) and the definition of

the Hamiltonian, 7- = g + A f, the relation (4.30) is equivalent to (2.72), which is

OJ-t
(u*) bu -u 7(u* + 3u) - H(u*) (4.31)

')or the variation of the cost to be non-negative for any admissible control variation,

it must be true that

q(u* + u)+ pTdr + VT- f(u + u) > (4
(4.32)

g(u*) ± (ft PTdT + V f(u) .
i t d T+ Ox(tf) x(tf

Therefore, the optimal control is the admissible control that minimizes

(x*. u,t) + (J(*)Td- + x-(t> T ))*f(x,u, t), (4.33)

for all time. This equation is the same condition as (2.74) because of the costate

relation (4.5), and the definition of the Hamiltonian.

This derivation demonstrates that the solution to the integral Bolza, problem sat-

isfies Pontryagin's imaxilnum principle. [1

4.2 Discrete Transformation

The previous sections demonstrated that the solution to the integral Bolza problem is

equivalent to the solution to the continuous problem in differential form. To find an

approximate solution to the continuous optimal control problem, the integral Bolza

problem is discretized.

To discretize the integral Bolza problem several steps must be taken. The first is

to change the time interva.l from arbitrary bounds t E [t, tf] to the interval [-1, 1],

which is more convenient for the discretization. The next step is to discretize the

integral form of the dynamic constraints using an integration approximation matrix,

and finally the cost can be approximated using the Gauss quadrature rule. These
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steps allow the continuous optimal control problem to be transcribed into a discrete

NLP.

4.2.1 Time intervals

The first, step in defining the approximate solution of the integral Bolza problem is to

map the independent variable of time to a new interval. Both the Gauss quadrature

rule and the integration approximation matrix are applied on the time interval T E

[-1, 1]. General problems on the interval t E [t,, tf] can be scaled to [-1, 1] using the

relation

t = (t.f - to) · + (tf + t) (
2

This relation allows an integral on a general interval to be rescaled and then approx-

imated by the Gauss quadrature rule, so that

f (tf )dt (ftf )
f(t)dt (tf 2 j (-)dT 2 f(tk) Wk (4.35)

k=1

The same time scaling can be done for the integral form of the dynamics, so that

t (tf o .f( (4.36)
o 1 2 

4.2.2 Integration Approximation Matrix

The discrete transformation of the continuous optimal control problem relies on an

approximation of the dynamic constraints. The integral form of the differential dy-

namics,

x(t) = X(to) + f(X(-), U(i), T) dI-, (4.37)

is approximated using an integration approximation matrix [2]. The integration ap-

proximation matrix approximates the integral of a function by using the exact integral

of an interpolating polynomial fit to the function.

The integration approximation matrix is derived from the Lagrange interpolating
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polynomials at a set of collocation points, -1 < tl < - < t < 1. The associated

Lagrange polynomials [63] are

w(t)
Lk(t) - t)(4.38)

where t,, tN are the roots of the polynomial w(t), where

N

'(t)- J(t - ti) . (4.39)
i=1

The Lagrange polynomlials satisfy the property at the collocation points

1 i=k
Lk(ti) = {ki = , (4.40)

0 i#k

so that the Lagrange interpolation formula approximates a function by a polynomial

(see Section 2.1.1),
N

f(t) E f(tk) Lk(t) (4.41)
k=1

Definition 4.2.1. The integration approxiaton mattrix, A E RI'- X , is a nmatrix

vI;hlch appToxirmates the irntegral of a functiol fromrn -1 to t, wthere t, is the ith collo-

cation point. so that
rti Nj f(r) di' Aik f(tk) (4.42)

k=l

The entries in the matrix A are found by integrating the Lagrange interpolation

formula (4.41). so that

f(r) dCr f(tk) L(7) d7T= |d f (tk) Lk(7) d7,
k=l k=l (4.43)

rti

Aik = J Lk() dr.
T1

The elements in the matrix A4 for Gauss points can also be approximated b using
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Axelsson's algorithm [2],

Aik = Wi + ti + Z P(tk) [P,,+l(ti) -P,,_l(ti)] + P-l(tk) [PNA(ti) -PN-2(ti)]

(4.44)

where wi is the ith Gauss weight, and Pj is the jth Legendre polynomial.

Using the integration approximation matrix A is then equivalent to finding the

Lagrange interpolating polynomial and taking the exact integral from -1 to ti. The

La-grange interpolating polynomial is exact for polynomials of degree N - 1, therefore

the integration approximation matrix is also exact for polynomials of degree N - 1,

so that

g(r) dT = Aik g(tk) V g(t) pN - 1 (4.45)
·/ -1 k=l

Convergence

Consider the integration approximation matrix, A E IR NXN, which integrates a func-

tion from -1 to ti exactly for polynomials of degree N-1 or less. For general functions

there will be some error involved in the approximate integration, so that

ti N

f (7-) d7- = ZAik' f(tk) + Ei. (4.46)
k=1

Theorem 4.2.1. For functions f(t) E CN[-1, 1], the error in the pseudospectral

integration at the ith Gauss point is bounded by

dNf() 2

dtN N! ' [-1,1], (4.47)

and the pseudospectral integral will converge for any f (t) whose derivatives are bounded,

as the number of nodes used approaches infinity, so that

limrj f (r)d- Aik f(tk) O, Vi. (4.48)
k=1

Proof. The error in the integration using the approximation matrix can be bounded
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by looking at the error of the Lagrange interpolating polynomial. The error in the

Lagrange interpolating polynomial. g(t)- , f(t.) Lk(t), is known to be [28]0 O~~~~~~~~~~~~ , g~)- k=1 tl k()

dNf 1f(t) - g(t) = ) . w(t) e(t), (49dtN N!T

for infinitely differentiable functions f(t) C [-1, 1], where w(t) is defined as (4.39),

and ( is a function of t and lies on the interval. [-1. 1]. The integral of f(t) is

pti rti rtiJ f(T)dr= / g(r)dr+ e(r)dr.
-1 -1 1

(4.50)

The polynomial, g(t). is integrated exactly by the integration approximation matrix

because it is of degree N - 1, so that

ti d N ti
f(7) dr = Aikf(tk) + e(r) dT.

k=1

(4.51)

Therefore, the maximum error of integration is bounded by the integral of the absolute

value of interpolation error, so that

/ f(t ) d - 4iA .f(tl; ) = e(r) d'r .

The integral of the interpolation error can then be bounded by

tiJ e(r) d-r
-1

t dN.f(() 1

rJ d~f(() 1 () dr 1 dtN N!w() dr,

d Nf(() 2
- dtN N!

(4.53)
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Figure 4-1: Integration Approximation Matrix Convergence

If the derivatives of f(t) are bounded, df(() < C, Vk. then the error in thedtk - ,
approximate integration will approach zero as the number of nodes, N. approaches

infinity so that

lim t f(r) dr- Aik f(tk) -0O. (4.54)
k=l

The error in the approximate integration is bounded by the error in the polynomial

interpolation (4.52), therefore the approximate integral will converge for any function

that can be approximated by a polynomial. [

The convergence properties of the integration approximation matrix were tested

on three different functions, t 0°, exp(t), and tl. The infinity norm error between the

approximate integral and the exact integral is plotted as a function of the number

of nodes used in Fig. 4-1. The integration of the first function t1 0 is exact, within

the numerical round-off error, when using 11 nodes. This result is as expected for a,

10-th degree polynomial. The error in the integration of exp(t), which is infinitely
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differentiable, tends to zero very quickly. Finally, the error in the integration of Itl,

which has a discontinuous first derivative, is tending to zero but at a much slower

rate.

These results indicate that the error in the approximate integration of functions

will converge to zero very quickly (exponentially) if the function is infinitely differen-

tiable.

Integration Approximation Matrix Adjoint

In the analysis of the integral pseudospectral method, it is convenient to use the

adjoint of the integration matrix A.

Lemma 4.2.1. The adjoint of A is

At = -Aki ik i
'i

(4.55)

Proof. The a.djoint, At, is a generalization of a transpose with a non-Euclidean inner

product. If the discrete inner product used is

N

then the adjoint of A must satisfy

N N

E Wk fk E Ai
k=1 i=1

7N N

9i = i '* Ak fk gi. 
i=l k=1

(4.57)

for every f, g E l-N, where wk is the Gauss quadrature weights. E

It can be shown that the adjoint of A approximates the integral from ti to 1, so

tha.t

(4.58)

I1 N

f(T) fdT EAtk f(tk), i = 1,. ,N,6' 1·dik =1
k= k(-) d- .

tit
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Ordinary Differential Equations

The integration approximation matrix can be used to solve initial value problems [2].

The ordinary differential equation

dx
- = f(x(t), t),
dt (4.59)

X(to) = Xo,

can be integrated into the form

x(t) = x(to) + f(x( ) ) dr
(4.60)

X(to) = X,

where x(t) E Rn, and f: RI" x IR I Rn. The dynamic equation (4.60) can then

be approximated by the integration approximation matrix A, using the approximate

state X(t) z x(t). The approximate state at the ith Gauss point is

X(ti) = X(to) + 2 Aik f(X(tk),tk) 
k=l (4.61)

X(to) = Xo0.

This set of N + 1 equations (N equations for the state dynamics and one for the

boundary condition) define the approximate state at N + 1 points (the boundary

point plus the N Gauss points).

Lemma 4.2.2. The pseudospectral solution to the initial value problem satisfies the

boundary condition and differential equation at the collocation points, so that

X(to) = o,
dX Xt)=2,(4.62)
dX(t.) = f(X(t), ti) , i , ., N.6

Proof. The approximation of the state X(t) is the integral of the polynomial approx-

imation to the function f(X(tk), tk) based on the definition of the integral approxi-
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mation matrix, so that

t N

X(t) = X(to) + J f(X(tk), tk) Lk(-r) d, (4.63)

where Lk(t), k = 1, .. .N, are the Lagrange interpolating polynomials. Differentiat-

ing the approximation of the state (4.63) results in

dX N
dt (t)= f(X(tk), tk) L() . (4.64)

k=l

Using the property of the Lagrange polynomials (4.40), the derivative of the approx-

imate state at the collocation points becomes

dt (4.65)

This result means that the approximate state X(t) satisfies the initial condition and

the differential equation at all the collocation points. E

The approximate state can be found by solving (4.61) to determine its value at the

N. collocation points. Using the initia! condiition. the value of the approximate state

is known at a total of N + 1 points and a polynomnial of degree N c(an be fit to these

points. This fact implies that X(t) is a degree N polynomial, and is in agreement

with (4.63). which indicates that the approximate state is the integral of a degree

N - 1 polynomial.

An example of an initial value problem is

(t) = -2 * x(t) + 3 et , x(0) = -3, (4.66)

which has an exact solution of

x(t) = -4 e- 2t + et . (4.67)

This problem can be solved using the pseudospectral integration approximation on
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Figure 4-2: Initial Value Problem Convergence

the interval from [0, 1] by solving the linear system for XNr.

1
XN = XN(O) + ,4A . (-2 XN + 3 et

A) (4.68)
2

XN E RN is the vector of the approximation to x(t) at the N Gauss points, XN(O) =

-3 is the initial condition. and tN E RN is the vector of times at the Gauss points.

The infinity norm error between the pseudospectral solution and the true solution

is shown as a function of the number of Gauss nodes used in Fig. 4-2. The conver-

gence plot indicates that the pseudospectral approximation is converging very rapidly

(exponentially) to the exact solution.

4.2.3 Pseudospectral Transcription

The integration approximation matrix along with the Gauss quadrature rule can now

be used to discretize the integral Bolza problem into an NLP.
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The pseudospectral transcription of the integral form of the continuous optimal

control problem (4.1 - 4.4) is expressed as an NLP where the objective is to minimize

an algebraic cost function subject to a set of algebraic constraint functions. The cost

is

J = 4,(X(tf) tf) + ( - to) "g'(XlU.t,) *1 (4.69)
k=l

which comes from approximating the integral in the continuous cost (4.2) with a. Gauss

quadrature. Note that a notation simplification has been made for the approximate

states and controls at the Gauss points. so that

Xi = X(ti) E Rn,
(4.70)

Ui = U(ti) E I'" i = 1, ..

The integral form of the dynamic constraints (4.1) are approximated using the integral

approximation matrix, so that

Xi,: = X(to) + (XUt = 1, . (4.1)
k=l

The nonlinear boundary constraints.

,(X(to)! to, X(tf), tf) = O, (4.72)

remain unchanged from the continuous form (4.3). Finally, the final states occurring

in (4.69) and (4.72) are defined as

x(t) = X(t) (tf - t) (4.73)X(tf) = X(to) + 2 wk f(Xk, Uk, k), 
k=l

which is a Gauss quadrature approximation to the continuous definition of the final

states (4.4).

The algebraic cost (4.69), along with the nonlinear constraints (4.71 - 4.72), make

up the nonlinear programming problem, which can then be solved by well-developed
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NLP algorithms and software. Finding the approximate solution to the continuous

optimal control problem in this way is referred to as the direct solution, because

the continuous problem is approximated as an NLP and solved directly. An indirect

solution to the continuous optimal control problem can be found by approximating

the continuous first-order necessary conditions.

Indirect Pseudospectral Solution

A solution to the integral Bolza problem can be found by pseudospectral collocation

of the continuous first-order necessary conditions (4.13). This discretization at the set

of Gauss points converts the continuous necessary conditions into a set of nonlinear

algebraic equations, so that

xi = x(to) + (t.f - t) N
Xi = X(t0 ) + (2 Aik f(Xk, ktk)

k=1

k=1piT = g ((t.f- to) EAt pT + _ T & of- o i * X(tf) X(tf)J x
0 g + tf to) At PT _ T f

au0 V 2 k ax(tf) aX(tf) 'Ui

(tf - to)Ni- 1,- ,N, (4.74)X(tf) = X(to) + 2 t * f(Xk Uk, ) T
k=1

(X(to), to, X(tf), tf) = O,

(tf - to) E L pT _ T aO
2 EW'k=l + (tf) ax(tf) ax(to)

The variables that satisfy this set of equations, Xi, Ui, Pi, i = 1,.-- , N, and Y, make

up an approximate solution of the integral Bolza problem. Solving the problem in

this way is classified as an indirect approach to solving the problem.
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4.3 KKT Conditions

The direct approach to approximate the solution to the integral Bolza problem is

found by solving the nonlinear program defined by the cost (4.69) and constraints

(4.71 - 4.72). The solution to the NLP is defined by the Karush-Kuhn-Tucker (KKT)

conditions. These KKT conditions are the first-order optimality conditions for the

NLP. It will be shown that the KKT conditions are equivalent to the discretized

form of the continuous first-order necessary conditions for the integral Bolza problem

(4.74). First consider the case with fixed initial and final times, control uniquely

determined by the equa.tion

a + Ta = 0 (4.75)
Ou du

and no state or control path constraints.

Theorem 4.3.1. The KKT conditions from, the resulting NLP of the pseudospectral

discretization are exactly equivalent to the discretized form of the first-order optimality

conditions (4.74). These conditions are equivalent by relating the KKT multipliers of

the NLP, Pi, to the approximate integral costates at the Gauss points, Pi, using the

integral costate mapping principle, so that

2 -

-Pi = P,: i=l. ,N. (/4.76)
Ui(tf - to)

Proof. The KKT conditions for the NLP from discretizing the continuous problem

(4.69 - 4.73), are found by applying Karush-Kuhn-Tucker theorem [4]. These condi-

tions define the direct solution to the integral Bolza problem. The cost function is

augmented with KKT multipliers P E " and Lagrange multipliers v E RIq. so that

Ja = )(X(tf),tf) + to Uk 9(XkUktk)
2 E

k=1

= (X(o) to ), k=

-VT _ (X(t), t, X(t f), tf) 
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The KKT conditions are found by setting the partial derivatives of the augmented

cost with respect to all free variables equal to zero. The free variables in this case

are the multipliers, P and v, the state variables at the Gauss points, X, the control

variables at the Gauss points, U, and finally the initial state, X(to).

The partial of the augmented cost with respect to the multipliers set equal to zero,

return the original constraints, so that

= 0 =Xi - X(t) - t) E Aik' f(Xk Uk, tk),
api 2 k=l (4.78)

a',a 0 = = (X(to) t, x(tf),tf)

Setting the partial of the augmented cost with respect to the states results in

aJ, -T (tf t ) g (t t ) T f
OXi 2 aXi 2 Aki Pk aXi

k=1 (4.79)
(t f- t) ( _ T 0 of

2 0OX(tf) OX(tf) dXi

Note that chain rule was applied to final cost and boundary constraint terms because

the final state is expressed in terms of state at all collocation points (4.73). Taking

advantage of the adjoint of A, Lemma 4.2.1, and dividing through by the Gauss

weights wi and (t-to) results in

2 -T ag + a T .O of
i(tf- to) ai a+ f) OX(tf) dXi

(tf -to) 2 -T Of (4.80)
2 k=tl Wk(tf to) P 'Xi

Simplification by the integral costate mapping principle defines the relation between

the KKT multipliers Pi, and the approximation for the integral costate P(ti) = Pi,

so that

Pi 2 Pi, i=l,.,N. (4.81)
Wi(tf - to)
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Using the integral costate mapping principle, the constraint, (4.80) is reduced to

pT =_ g (tf - t,o) T ag)kT apf + f OX(
O-X 2. + X(ft ) ' OXia iji 2 .=1 x(tf/

This equation is the discrete form of the continuous costate dynamics for the integral

Bolza problem.

The same simplification procedure can be applied for the partial derivatives of the

augmented cost (4.77) with respect to the control. The result is

ag 1 (t. -04' _ T 0) N Of0= 2 k aX(t) (tf)) (4.83)

This equation is the discrete form of the control equation for the continuous integral

problem.

The final KKT condition is found by taking the partial of the augmented cost

with respect to the initial state X(to), so thatNa -0 = P-T _a _ , T a4) _vT 0). (4.84)
x(t,) - , o +ax(tf) ax(tf) ax(t) (4.84)

Applying the integral costate mapping principle (4.81) results in

(t.f- t,) T O T 04 _ T 04Pwk P + X tf -) (4.85)2 k= k OX(tf) OX(tf) OX(t a ) (4.8)

This equation is the discrete form of the costate boundary conditions for the integral

problem.

The resulting KKT conditions (4.78, 4.82, 4.83, 4.85) define a set of nonlinear

algebraic conditions, which define the solution to the NLP. This set of equations

is exactly equivalent to the discretized form of the continuous necessary conditions

(4.74), including the boundary points. The equivalence of the KKT conditions and the

discretized necessary conditions implies that the KKT multipliers satisfy the discrete

form of the integral costate dynamics and the integral costate mapping principle is
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valid. This demonstrates the ability to estimate the costates of the integral Bolza

problem directly from the KKT multipliers from the direct solution. [

Numerical evidence has suggested that the costate estimates from the integral

Bolza problem are significantly more accurate than the costate estimates of the Leg-

endre pseudospectral method.

A summary of the direct and indirect relationship for both the Legendre pseu-

dospectral method and the Gauss pseudospectral method is shown in Fig. 4-3. The

chart shows the differential formulations on the left half and the integral formulations

on the right. In the second column the original optimal control problem is at the top.

Mhoving down the column is the indirect formulation of the differential form. The first

step is the formulation of the continuous first-order necessary conditions which define

the solution to the optimal control problem, indicated by the double arrow. The last

step is the pseudospectral discretization of the necessary conditions resulting in a set

of algebraic equations which approximate the solution, indicated by the single arrow.

In the first column is the direct formulation of the problem. The continuous prob-

lem is discretized into a discrete NLP. The next step is the formulation of the KKT

conditions which define the solution to the NLP. For the differential pseudospectral

transcription, the KKT conditions are not the same as the discretized first-order nec-

essary conditions (see Section 3.3.2). This error is due to the presence of the defects

in the costate dynamics and boundary conditions resulting from the discretization at

LGL points, and is not the case for te Gauss pseudospectral transcription.

The third column shows the indirect formulation of the optimal control problem in

integral form. The first step is the formulation of the continuous first-order necessary

conditions. These conditions have been shown to be equivalent to the conditions of

the differential formulation based on the relationship between the two costates. The

final step is the pseudospectral discretization of the necessary conditions at Gauss

points. In the fourth column is the direct formulation of the problem. The contin-

uous optimal control problem in integral form is transcribed to an NLP which has

a solution defined by the KKT conditions. This set of algebraic KKT conditions is

exactly equivalent to the discretized first-order necessary conditions. This relation-
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Indirect
Solution

Original Problem

J= +g
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Pseudospectral
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approx

Discrete NLP

=D + gw

KKT Conditions

Dx=-f
DX=-H +

approx

Discretized
Conditions

/ , Dx=f

DX=-HX

Necesesry
Conditions

x =x + f
P=g + f,1lP

tapprox
Discretized
Conditions
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Discrete NLP

J= C +,gw
x = X +A f x=x0 +Af

KKT Conditions

x= x +Af
P =gX + fAP

Figure 4-3: Direct/Indirect Pseudospectral Solutions
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points

V (Indirect)
Transcription

at Gauss Discretized
points
(Direct) Necessary Conditions

I Mapping

Optimality
Discrete Conditions Discrete

NLP * Optimality Conditions
KKT conditions

Figure 4-4: Gauss Pseudospectral Discretization

ship indicates that the KKT conditions are consistent with the continuous first-order

necessary conditions. The discretization of the optimal control problem at Gauss

points has no defects. so that, the direct solution is exactly equivalent to the indirect

solution. This result means that the operations of discretization and optimization

commute, and the solution is the same whether vou discretize then optimize, or opti-

mize then discretize. This consistency is shown in Fig. 4-4, which is not true of other

pseudospectral methods.

4.3.1 Pontryagin

Now consider the case where the control can not be determined from (4.75) and

Pontryagin's maximum principle is required to determine the first-order necessary

conditions (see Section 4.1.1).

Consider the discretized optimal control problem with a control inequality con-

straint. The states and controls are discretized with N Gauss collocation points,

Gauss weights wk, and integration approximation matrix A. The cost is

= (X(t tf) + (tf - t) o g(Xk, Uk, tk) (4.86)

k=1
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with dynamic constraints in integral form,

(tf - to) N
Xi = X(to) + (f ) f(Xi,Ui,ti), i = 1,..,N, (4.87)

i=1

boundary constraints.

rO(X(to). to. X(tf), tf) = 0, (4.88)

and control pa-th constraint,

m(Ui.,ti) < 0. i=l, ., N. (4.89)

The control constraint, m: Rt"" x R 1 IRb, defines the set of admissible controls at

each Gauss point.

Theorem 4.3.2. The pseudospectral transcription of the integral Bolza problem also

satisfies Pontryagin's maximum principle at the collocation points.

Proof. The pseudospectral transcription of the integral Bolza problem is shown to

satisfy Pontra.gin's maximum principle at the collocation points by deriving the

1KKT conl(titiOs from the augmented cost function.

The Lagrangialn, or augmented cost function, is found by subtracting tile coln-

straints, multiplied by Lagrange multipliers, from the cost. The multipliers associ-

ated with the control constraints, E RI, i = 1, . , N, are zero when the control

is off the boundary of admissible controls and negative when the control is on the

boundary of admissible controls. If

~l, il ml(Ui, ti)

Pi = ' , m(U, ti) = j , (4.90)

[Lib mb(Ui, ti)

then

ik 0= O mk(U, ti) <0, (4.91)

//ik < 0 : mk(Ui, ti) = 0,
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for i = 1 .. , N and k = 1, .. , b. This relation is a result of duality and complimen-

tary slackness [4] and is shown in Section 2.3.3.

The augmented cost function of the discrete optimal control problem is

N

vT -v Eb T m(Ui, ti)
k=1

xk - X(to)-

i=l

(tf- to) A )2i=1A i' f

where 9k = g(Xk, Uk, tk), fk = f(Xk,Uk,tk), and v E Rq, k E I", k E Rb are

Lagrange or KKT multipliers. The KKT conditions a.re found by setting the gradient

of the augmented cost equal to zero, so that

aJoJ = .6Xax bU + a() .6X(to)
OX(to)

(4.93)6v + . 6 .oJa p+UP

At the optimal solution the gradient must be zero and therefore each of the coef-

ficients associated with each variation must be zero. The partials of the augmented

cost with respect to the control are

r / NTOa _ (t -to) ___q+ P ( ANkiUidJ = (-- o) Wi aU +(I Pk ' -+
-21i i k= Wi

for i = 1, , N. This equation can be simplified to

for i = 1,.- , N. This equation can be simplified to

oJa (tf -to)

aUi 2

Ski
CUi

X(tf) ax(tf)

am
Ii' aUi '

where 7-i is defined as

7"{ --- gi +- Ai aX(tf)(4.96)

Therefore, the variation of the cost at the optimal solution with respect to changes

90

Ja = + b 2 - E 9'

N

k=1

(4.92)

(4.94)

(4.95)

aJ
MU

oJ&
av

ax(tf)



in the control at the ith collocation point is

= (-_t)~ ___ am\2 Ualui-li.-)· u Ui= 0. (4.97)

Note that a.t the optimal solution all other necessary conditions are met, i.e. the

gradient, of the augmented cost with resect to all the other variables is zero. The

total variation of the cost can be expressed as

J, (t o uwi.(-i(U* + 3Ui)- 7-i(Ui ))-ti-(m(U' + JUji ti) - m(U* ti)) = O

(4.98)

There are only two possible cases at the ith point, the control is off the boundary

m(Ui,ti) < 0, or the control is on the boundary, mj(Ui.ti) = 0, for some j E

[1, .. b]. WVhen the control is off the boundary Ai is equal to zero, so that the

condition for the control (4.97) is reduced to

=0. (4.99)aUi

This condition is the same that is found if the control is unbounded (4.83). W, hen

the control is on the boundary the associated multiplier is negative, pij < 0, and the

control constraint is zero, mj(U*, t;) = 0. Taking advantage of this, the condition for

the control can be expressed

2

'Hi (U + XUi) i (tif-to) lij ·mj(U +6Ui t)= -Hi(U*) (4.100)

where j E [1,.. , b] are all of the tight or active constraints. This equation can also

be expressed as

Hi(U + U) - a = Hi(Ui )
2 (U(4.101)

wi (tf-to) i mj(U* + -Ui, ti),

where a must be non-negative. This fact is because both the Gauss weight wi and the
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time interval tf -to are positive, /iij is negative and mj (U + Ui, ti) is non-positive. If

mj(U* + 3Ui, t) were positive, the constraint would be violated, meaning this would

not be a feasible variation of the control. Because a is non-negative, the function tHi

is always increased by a feasible variation of the control,

7i (U + Ui) > -i (U*). (4.102)

Therefore the optimal control at the ith collocation point, U*, is defined as the feasible

control which minimizes 'Hi. This relation must be true at all the collocation points.

The function 7-i can be shown to be the approximation of the Hamiltonian at

the ith collocation point. The adjoint of the integration approximation matrix Ak =
Wk
-Aki, is used to simplify ti. Substituting into the definition of 7-i (4.96) yields
wi

7-i = g + 1: Pk k + V. (4.103)(=1 k ax(tf) a(tf)(4.103)

Further simplification is done by the integral costate mapping principle (4.76), to

obtain

'Hi = gi, + (f - t) i + ( 2 Pk' Atk + OX(tf )' ax(t ))fi (4.104)

This relation is the discrete form of continuous Hamiltonian (4.33) at the ith colloca-

tion point. Therefore, the approximation to the optimal control satisfies Pontryagin's

maximum principle, that is to say, the optimal control minimizes the discrete Hamil-

tonian at each collocation point. E

4.3.2 Free Time

Now consider the problem with free initial and final times. For problems with free

time, the initial or final times are determined by the conditions in terms of the
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Hamiltonian (see Section 2.4), so that

-'-(x(to). >(to): u(to), to) - v = 0

t + N) -VT am (4.105)
H(X(tf), X(tf), u(tf), tf) -t _T = 0 .

For the pseudospectral approximation in integral form. the KKT conditions for free

time are determined by finding the partial of the augmented cost (4.77), or La-

grangian, ith respect to the initial and final times and setting equal to zero.

Final Time

The partial of the augmented cost function (4.77) with respect to the final time is

found using the chain rule. The terminal cost and boundary constraints are functions

of the final state, which is a, function of the final time, based on the definition of

the final state (4.73). Also, the cost function g and dynamics f are functions of

time (if time varying) which is also a function of the final time, based of the time

transformation to [-1, 1] (4.34). The partial of the augmented cost with respect to

the final time is then

aJ a4) r0 1 (9A) gi
, - t-+ 2 at)x(tf) x (tf) Ek 

fk~l k tk=1
/____ T 04 N f Tk-r+1

+ 2 OX(tf) Ox (tJ ' Z .EA. at 2
- 5X~tf k1l ~(4.106)

1 N (tf-t) 9gk m + 1

- wk2 g 2 wk t 2
k=l k=l

i iN (tf - t) f rk + 1
2i= i=l i=t i=2

The expression can be simplified by using the integral costate mapping principle

(4.76), and the adjoint of the integration approximation matrix, Lemma. 4.2.1. The
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result is

oa, T a (tf - ) ga9k
0= _ _____ W g-

oatf t 2 = t

((tf to) EAtpT a T a afk T +l
+ 2 i X(tf a

x(t () at) 2
1 N ~ r~ + (tf -t,) N T a(D +-EWk. gk+ At.P + TL k~2 2 ki a(t ) aX(t) k]

k=1 i=1
(4.107)

The expression can be further simplified using the definition of the approximation to

the Hamiltonian (4.104). The discrete Hamiltonian and the partial of the Hamiltonian

with respect to time are

&Hk = gk + 2 -Aki Pi t) (t ) fk(

(4.108)

fhk 9 k ( (tf --to) N af_
at at + 2 i x (t) aX(tf) Ati=l

Using these two equations the KKT condition for the final time can be simplified to

4i, Tk + (tf - t) aik Tkl + 1 1 N0 = -- -T + 2t 2wt Hk (4.109)
tf fU1 2 k t 2 2

This equation does not appear to be the discrete form of the continuous final time con-

dition (4.15). However, it can be shown to be the same by looking at the continuous

version of the final time condition (4.109).

The summation terms in (4.109) are Gauss quadrature approximations to inte-

grals. The continuous form of this condition can be expressed as

Oa
)

a To (tf -t')1 aX'(t) + 1 X- 
O= t + d 2+ - -(t) d .

atf Dtf 2 1at 2 2 1
(4.110)

This equation can then be transformed back to the time interval [to, tf], noting that
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r+l t-to
- . so tha.t2 tf -to '

A) O6 1 f tf 3xg(t 1 ftf

0 tf tf-- (tf - t) J - '' (t-t) dt dt.Otf atf (tf - t) t (tf gt d (.
(4.111)

This equation is then the continuous form of the discrete condition (4.109), which is

equivalent to the original final time condition (4.105). It can be shown that the suml

of the integral terms in the above relation are equal to the Hamiltonian at the final

time.

The first step is to show that a.t the optimal solution, the partial of the Hamiltonian

is equivalent to the total derivative of the Hamiltonian. This relation can be shown

be finding the total derivative of the Hamiltonian, so that

dl( - O . O . O_ + -+ u i + -_A
dt at Cx au dA

(4.112)

The first-order necessary conditions (see Section 2.4),

N:=
=A;

Odx

Ox'
O=

3u 

reduce the right hand side so that dt = -t- Therefore. the

be expressed as

(4.113)

integrals inl (4.111) (an

(tf - to) ( N dt f d.dt (t- to)

The second term can be integrated by parts resulting in

tfdt + IH(tf) . t - 7-(to) to - Xt
Jtf dN

dt - tf d 0.dt
dt't

(4.115)

The last term can be integrated, so that

t y

dt- XH
to dt + (tf ) tf - (to) to - (tf ) to + (to). to) .

(4.116)
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The expression is then simplified to

1

(t - t) ((tf) · - - (tf) to), (4.117)

which is the Hamiltonian at the final time, 7-H(tf).

This derivation shows that the pseudospectral transcription of the problem in

integral form has a KKT condition for the final time (4.109) that is the discrete form

of a condition (4.111) that is analytically equivalent to the final time condition for

the original analytic control problem (4.105). The condition (4.111) can be derived

from the continuous optimal control problem by finding the final time condition by

calculus of variations. after transforming the time interval to [-1, 1]. In differential

form the optimal control problem is

J= 4(x(tf. tf) + (tf - t) d7,

2 d7

(X(t), t x(tf), tf) = 0 .

In integral form the optimal control problem is

J = D(x(tftf) + (tf t) g(x(), u(T), ) d-,

x(r) = X(to)+ ( f(x(s),u(s)s) ds:
X(i) = X(t0 ) - t0) f(x(s),u(S).s) ds (4.119)

2 1

(x(to), to, x(tf),tf) = 0.

Initial Time

The KKT condition for the initial time is found using the partial of the Lagrangian

(4.77) with respect to the initial time. The chain rule must be used again because of
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the dependence of the final state on the initial time, so that

(tf - t)
2

1 a4)
2 aX(tf)

Ox(tf)

, VT ax 
OX(t.f)

-v )
0X(tf)

1 (tf ) 
2 2

k=l k=1

-2 Pi EAik (tf -
i=1 k=

N

. = k fk

k=l

N
E wk
k=1

afk -k + 1
at 2

agk -Tk + 1
at 2

Afik --7 +1

t 2

N N

Pi
i=l k=1

(4.120)

The expression can be simplified by using the integral costate mapping principle

(4.76), and the adjoint of the integration approximation matrix, Lemma 4.2.1, result-

ing in 

O= -v T a +
atf

(t.f - t) N

2
k=1

[gA.

Lat

PT +a
aX(tf)

(tf - t) At pT +

i=1

_ T af 1
-a X(tf) at J

ax(tf)

-Tk + 1
2-T 

aX(tf) .f] 
(4.121)

Using the definition of the approximation to the Hamiltonian (4.108), the expression

is simplified to

O = -VT +
atf

(tf -t) Wk
k=1

at
- 2k + 1

2

I N

- =l Wk k 
k=l

This condition for the initial time is the discrete form of the continuous relation.

= -VT o + (tf - t) |
0=- 2 1

aX-(t) - + 1
at 2

I ld - - 1
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dr, (4.123)
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-T + 1 tf - t
which transformed back to the time interval [t, t], noting that t t is

2 tf - to

O=-- -V t + (tf -to) dt (t to) l(t) dt
(4.124)

This equation is exactly equivalent to the necessary condition for the continuous

problem (4.105). This relation can be shown by integration of the final terms.

The equation (4.124) can be expressed as

= -v + (tf - t) '.tf dt + f t. t - [H1
atf (tf-t) dt)

(4.125)

After integration of the first term and integrating the second term by parts results in

0 = - T - T(to) (4.126)

This derivation shows that the KKT condition for the initial time (4.122) is the

discrete form of the continuous necessary condition for the initial time (4.105).

The derivations of the KKT conditions with free initial and final times, indicates

that these conditions are the discrete form of the continuous necessary conditions of

the integral Bolza problem. This fact indicates that the pseudospectral transcription

is consistent (Fig. 4-4) for problems with free time.

4.3.3 Path Constraints

Finally, consider the case involving a state and control path constraint,

C(x(t), u(t), t) < 0, (4.127)

where C: Rn x R" x R -, Rb. Direct formulations of the optimal control problems

are well suited for solving problems with path constraints because the NLP solvers

handle the constraints automatically.

For the integral pseudospectral transcription, the path constraint can be enforced
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at the collocation points, so that

C(Xk Uk, tk) < O k=l 1,- ,N. (4.128)

It can be shown that the KKT conditions for the problem involring the path con-

straint are consistent with the continuous first-order necessary conditions. The KKT

conditions for the discretized problem are found by formulating the Lagrangian with

the added path constraint, so that

,= !ak- VT .2 WAC - ·Ck

(4.129)
T (xi - X(to) (tf - ) ik fk) (4.129)

where ik E IRb are the multipliers associated with the path constraint Ck = C(Xk, Uk, tk),

k = 1, · · , N. It can be shown that the KKT conditions resulting from the augmented

cost function (4.129) are the same as the conditions from (4.77), with the exception

of the additional terms on the costate and control equations.

pT Og 2 - aC
axj (tf - to) ,w X?

(tf - t) At PT 0 T 'go tof
2 1 ik k a X(t f) J a

k 2 T ac9 (4.130)
Og 2 T OC

0 OUi (tf - t) wi au,

+ (tf-to) Ak . pT + 3xai) - VT o a

By defining the estimate of the continuous Lagrange multiplier associated with the

continuous pa.th constraint (4.127), i(t) E b' as

2 -T

(tf - t) Ui (4.131)

the KKT conditions resulting from the Lagrangian (4.129) are exactly equal to the
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discretized first-order necessary conditions for the optimal control problem with a

path constraint [10].

It has been shown that the Karush-Kuhll-Tucker conditions for the nonlinear pro-

gram, found from discretizing the integral Bolza problem, are consistent with the

continuous first-order necessary conditions, Fig. 4-4. The consistency of the Gauss

pseudospectral method has also been shown for many special cases including, prob-

lems requiring Pontryagin's maximum principle, free time problems, and problems

with state and control path constraints. The consistency of the KKT conditions is

not true for other pseudospectral methods, Fig. 4-3.

4.4 Costate Estimates

For many problems is it advantageous to have estimates for the costate from the dif-

ferential problem, A(t). In the previous section the integral costate mapping principle

(4.76), showed how to get an estimate for the costate from the integral problem, p(t),

directly from the KKT multipliers of the NLP. It will be shown that estimates for

the differential costate can also be found directly from the NLP of the integral form

of the problem. Also an estimate of the initial costate, A(to), can be found from the

KKT multipliers.

Theorem 4.4.1. The costates of the differential Bolza problem can be found from the

KKT multipliers of the pseudospectral transcription of the integral Bolza problem, so

that

Ai = EAki * -+ xT - *t)*(4.132)
k wi ax(ti) ax(tf)

Proof The estimate for the differential costate can be found by using the integral

costate mapping principle, along with the relation between the differential and integral

costates.

It has been shown in Section 4.3 that an estimate for the integral costate, p(t) E

IR', can be found directly from the KKT multipliers using the integral costate mapping
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principle, Theorem 4.3.1, restated here as

2 Pi
p(ti) ( Pi = - t) i (4.133)

(t/ - t) Wi

It, has also been shown in Section 4.1 that the integral costate is rela.ted to the

differential costate, A(t) E '", Theorem 4.1.1. so that

T(t) = f p () dr + x( T (4.134)
= Ox(tf) - X(tf)

The pseudospectral approximation of this relation can be expressed using the a.djoint

of the integration approximation nmatrix. Lemma, 4.2.1, so that

A(t~) ~ AT (tf - to)A PT a ___

Ai l2 Xk (tf) aX(tf) (4.135)

Combining (4.133) and (4.135) allows for the estimation of the differential costate

directly from the KKT multipliers of the pseudospectral approximation in integral

form. The expression can be simplified to

N I -T

AT VA -f' I -- T ____
i .,, 'k i X(t.) oX(tf)

IA -T (4.136)

E Aki + - * )
k--1n . i + x(tf) ox(tf

This derivation shows that the differential costate can be estimated from the KKT

multipliers of the integral pseudospectral method. ]

Using this estimate for the differential costate (4.136). it can be shown that the

pseudospectral approximation to the Hamiltonian is

i + 2 A k P k + ) fi (4.137)
k=l ax(tf)- (tf)
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and in terms of the KKT multipliers,

E Aki' 
W;i

'H(ti) = gi + + (4.138)aX(tf) - a(tf) 

4.4.1 Initial Costate

The initial differential costate, A(to), can also be determined directly from the KKT

multipliers of the NLP.

Theorem 4.4.2. The initial differential costate, A(to), can be found in terms of the

KKT multipliers of the integral Bolza problem, so that

AT(to) = iTk=1 3 1 ) T
k=1 PX(tf)

(4.139)
ao

ax(tf) 

Proof. The initial costate in terms of the continuous integral costate is

AT(to) = p(t) + a x(tf) - . (4.140)
0x(tf) '

Tile pseudospectral approximation to A(t,) is found using a Gauss quadrature so

that

A T(tT) ( - to _) n T + a2 ' k X + X(tf)
k=1

T Xt-V ._
ax(tf) 

(4.141)

which can be expressed in terms of the KKT multipliers. The result is

N T A( )

AT(t) = EPk + Xf) _ T O
ax(tf)

The estimate for the initial costate can also be found using the KKT condition

for the initial state (4.85), which is

(tf -to) W

k=1 + (tf)
VT 0

ax(tf)
(4.143)aX(t)

ax(to)

Therefore, using the equation (4.141) with the initial state KKT condition, the initial
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costate estimate is equivalent to

AT(t) = T. X( (4.144)ax(to)

This equation shows that the estimate for the initial differential costate all be found

directly from the KKT multipliers of the NLP by using either (4.1.39) or (4.144).

Empirical evidence has suggested the the initial costate estimate is more accurate

than the intermediate costate estimates. This fact is consistent with the results

reported by Axelsson [2] for the boundary points of ODEs.

In this section. it was shown that. an estimate for the differential costate. X(t),

along with an estimate for the initial costate, A(to), can be found directly from the

KKT multipliers of the NLP from the discretized integral Bolza problem. Information

about the differential costate can be used for optimality verification, mesh refinement.

sensitivity analysis, as well as real time control applications.

4.5 Multiple Phases

The Gauss psei.dosspectral method is well suited for solving ol)timal control problems

vwitlh multiple phases. Multiple phase problems can arise if the problem has distinc-

tive differences on two or more sections of the solution. These differences could be

different dynamic relations on one segment or another, or a different cost function to

be minimized on different segments. A multiple phase problem can be used to model

a. specific event, such as an intermediate point constraint, or a, state discontinuity such

as a mass drop. Another use for a multiple phase formulation is to model artificial

events such as the entry or exit from a path constraint. This formulation can be

particularly useful for pseudospectral approximations where a potentially discontin-

uous solution can be approximated using piecewise polynomials rather than a global

polynomial. Linking phases of an optimal control problems is considered in [7] and

[57j.
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4.5.1 Implementation

The pseudospectral implementation of a. multiple phase problem is treated by defining

each phase separately and then linking the phases with a set of phase boundary

conditions. The problem defined with R distinct phases, has a cost on phase r E

[1, .. ,R] of

( )(() TT() (r)j(r) )(r)(X(r)(t(r)) t(r) X(r)(t(rl) t()) + 2 (r) g(r)(r )U), t(r))
0 I / I f + 2 Y~ U k 9 k k k ' 

k=1
(4.145)

and constraints

f(r) _ t (7') IV(r)
X(r) = X(r)(t(r)) +(t ) A) (X , U t(r)) i = 1** : N(r) (

k=l
(4.146)

where X(r) E R(r) U(r) E Rm ( ) is the approximate state and control at the Gauss

points on phase r, k = 1, .. , N(r). The cost function g(r): Rn(r) x Rm(r) x R - R

and state dynamics function f(r) : Rn() x I " (r) x - I R"(r) may be different (and

have different dimensions) on each phase. Note that the initial and final times of the

phase are ) and t, and the initial and final states are X()(t? )) and X(O(tf)). As

in the single phase formulation (see Section 4.2.3), the final state must be related to

the initial state on each phase using the relation

(r) _r t A) n'(r)
X(r)(t(r)) = X(r)(t(r) (f - tr) '(") (X(r) U(r), t (r)u ~( f 1')= x'( )+ 2k (k k: k)( .()' (4.147)2 k k

k=1

Finally, the phase boundary constraints must be defined to link the states and times

between phase r and phase r + 1, so that

£(rl)((r)(t()) t() X(r+l)(t(r+l)), t(r+)) = . (4.148)

In most cases, the initial time of phase r + 1 is equal to the final time of phase r,
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so that one of the phase boundary constraints is

t) -_ t (r+ l ) = 0 (4.149)

If the states are continuous across the phase boundary the phase boundary constraint

is defined as

X(t) - X(t + )) = (4.150)

However, the general phase boundary constraint, (4.148) allows for discontinuities or

even different numbers of states on each side of the phase boundary. such as if different

coordinate frames are used on different phases.

This implementation shows that the multiple phase optimal control problem can

be discretized into an NLP where the cost, is the sum of the costs on each phase

(4.145), so that
R

J= EJ() . (4.151)
r=l

The dynamic constraints are approximated on each phase (4.146) r = 1,... R

along with the conditions between the phases (4.148), r = 1,.., R - 1. The last

constraints of the NLP are the boundary constraints of the problem. which are the

boundary constraints at the beginning of the first phase and the end of the final

phase, so that
,(1)(X( ) t())' (l ) = 

(4.152)
(R+) l(X(R) (t(R)). t(R)) = 0(R)( t , f

The NLP defined by the cost (4.151), and constraints (4.146, 4.148, 4.152), results in

a pseudospectral transcription of the multiple phase problem in integral form. The

method will retain the consistency property of the single phase problem, allowing for

an accurate solution to the optimal control problem. The consistency of the method

will also allow for accurate costate estimates for the multiple phase problem.
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4.5.2 Costate Estimate

The costate estimate for the multiple phase problem is generated in the same way

as the single phase problem (see Section 4.4). The costa.te is found from the KKT

multipliers of the dynamic constraints along with the Lagrange multipliers of the

boundary constraints. The costa-te estimates on each phase are

i= 1 , N(r).

The initial and final costate estimates on each phase are(r) (t(r)))r + (((rr1)-T (r-1)
x(A_() (t () ax )( t (')r)

0 ,('> (V'''>T d~C~:~l) (4.154)

aX(r-3(t ")) _ (t(r)

with the relation between the two as

N(r)
(r) (t(r)) = A()(tr) + (r) (4.155)

k=1

The costate estimate across a phase boundary A(r)(t(r)) to A(r+l)(t(r+l)) may or may

not be continuous depending on the phase boundary constraints (and phase boundary

costs).

The Gauss pseudospectral method is well suited for solving multiple phase optimal

control problems. The consistency of the method allows for accurate solutions in the

states, controls, and costates.
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4.6 Polynomial Approximation

The Gauss pseudospectral method returns a.n estimate of the states, controls, and

costates. a.t the Gauss collocation points. Because the method is using global poly-

nomials a,s trial functions. the solutions for the sta.tes. controls, and costates must be

polynomials. The derivation of the KKT conditions indicate the properties of the so-

lution polynomials. Examination of these polynomials leads to a better understanding

of how the Gauss pseudospectral method works.

The pseudospectral approximation to the differential dynamics indicates tha.t the

approximation to the states, X(t) RI" is a polynomial of degree N that satisfies

the state dynamics a.t the N Gauss collocation points and satisfies the boundary

conditions (Lemma 4.2.2). such that

dX(t) = f(X(tk),U(tk):tk) , k = 1, ... , .
dt (4.156)

q(X(to). t, X(tf), tf) = .

The estimate for the controls, U(t) E R "m is defined only a.t the N Gauss points, so

t.ha,t U(t) is a polynomial of degree N - 1. The discrete form for the integral costa.te

dynamnics (4.82) defines the costate estimate, P(t) "'. at the N Ga..uss points so

that it, is also a polynomial of degIee N - 1. The estimate for the differential costate,

A(t) E R' is the pseudospectral integration of the integral costate (4.135). Because

t.he integral costate is a polynomial of degree N - 1, the pseudospectral integration is

exact. This result defines the differential costate estimate as a polynomial of degree

N. so that

A(t) = t P(T) d-r + _X(t(). (4.157)
aX(tf) axt-

The exa-ct derivative of this costate is

dA(t) = dA(t) P(t). (4.158)
dt

Using this relation with te approximation to the costate dynamics (4.82) shows
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that the differential costate estimate satisfies the costate dynamics at the collocation

points,

dAT f g Tf

dt (tk) (tk)- (tk) (tk) k= N (4.159)dt ax aX

Thus the polynomial approximation of the states, controls, and costates, satisfy the

equations

dX
(tk) = f(X(tk), U(tk) t) ,dt

dAT = g Tf
d(tk) D (tk) - A (t) ' (tk),

U(tk) = arg mlin [(X(tk), U(tk) A(tk), tk)]
U(tk )EU'

k= 1,- ,N,

X(t.f) = X(to) + 2 if(X(ti),U(ti),ti) (4.160)
i=1

(X(to), t, X(tf ), tf ) = 

A (to) = v .

At f)= - v.Oax(tf) oX(tf)

AT(tf) = AT (t) (t-2 t i a (ta i) + A(ti) a (ti)
2 i= 09X=1 

These equations indicate that solving the NLP generated from the pseudospectral

transcription of the optimal control problem in integral form is equivalent to find-

ing polynomials of degree N for the states, X(t), and costates, A(t), along with a

polynomial of degree N - 1 for the controls, U(t), that satisfy the state and costate

boundary conditions, and the state dynamics, costate dynamics, and Pontryagin's

maximum principle at the N Gauss collocation points.
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4.7 Summary

In this chapter, the Gauss pseudospectral transcription has been outlined and ana.-

lyzed. The integral form of the continuous optimal control problem has been defined

and shown to have equivalent first-order optimality conditions as the differential form

of' the problem. This equivalence indicates that a pseudospectral transcription can

be defined in terms of the integral form of the continuous optimal control problem.

The discretization using the integration approximation matrix was introduced

which allows the optimal control problem to be transcribed into a. nonlinear program

(NLP), which then can be solved by well-developed algorithms. Unlike other pseu-

dospectral methods that collocate at the boundary points, the Gauss pseudospectral

method is collocating only at the Gauss points, which are all interior. The result of

this difference is that the Karush-Kuhn-Tucker (KKT) conditions of the NLP from the

Gauss method are exactly equal to the discretized first-order optimality conditions.

This relation indicates that solving the optimal control problem using the Gauss pseu-

dospectral method is consistent with the continuous optimal control problem, and the

direct and indirect formulations a.re the same.

The Gauss pseudospectral method has been shown to be consistent for a large

class of problems, including free time, multiple phase, path constraints. and those

requiring Pontryagin's maximum principle. Finally, the relationship between the ap-

proximation polynomials was derived. This relationship indicates that the Gauss

pseudospectral method is equivalent to finding the set of polynomials for the states,

costates. and controls. that satisf3 the state and costate dynamics and Pontryagin's

maximum principle at the collocation points, along with the state and costate bound-

ary conditions. This relation between the approximating polynomials does not hold

for other pseudospectral methods. The approximating polynomials for the states,

costates, and controls indicate that an equivalent discretization of the optimal con-

trol problem in differential form can be made at Gauss points. The derivation of this

discretization is shown in Chapter 5.
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Chapter 5

Differential Gauss Pseudospectral

Method

It has been shown (see Section 4.2.2) that the pseudospectral approximation of an

ODE in integral form is equivalent to finding the polynomial of degree N that sat-

isfies the differential equation at the N Gauss collocation points and satisfies the

initial condition. It has also been shown (see Section 4.6) that the pseudospectral

applroxinla.tion of an optimal control problem with dynamics in integral form is equiv-

alent to finding polynomials of degree N that satisfy t.he state and costate dynamic

equations a.t the N Gauss colloc.ation points, along with the boundary constraints. A

pseudospectral transcription can be devised directly from the differential form of an

ODE (or optimal control problem) that is exactly equivalent to the pseudospectral

transcription of the integral form.

This differential approximation is different from the Legendre pseudospectral ap-

proximation in several ways. The first is that the differential equation is not collocated

at the boundary points. The second is that the approximating polynomial, X(t), is

of degree N, so that N + 1 points are required to determine its derivative. In the

Legendre pseudospectral method, N points are used to determine the derivative of

the approximating polynomial of degree N - 1.
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5.1 Discretization

A pseudospectral approximation of the differential form of the continuous optimal

control problem is made by transcribing the continuous optimal control problem into

a, nonlinear program. This transcription is done by approximating the states, x(t),

with polynomials, X(t) E R'n of degree N, formed from a basis of N + 1 Lagrange

interpolating polynomials [17] on the interval from [-1, 1]. These polynomials are

N

x(t) t X(t) = x (tk). Lk(t) . (5.1)
k=O

The interpolation points used are the boundary point., -1, along with the N Gauss

points, tk, k = 1,.. , N, which are all in the interior of the interval [-1, 1].

Definition 5.1.1. The differential approximation matrices D E INxN and D E IN,

are found using the exact derivative of the Lagrange interpolating polynomials, Lk(t),

so that
N

dc(ti) X(ti) = x(to) Di + , X(tk) Dik , (5.2)
k=1

where Dik = Lk(ti) and Di = L(ti) are the differential approximation matrices.

Theorem 5.1.1. The approximate derivative found using the differential approxima-

tion matrices is exact for polynomials of degree N or less.

Proof. The differential approximation matrices finds the approximate derivative by

using the exact derivative of an interpolating polynomial at N + 1 distinct points.

The Lagrange interpolating polynomial is exact for polynomials of degree N or less

[17] and therefore, the differential operator is exact for polynomials of degree N or

less. O

In the remainder of this section, several properties of the differential approxi-

mation matrices are derived. These properties are important in the analysis of the

transcription method.
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Lemma 5.1.1. The differential approximation1 matrix. D is related to D by the

relation

Di =- Dik. (5.3)
k=l

Proof. The relationship between the differential approximation matrix, D. and D,

can be shown by examining the derivative of a constant function, f(t) = c. Applying

the differential differential approximation matrices to find the derivative results in

N

c Di + c E Dik = f(ti) = 
k= 1

This relation is exact for all values of N. because the function f(t) = c is a polynomial

of degree 0. The result can be simplified to (5.3). [

A pseudospectral approximation can also be made using a slightly different, basis

of Lagrange polynomials. The N + 1 points used in this case are the N Gauss points

along with the final point tf, so that

N4-1

x(t) t X(t) = LI x(tk) L(t) . (5.4)
A=1

Another differential approximation matrix can be found by differentiation.

Definition 5.1.2. The differential approximation matrices, Dt E RNXN and D E

RN1, are found using the exact derivative of the Lagrange interpolating polynomials,

Lt(t). These matrices are

N

(ti) X(ti) = E x(tk) D + (tf) DIt (5.5)
k=1

where D = Lt(ti) and D t = L+ 1 (ti) are the differential approximation matrices.

Lemma 5.1.2. The relation between the differential operator, D t, and Dt is

N

I = -E DI (5.6)
k=l
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Proof. The relation can be found by examinining the derivative of a constant function

(see Lemma, 5.1.1). [

Lemma 5.1.3. The relation between the differential approximation matrix D and its

adjoint Dt is

DIt,, =-- Dki (5.7)
Wi

Proof. Consider the integration by parts formula for two polynomials of degree N,

f(t).g(t), so that

j(t) g(t) dt = f(t) g(t) -j f(t) . (t) dt

The polynomials f(t).g(t) and f(t).g(t) are of degree 2N-1, so that the integrals can

be replaced exactly by a. Gauss quadrature [16]. The derivatives of the polynomials

at the Gauss points can be found exactly using the differential approximation (5.2)

for (t) and (5.5) for g(t). The integration by parts formula is replaced exactly by

E [f(-1) Dk + Di * f(ti) g(tk) . w =
k= 1 1 (5.8)

f(t) g)(t) (tk) [(1) t + Di' 9(ti)] ' U'k (
k=l i=1

where wk are the Gauss weights. Because this must be true for all polynomials, it must

be true for the set of Lagrange interpolating polynomials generated from the points -1

plus the N Gauss points, f(t) = Ll(t), 1 = 0,... , N and the polynomials generated

from the N Gauss points plus the end point 1, g(t) = L (t), j = 1,.. , N + 1. These

are the same Lagrange polynomials used to generate the differential approximations

(5.2) and (5.5). If the Lagrange polynomials corresponding to I = 1, .. , N and

j = 1,... , N are used in (5.8), the expression is simplified because the polynomials

Ll are zero at the points -1 and all but the Ith Gauss point, and the polynomials

Lt are zero at 1 and all but the jth Gauss point. The non-zero terms result in the

relation,

Djl w =-D 3 w .
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Note that the differential approximation matrices used here are not the same as

the approximation matrix from the Legendre pseudospectral method (see Section

3.3.1).

5.2 Differential- Integral Relation

The differential approximation matrix is related to the integra.l approximation ma.trix

(see Section 4.2.2). This relationship can be seen by looking at the discretized form

of an ordinary differential equation (ODE).

The pseudospectral approximation of a differentia.l equation in integral form is

X(ti) = X(to) + ( i -* f(X(tk),tk). i = 1 ., (5.9)
k=1

with initial condition X(to) = Xo. which defines a, polynomial of degree N. X(t) E k".

This polynomial satisfies the initial condition and the differential equation a.t the N

collocation points, so that

dXt(t,) = f(X()ti) i i= 1.--.. .
dt (.1n0)

x(o) = .

Note that the collocation points are at the Gauss points, so the differential equation

is not satisfied at the initial time, to.

The discretization of the ODE using the differential approximation matrices results

in

2 2 I

(tf - to) (t) Di + (tf t) D k X(tk) = f(X(ti) ti), i = 1, , .
( t k=1

X(t,) = XO.
(5.11)

2
The fraction, t has been included to account for the transformation of the

(tf [-1, ] (see Sectio.2.1). Note thatt)
independent time variable from t E [t0, tf] to 7 E [-1. 1] (see Section 4.2.1). Note that
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the differential approximation uses N + 1 points of the function X(t) to determine

the derivative at the N collocation points. The pseudospectral approximation of

the differential equation using the differential approximation matrices, also satisfies

(5.10).

Lemma 5.2.1. The differential and integration approlximation matrices are related

by

D = A- . (5.12)

Proof. The relation between the integration approximation matrix, A, and the differ-

ential approximation matrix. D, can be more easily seen by looking at a one dimen-

sional initial value problem on the interval from -1 to 1, so that

dx
= f(x(t), t),

dt (5.13)

x(-1) = Xo

The pseudospectral approximation in integral form can be written

X = X(-1) +,4 F, X(-1) = ,. (5.14)

where X e RlN is the approximation to x(t) at the N Gauss points, X(-1) E I is

the approximation to x(t) at -1, and F E RN is the function f(x(t), t) evaluated at

the N Gauss points. The pseudospectral approximation in differential form can be

written

D X(-1) + D X = F, X(-1) = Xo. (5.15)

The differential equation and boundary condition can be expressed together as

1 0 X(-1) ] [ (5.16)
/ D X F
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The integral form (5.14) can be expressed in a similar manner as

X 1 A F[ x(-1)] [ 0] [ O ] (5.17)

For both of these equations to be true, the matrices must be inverses of each other.

so tha.t

[ D[ 1Do I (5.18)

Note that the integration approximation matrix in non-singular. From this relation

it follows that
A-' =D

(5.19)
D- 1 =-D.

Using these relations (5.19), the differential and integral pseudospectral approx-

imations the the ODE can be shown to be the same. Multiplying the integral form

(5.14) by the inverse of the integration approximation matrix results in

A-1 X = A - 1 · 1 · xo + A-l · A F,

D X= -D) ·xr + F (5.20)

D x + D X =F,

which is equivalent to the differential form (5.15). E

This derivation indicates that the differential form of the pseudospectral approx-

imation can be found from the integral form by simply inverting the integration

approximation matrix.

5.3 Optimal Control Problem

The differential Gauss pseudospectral method is a pseudospectral transcription of

the differential form of the continuous optimal control problem at Gauss collocation
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points. The NLP is formed by approximating the cost using a Gauss quadrature, so

that

J = 'E1(X(tf), tf) + ( - t) g(X., Uk, tk) (5.21)2tf -t,) (5.21)
k=

The differential dynamic constraints are approximated using the differential approx-

imation matrices, which are collocating the constraints at the Gauss points, so that

2 2 N

Di(t X(to)+ (t t) D, Xk = f(Xk, Uk, tk) i= 1, ,N. (5.22)-t o) (tf - to) k:1

The boundary constraints are expressed in their most general form as

O(X(to), to, X(tf), t) = O. (5.23)

Finally, the terminal states, X(tf), are defined in terms of the quadrature approxi-

mation to the dynamics. This relation is required to enforce boundary constraints at

the final time. The final states are

X(tf) = X(to) + 2 (Wk f(, Uk, tk) (5.24)
k=1

The cost (5.21) and constraints (5.22 - 5.23) define an NLP, whose solution approxi-

mates the solution to the continuous optimal control problem.

5.4 KKT Conditions

The differential Gauss pseudospectral method can be shown to be consistent with the

continuous first-order optimality conditions of the optimal control problem by looking

at the KKT conditions.

Theorem 5.4.1. The Karush-Kuhn- Tucker (KKT) conditions of the NLP are exactly

equivalent to the discretized form of the continuous first-order necessary conditions of

the Bolza problem. Furthermore, a costate estimate can be found from the KKT multi-

pliers, Ak, and Lagrange multipliers, v, that satisfy the pseudospectral approximation
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to the costate dynamics, so that

-T
AT 2 - k + _ _ T (5.25)

(tf - to) UWk (tf) ax(t) 

Proof. The Karush-Kuhn-Tucker (KKT) conditions of the NLP can be found from

the augmented cost function, or Lagrangian [4]. The augmented cost is formed using

the multipliers Ai E Il n , i = 1 N. and v E Rq. so that

'J.= 4 + 2( -t) N kA -v 

k1~~~~~~~~=1 2 N (5.26)
N T 2 2

-C ·Iv (tf - t ) Di X(to) + t t Dik Xk - f
,=, (it - to) (ti - to) =1

where g. = g(Xk, Uk, tk) and fi = f(Xi, Ui, ti). The KKT conditions are found by

setting the gradient of the Lagrangian to zero.

The partials with respect to the states are

ax, 2 (tfto)2 Dktf - to) g

Ak=1 (5.27)

, 2 '; ) '' ' x --t.) a-X(tf) ax
Note that the chain rule was used because the final states, X(tf), are defined in

2- iterms of the interior points (5.24). Dividing (5.27) through by (t to)' and using

the adjoint of the differential approximation matrix (Lemma, 5.1.3) results in

2 N 2 AT

(tf - t)E D k (tf - t) uk 
(5.28)

g, 9i 4 2 T, i + T - afiOg, 2 I v ) Ofx
x (t - to) w X(tf) Ta(tf) ax

The term
2 N 9t) -T a )

(tf - to)E a' i TX(f) x(tf-k=1
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can be added and subtracted to the left side of the equation resulting in

2 N ( 2

(tf - to) k · (tf - to)

- T

wk ax(tf) T ax(tf)

2 ( 04

(f - t,) ax(tf) ,T. a _)
ox(t~)

-7'

Uni= agi + 2ax (t - to) x(tf) ax(tf)

Finally, this can be simplified using Lemma 5.1.2, resulting in

2 N

(tf - to) k=l
k=1

(2

(tf - to)

-T
Ak

2 ( _

(tf - t) a (tf)
-T

OX(tf)

-VT ao_ .D2
x(tq) J

A) T aoxV. ax(tf)

The right hand side of (5.31) is the approximation to the right hand side of the costate

dynamics (2.59). and the left hand side is the approximate derivative of the costate.

This result defines a costate mapping from the KKT multipliers, Ak, to the estimates

for the costate, Ak, so that

^T 

AT 2 A.+ (s -to) , X (tf)
T . _

ax(tf) 
(5.32)

The costate mapping (5.32), along with the estimate for the final costate,

AT(tf) = x(t
ax(tf)

I' ao-v ax(tf ) (5.33)

allows (5.31) to be expressed as

2 N 2

(tf - t) k . (tf - to)
k=l

· AT(tf). D = g, _ AT
0I-x 
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*ZI Dfik (5.30)

Af,

T x(tf)

(5.31)

xf,

afx

dx ' (5.34)

�

2

(tf - t) zui f)t,



which is the discrete form of the continuous costate dynamics (2.59).

The partial of the Lagrangian (5.26) with respect to the control can be simplified

in the same manner to

o - ( - t) 7i x(tf) ax(tf) u 

Using the costate mapping (5.32), this becomes

0= au + AT af (5.36)

which is the discrete form of the continuous control equation (2.59).

Finally, the last KKT condition is found from the partial of the Lagrangian (5.26)

with respect to the initial state. The partial is

Ja, _ _ 2 T -
ax(to) DX(tf) aX(tf) OX(to) (tf - to) i = 0, (5.37)

where the last term is the Ga.uss quadrature of the approximation to the derivative

of the costate. This result can be shown by using the approximate derivative of the

costate from (5.28). The Gauss quadrature of the derivative is

(tf~ ± k (tf2t 0 ) EWk ' Dkt ) (5.38)
Tediiioft adon (tf - t,) 5i i

The definition of the adjoint is used, Lemma 5.1.3. resulting in

= E wk' -Dk A

(tf - t,) k=1 i=1l 5k
Ntf-to) E t E Di~(5.39)

2 - r

(tf - t)i=1 k=l1
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which can be simplified by the definition of Di, Lemma. 5.1.1. The result is

2 N T - tf N

(to-t S E - t o) 2 E (5 40)
(ti-f,)C n,. · oi i~l i=l1

This derivation indicates that (5.37) is the relation between the initial and terminal

costates. so that.

adxQ) ' _ _ T ___ + (tf-t 0) T

a9X (tf ax(t ) ax(to) 2 i=l41)
(5.41)

AT(tf) = AT(to) + (tf to) N 
i=1

The KKT conditions found from the NLP defined by (5.21 - 5.24), are exactly

equivalent to the set of conditions that are the discretized form of the continuous

first-order necessary conditions. This result indicates that solving the NLP derived

from the pseudospectral transcription of the optimal control problem in differential

form is exactly equivalent to solving the discretized form of the continuous first-order

necessary conditions. It also indicates that the differential costa.te mapping (5.32) is

valid, so that, the costate can be estimated directly from the KKT multipliers of the

NLP. The initial and final costates can also be found from the Lagrange multipliers

(5.41). E

Theorem 5.4.1 indicates that solving the NLP derived from the pseudospectral

transcription of the optimal control problem is exactly equivalent to solving the dis-

cretized form of the continuous first-order necessary conditions. The state dynamics

are collocated at the Gauss points, and the resulting costate dynamics are also col-

located at the Gauss points. This result indicates that solving the NLP from the

discretized problem is mathematically equivalent to finding the polynomials of degree

N for the states and costates, X(t), A(t) E Rn, and polynomial of degree N - 1 for

the control, U(t) E R m, that satisfy the boundary conditions and the control, state,

and costate dynamics at the collocation points. This result is exactly equivalent to

the result from the integral form of the optimal control problem (see Section 4.6).
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The approximating polynomials satisfy

dX
dt (t) = f(X(t), U(tk), tk)

dA _ . g Ofd(tk) = - (X(tk), U(tk). tk) - AT(tk.) -a (X(tk), U(t.), tk) 
dt ax ax

09 Of
0 = a (X(tk), U(tk), tk) + AT(tk) a (X(tk), U(tk:), t.)

k= 1,. N, (5.42)

¢(X(to), to X(tf), tf) = O0

A(th= VTaax(to)
T _ _A(tf) = 7 aX(t )

AOX(tf) X(tf )

It has been shown that the differential Ga.uss pseudospectral method is mathe.-

matically equivalent to the integral pseudospectral method. Both of these methods

overcome the problems at the costate boundaries associated with the Legendre pseu-

dospectral method. The differential formulation has the advantage over the integral

method. in that the resulting NLP has a. significantly more sparse Jacobian matrix.

For software packages that take advantage of this sparsitry, such as SNOPT [30],

an improvement in computation time can be made for large problems by using the

differential method.

5.5 Summary

In this chapter, the differential Gauss pseudospectral method was derived. This pseu-

dospectral method transcribes the continuous optimal control problem in differential

form to a nonlinear program (NLP). This transcription has significant differences

from the Legendre pseudospectral method. In this case, the dynamic constraints are

collocated at Gauss points, which do not include the boundary points.

It was shown that the Gauss pseudospectral method using the differential form is

mathematically equivalent to the integral form. As a result, the Karush-Kuhn-Tucker
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(KKT) conditions from this method are also consistent with the continuous first-

order necessary conditions. This property indicates that the Gauss pseudospectral

method using the differential form, can be used to find accurate solutions of the states,

costates. and controls of optimal control problems.

The differential form of the Gauss pseudospectral method has the advantage that

it yields an NLP that is more sparse than the integral formulation. Numerical solvers

can take advantage of the sparsity and solve the NLP in less computation time. In

the next chapter, many example problems are considered to show the advantages of

the Gauss pseudospectral method.
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Chapter 6

Example Problems

In this chapter. several example problems are considered to show the advantages and

disadvantages of the proposed Gauss pseudospectral method. The first is a simple

LQR, problem. which is used to compare the convergence properties of the Gauss

pseudospectral method with the Legendre pseudospectra.l method; as well a. some

common finite difference methods.

The second example is a simple nonlinear optimal control problem, which shows

the advantages of using the Gauss method in the estimation of the initial costate.

The third example is a, bang-bang problem. In this example, the exact solution for

the control has a discontinuity. It is shown that this discontinuity presents a problem

for the pseudospectral methods, and how this problem can be overcome by using the

multiple phase approach.

The fourth example is one that has a state path constraint. This constraint

introduces discontinuities that again present a problem for the Gauss pseudospectral

method. The multiple phase approach, however, does not work as well on the example

with a state path constraint.

The fifth example considered is the classic brachistochrone problem. In this prob-

lem, one of the costates is infinite at the initial time. This infinite point is shown

to reduce the accuracy of the Gauss pseudospectral method. It is also shown that

control problems having an infinite point near the solution interval also significantly

effects the accuracy of the proposed method.
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The sixth example is one that includes a singular arc. This example shows that

the Gauss method is not well suited for solving problems that contain singular arcs.

The seventh example considered is one that has multiple local minimum. It is

shown that, special care must be taken in choosing an initial guess for the method in

order to find the desired global minimum to the problem.

Finally, the last example considered is a more complicated nonlinear optimal con-

trol problem, involving a low thrust orbit transfer. It is shown in this example that

the Gauss pseudospectral method returns a, significantly better solution than the

Legendre pseudospectral method.

Note that the example problems in this chapter were solved using the integral

form of the Gauss pseudospectral method (see Chapter 4). This was done because the

example problems were solved before the differential form of the Ga.uss pseudospectral

method was developed. Is has been shown in Chapter 5, that the differential and

integral forms are mathematically equivalent and therefore, the solution using either

formulation will be identical. A comparison of the differential and integral forms of

the Gauss pseudospectral method is made on the low thrust orbit transfer problem.

6.1 LQR Problem

The first example considered is a. linear quadratic regulator (LQR) problem. The

problem is solved numerically using the Euler, Runge-Kutta, Legendre pseudospec-

tral, and Gauss pseudospectral methods. The problem is to minimize a quadratic

cost function with fixed initial and final times, so the cost is

J = X(tf)T S. x(tf)+ (x(t) Q x(t) + u(t) R u(t)) dt , (6.1)

subject to linear system dynamics,

dx
(6.2)
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and possible boundary conditions on some or all the states,

X(to) = ,X,
(6.3)

x'(tf) = f .

The number of states is n, x(t) E Rn" and the number of controls is 7n, u(t) E RI, so

that S E Inxn, Q E Rnx", R E mxm, A E IRnxn. and B E Inxm.

The solution to the problem can be found by defining a two-point boundary value

problem derived from the first-order optimality conditions ([10] [45]). The result is

d X(t) 1 A -BR-BT (t)

L -(t) -Q -I L( ] (6.4)

where E R is the costate. The boundary conditions are

x(to)= XO. X(t,) = ,
(6.5)

x(tf) = Xf (tf) = S x(tf) - Vf

with Lagrange multipliers, v, Vf E R n. The optimal control is defined to be

u(t) = -R-l - BT A(t). (6.6)

The specific case considered here is for single state and single control, n, m = ,

so tha.t the matrixes, S, Q, R, A, and B are scalars. The values for these scalars are

chosen so that S = 0 (no terminal cost), and A, B, Q. and R are chosen to be one.

The initial condition, xo is one, and the final condition xf is zero. The initial time,

to = 0, and the final time, tf = 5. The problem is reduced to solving for x(t) E R

and A(t) E , so that

dt i x(t)1 1 -A1\ x I 1' (6.7)
dt A(t) J -1 -1 A(t) A (t)
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with boundary conditions,

X(t) = 1, (to) =Vo
(6.8)

X(tf) = 0, X(tf) = -V.f 

The solution can be found by defining the eigenvectors, vl and v2, and eigenvalues, #1

and P2, of the matrix Al E 2 x2 . The state and costates are then linear combinations

of eigenvalues and eigenvectors, so that

.(t) I= C ' . et + c2 . 2 el2t (6.9)

The integration constants, cl and c2, are determined from the boundary conditions

on the state, x(to) and x(tf). The final solution for the state, costate, and control is

x(t) = 1.0000. e-mi t - 7.2135 x 10-7- ev* t ,

A(t) = 2.4124. e-mi t - 2.9879 x 10- 7 e x t , (6.10)

u(t) = -(t),

and the Lagrange multipliers are

v,= 2.4124, f =-0.0024. (6.11)

The solution is plotted in Fig. 6-1. This solution will be referred to as the exact

solution for comparison to the numerical approximations.

6.1.1 Euler Transcription

The one dimensional LQR problem is solved numerically by using an Euler tran-

scription (see Section 3.1). The dynamic constrains are approximated at a uniform
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Figure 6-1: LQR Exact Solution

distribution of nodes, 0 = tl < ... < tN = 5. Xk - x(tk) and 'Uk - U(tk). so that

Xk+1 = + (x k), k= + i .N-1 (6.12)

1
where h = 1 The cost function is approximated as

N - 1
J= 2 ( + U) h . (6.13)

k=1

This approximation then defines an NLP to find the N state variables, k, k =

1, . , N, and N - 1 control variables, Uk, k = 1,... N - 1, that minimize J subject

to the N - 1 equality constraints (6.12) and the two boundary conditions xz = 1 and

X.N = 0. The approximate solution is plotted in Fig. 6-2 and Fig. 6-3.
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6.1.2 Runge-Kutta Transcription

The LQR problem is solved using a four stage Runge-Kutta transcription (see Section

3.2) at the same set of equidistant points, 0 = t < ... < t = 5. The state dynamics

are approximated as

1
xi+l = xi + (sli + 2 S2i 2 3i + S4i), i = 1,... N -1 (6.14)

where the stages are defined as

sli = h (xi + ui)

82i = h (xi + 0.5 si + u'i+1)
(6.15)

$3i = h . (Xi + 0.5 s' 2i + 'i+)

S4i = h ( ± Si +3i Ui+l) ,

and ui+l is the estimate for the control u(ti + h/2). The cost function is approximated

as

=2 - (91k + 2 2k + 2 3k + S4k), (6.16)

where the stages are defined as

Slk = -(X + u2),
h 22

(6.17)h
83k = ((Xk + 0.5 S2k)2 + Uk+l)

2S4k = 2((Xk + s3) 2 + Uk+l) ·

The cost and constraints along with the boundary conditions, xl = 1 and XN =

0, define the NLP over the N state variables, N- 1 control variables, and N- 1

intermediate control variables. The approximate solution is plotted in Fig. 6-2 and

Fig. 6-3.
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Figure 6-2: LQR Approximate State Solution

6.1.3 Legendre Pseudospectral Method

The LQR is solved using the Legendre pseudospectral method (see Section 3.3) by

defining the state constraints in terms of the pseudospectral differentiation matrix,

so that
2
-D xN = XN + UN,
5

(6.18)

where x E RN is a vector of the approximation to the states at the Gauss-Lobatto

points, and UN E N is the approximation to the control. The fraction in the

constraint is to take care of the time transformation from [0. 5] to [-1, 1]. The cost

is found using the Gauss-Lobatto quadrature rule, so that

(6.19)= E 2 ( + U2) -Wk 
k=l

where k is the kth component of the vector XN, and uk is the kth component of

the control vector. Also, wk is the Gauss Lobatto weight. The boundary conditions
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Figure 6-3: LQR Approximate Control Solution

are xl = 1 and XN = 0, the first and last components of the state vector. These

constraints and the cost function make up the NLP for the Legendre pseudospectral

transcription. The approximate solution is plotted in Fig. 6-2 and Fig. 6-3.

6.1.4 Gauss Pseudospectral Method

Finally, the LQR problem is solved using the Gauss pseudospectral method by defin-

ing the state constraints in terms of the pseudospectral integration matrix, A, so

that
5

XN = 1 + -A. (XN + UN), (6.20)

where XN and UN are vectors of the state and control at Gauss points. The cost

function is found using the Gauss quadrature rule, so that

J = 2 E 2(xk+ uk wk, (6.21)
k=l
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Figure 6-4: LQR Control Convergence

where Xk and Uk are components of the state and control vectors, and wk is the Gauss

quadrature weight. The initial condition is already included in (6.20), and the final

condition is included using the integral of the state dynamics. This condition is

N

0 = 1 + E (k +Uk) ·. w. (6.22)
k=l

These constraints and cost define the NLP for the Gauss pseudospectral method. The

approximate solution is plotted in Fig. 6-2 and Fig. 6-3.

6.1.5 LQR Problem Convergence

The plots of the approximate solutions, Fig. 6-2 and Fig. 6-3, indicate that all four

methods are in reasonable agreement with the exact solution. The rates of conver-

gence of the control for the four transcription methods is shown in Fig. 6-4. These

convergence plots are found by taking the infinity norm of the difference between the
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Figure 6-5: LQR Control Error vs. CPU Time

approximate solution for the control and the exact solution for the control. The error

is then plotted as a function of the number of nodes used. W\'hile the Runge-Kutta

problem converges at a faster rate than the Euler problem, neither one is nearly as fast

as the pseudospectral transcriptions. The solution found using the Gauss pseudospec-

tral method has the same convergence rate (the lines are parallel) as the Legendre

pseudospectral method, but it is always approximately two orders of magnitude more

accurate. This example shows that the Gauss pseudospectral method converges for

the linear quadratic optimal control problem.

The time to solve the LQR problem for each of the four transcriptions using

SNOPT [30] is shown in Fig. 6-5. All four methods were setup in an efficient manner

and solved using the same initial guess. The figure shows that the pseudospectral

transcriptions are significantly more accurate than the finite difference schemes for the

same amount of computation time. Also the Gauss pseudospectral method is faster

than the Legendre pseudospectral method for the same amount of accuracy. This
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property is due to the fact that the Gauss method can achieve the same accuracy as the

Legendre method using fewer nodes. Note that both the pseudospectral transcriptions

were solved directly (see Appendix B) for the convergence plot (Fig. 6-4) but solved

with SNOPT to compare CPU time (Fig. 6-5).

6.2 Nonlinear Example

The nonlinear problem considered here is a problem that was derived from a simple

one-dimensional LQR problem. Formulating the problem in this way allows for the

generation of a simple nonlinear problem with a, known analytic solution. The problem

was created by defining a new state y(t) E R. as the square of the original state

x(t) E R, in the LQR problem (6.1 - 6.3). The transformation is valid because the

relation y(t) = x(t)2 , is one-to-one a.nd a surjection for y(t), x(t) > 0. The new cost

function becomes

J = f (q. y(t) + r. u(t)2 ) dt, (6.23)2fJl
with state dynamics

dy =2 a y(t) + 2 b (t u(t), (6.24)

and boundary conditions

y(to) = 12,
(6.25)

y(tf)= x .

In the example considered here, the scalers a, b, q, and r are set equal to one.

The initial condition is xo = v2, and the final condition is xf = 1. The time interval

considered is from [0, 5]. The solution of the nonlinear problem is found from the

solution to the original LQR, problem. which can be computed using the technique

shown in Section 6.1. The solution of the LQR problem shown to five significant
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figures is

x(t) = 1.4134 e- /'t + 8.4831 x 10- 4 · e t ,

AX(t) = 3.4122- e-
l

' - 3.5138 x 10- 4 e ' t , (6.26)

u(t) = -3.4122 e- 2 t + 3.5138 x 10- 4 e 't .

The solution to the nonlinear problem is found by squaring the state, the control

is unchanged, and the costate can by found by the relation between the control and

costate for the two problems. The solution to the continuous nonlinear optimal control

problem (6.23- 6.25) is

y(t) = x(t)2 = (1.4134. e-'t + 8.4831 x 10- 4 et) 2

AY(t) = 2 (t) (3.4122 e-v2t _ 3.5138 x i10- e\2t) /(2 Vy(t))

u(t) = -3.4122 · e-
.i

t + 3.5138 x 10- 4 e t .
(6.27)

The solution for the state is shown in Fig. 6-6, and the solution for the costate is

shown in Fig. 6-7.

6.2.1 Legendre Pseudospectral Method

The Legendre pseudospectral solution to the nonlinear optimal control problem is

found by defining a NLP with a cost based on the Gauss-Lobatto quadrature rule, so

that

J = - WT (YN + U) , (6.28)
4

where w E RN is the vector of LGL weights, and YN, UN E RN are the vectors

of the state and control at the LGL points respectively. The state dynamics are

approximated using the differential matrix D E RNXN. so that

2
2.D YN = 2 YN + 2 X/fN Y UN. (6.29)
5
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Finally the boundary conditions are enforced by requiring the first entry in Y to be

2 and the final entry to be 1. The solution to this NLP was found using SNOPT [30].

The estimation for the costate was found using the costate mapping principle [22].

The costate is estimated to be

2
AN = 5 T- AN, (6.30)

5

where W is a. square matrix with the LGL weights on the diagonal, a.nd AN is the

vector of KKT multipliers. The approximate solution, using 10 nodes, for the state

is shown in Fig. 6-6, and the costate in Fig. 6-7.

6.2.2 Gauss Pseudospectral Method

The Gauss pseudospectral solution to the nonlinear problem is found by defining the

NLP based on the integral form of the optimal control problem at Gauss points. The
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Figure 6-7: Nonlinear Approximate Costate Solution

cost function is defined in terms of a Gauss quadrature, so that

J = .- wT .(Y ) ( + (6.31)

where w E R' is the vector of Gauss weights. and Yv,, UN E RN are the vectors of

the state and control at the Gauss points respectively. The integral form of the state

dynamics are approximated using the integration approximation matrix A E RNXN,
so that

N = Y + A (2 YN+ + 2 i N ) . (6.32)

The boundary constraints are enforced using the conditions Yo = 2 and Yf = 1, with

the relation

¥f= , +- T2Yf =Y O2 .W (2 .YN + 2 .V/@. UN) . (6.33)

The solution was again found using SNOPT [30], and the costate estimate was

138

--



100

10- 1

10- 2

E
zOz
,=

0-6

5 10 15
Nodes

20 25 30

Figure 6-8: Nonlinear Problem State/Control Convergence

found using the integral costate mapping principle (4.76). The costate estimate is

AN = W -l 1 AT P. / -Vf. (6.34)

where W is a square matrix with the Ga.uss weights on the diagonal, PN is the vector

of KKT multipliers associated to the dynamic constraints, and vf is the Lagrange

multiplier associated to the final state constraint.

using the sum of the KKT multipliers, so that

The initial costate is estimated

A(o) = PN - f . (6.35)

The approximate solution for the state is shown in Fig. 6-6, and the costate in Fig.

6-7, again using 10 nodes.
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in Figures 6-8 and 6-9. Fig. 6-8 shows the convergence of the state and control in the

infinity norm as a function of the number of nodes used, for both the Legendre and

Gauss methods. The figure indicates that both methods are converging very rapidly,

but the Gauss method error is always slightly better than the Legendre method.

Fig. 6-9 shows the cornvergence for the costate and initial costate in the infinity

norm, as a function of the number of nodes. The convergence rates for the costates

are again the same, with the Gauss method costate always better than the Legendre

costate. The convergence rates for the initial costates, however, are not the same.

The convergence rate for the initial Legendre costate is the same as the convergence

of the other costates, but the convergence rate for the initial costate from the Gauss
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method is much faster. Note that the error in the initial costate is decreasing un-

til it approximately reaches the tolerance of SNOPT. This result indicates that the

initial costate estimate from the Gauss method is significantly more accurate than

the costate estimates at the Gauss points and the costate estimates from the Legen-

dre method. This example shows that the Gauss pseudospectral method can solve

nonlinear optimal control problems with very fast convergence properties.

6.3 Bang-Bang Control Problem

The next example considered is one with a, discontinuity in the control. The bang-bang

control problem is a reorientation problem of a, double integrator, from an arbitrary

state to the origin in minimum time. The control is bounded in both the positive and

negative directions by a maximum value. The cost is the final time,

J = tf, (6.36)

which is free. The state dynamics of the double integrator are

dxl(t)= x2(t) 
dt (6.37)

d(t)2 = (t) ,dt

with initial conditions

xI(0) = = , x2 (O) = 2 0 . (6.38)

The feasible control is defined as

I'u(t) < Umax = 1 (6.39)

The exact solution to the bang-bang problem can be found by using Pontryagin's
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maximum principle to determine the control. The control is

u(t) = < (6.40)
-1, A2(t) > 0.

This control can be used to determine the switching curve in the state space. The

exact solution for the case xlo = 1, Z2 = 3 is

-t2/2 + Zo t + lo , t<tl,
l(t= t2/2-tf t+tf/2 t > tl

x2(t) -t + Z20 t < t (6.41)
t - tf, t > t ,

-- 1, t < tl,
1, t > tl,

where the switching time is tl = x 20+ V/0.5 . + Xlo and final time is tf = 2-tl-X 20.

The costates are

Al(t) = C1 ,
(6.42)

A2(t) = -cl t + C2 ,

where cl = -1/(tl - tf) and c2 = cl · tl. The exact solution for the states is plotted

in Fig. 6-10. 6-11. the control is plotted in Fig. 6-12, and the exact solution for the

costates is plotted in Fig. 6-13, 6-14.

6.3.1 Legendre Pseudospectral Method

The Legendre pseudospectral solution to the bang-bang problem was found by defin-

ing the NLP in terms of the variables X1N, X2N, UN E RN, which are the approxima-

tions to the states and control at the LGL points. The final time tf E R is also a free

variable to be estimated. The cost is to minimize the final time

J = t, (6.43)
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Figure 6-10: Bang-Bang Problem. State 1 Solution
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Figure 6-11: Bang-Bang Problem. State 2 Solution
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subject to the set of dynamic constraints

2
-D X1N- X2 = 0,
tf
tf (6.44)
2
-D X2 - UN = 0,
ti

and boundary conditions

X1N[1] = 1, X2N[1] = 3,
(6.45)

X1N[N] = 0, X 2 N[N] = 0.

which are the first and last entries in the vectors. Finally the control constraint is

enforced as

-1 < UN < 1. (6.46)

The NLP was solved using SNOPT [30], and the approximate solution for the states

and control using 10 nodes is shown in Fig. 6-10.6-11, and 6-12.

The costate estimates were generated using the KKT multipliers from the NLP

solver. The costate estimates are

A1N = 2Wf -1 A1,
(6.47)

· 2N = t /1. *2,
2

where W4 is a square matrix with the LGL weights on the diagonal. The costate

estimates are shown in Fig. 6-13. 6-14.

6.3.2 Gauss Pseudospectral Method

The Gauss pseudospectral solution is found by defining an NLP in terms of the

variables X1N, X2N, UN E IRN which are the approximations to the states and control

at the Gauss collocation points. The final time, tf, is minimized so that

J = tf, (6.48)
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Figure 6-12: Bang-Bang Control Solution
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Figure 6-13: Bang-Bang Costate 1 Solution
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Figure 6-14: Bang-Bang Costate 2 Solution

subject to the dynamic constraints in integral form

X1N - 1 - 2 A X2N = 0,
(6.49)

X2N - 3 - 2A UN = 0.
2

with boundary constraints in terms of a Gauss quadrature

1 + -u ' X2N = :
(6.50)

3 + tf W U = 0 .

Finally, the control is constrained as

-1 < UN < 1. (6.51)
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Figure 6-15: Bang-Bang Problem State/Control Convergence

The NLP was also solved using SNOPT [30] with 10 nodes and the solutions for the

states and control are shown in Fig. 6-10, 6-11, and 6-12.

The costate estimate was found using the KKT multipliers and Lagrange multi-

pliers from the NLP solver. The costates are

Xln = 1 · 4T Al -ly ,

A2N = 14/-l AT P2 - 1

where vu and v2 are the Lagrange multipliers associated with the boundary constraints

(6.50). The costate estimates are plotted in Fig. 6-13, 6-14.

6.3.3 Bang-Bang Problem Convergence

The plots of the approximate solutions show significant errors in the states and con-

trol, Fig. 6-10, 6-11, and 6-12, around the point of the control discontinuity. At the
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Figure 6-16: Bang-Bang Problem Costate/Final Time Convergence

switching point the control is discontinuous, the second state has a discontinuous

first derivative. and the first state has a discontinuous second derivative. Both of

the pseudospectral methods use polynomials to approximate these non-smooth func-

tions. It can be seen in the figures that the polynomials do not do a very good

job of approximating the exact solutions. The approximating polynomials exhibit a

Gibbs phenomenon that is consistent with the results for polynomial interpolation of

non-smooth functions [31].

The Gauss pseudospectral method, does however, have a significantly better costate

estimate that the Legendre method as seen in Fig. 6-13, 6-14. The large errors in

the costate for the Legendre method have been attributed to the problem with the

defects in the costate equations (see Section 3.3.2). The Gauss method does not have

these defects and therefore, results in a much improved costate estimate.

The convergence of the Legendre pseudospectral solution and the Gauss pseu-

dospectral solution is investigated by looking at the infinity norm of the error between
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the approximate solution and the exact solution for the states. costates, control, and

final time. The plots for the error as a function of the number of nodes used for the

states and control is shown in Fig. 6-15. The convergence plots for the costates and

final time is shown in Fig. 6-16. These plots indicate tha.t although the Gauss method

seems to outperform the Legendre method, neither one shows much improvement as

the number of nodes is increased. This result is due to the fact that the interpolation

polynomials used in the pseudospectral methods are not well suited for approximating

functions with discontinuities.

An improvement of the approximate solution can be found by using the multiphase

approach to link two segments a.t the switching point.

6.3.4 Multiphase Solution

The multiphase solution to the bang-bang problem is formulated once the switching

structure is known. The switching structure is estimated from the single phase solu-

tion (see Section 6.3.2), and for the initial conditions, xlo = 1, x2o = 3, the control

starts a.t -1 and switches to 1 a.t some time t. Fig. 6-12. The control is

u (t) -1, t < tl (6.53)
1 . t.

The problem can be formulated so that the control is constrained to be -1 before

the switch and 1 after the switch with the switching time as a free variable to be

estimated.

The Gauss pseudospectral transcription of the multiphase problem is formulated

with the variables XlaN, X2aN, UaN E RN , as the states and control on the first phase

and XlbN, X2bN, UbN E RN, as the states and control on the second phase. Note that

the number of nodes used does not have to be the same on all phases, but for this

example the same number was used for simplicity. The states at the switching time,

Xlb1 , X2b E R are used in the phase boundary constraints to link the two phases.

The switching time, tl, and final time, tf, are also free variables.
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The cost of the NLP is again the final time,

J = tf . (6.54)

The dynamic constraints for the first phase are

X1aN - 1 - A X2a = 0,

2 (6.55)

X2aN - 3 - A JaN = 0.
2

The dynamic constraints on the second phase are

XlbN - X1bo- A X2bN = 0,
~~~~~~2 ~(6.56)

X2bN X2bo - tl)A UbN = 0.
2

Note that different time transformations were used for the two different phases because

the phases are not the same length of time. The final state constraints are expressed

using a Gauss quadrature, so that

Xlbo + ( tf - t) 'X2b = 0,
X~bo + 2 U' - X~bN 0,(6.57)

X2bO (tf - ti) UbN = 0.

The phase boundary constraints which enforce continuity of the states are also ex-

pressed using a Gauss quadrature, so that

Xlbo -1 - () TX 2aN = O,
(6.58)

X2bo - 3 - (2T. Uav = 

Finally, the control is constrained as

UaN = -1,
(6.59)

UbN = 1
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These equations define the cost and the constraints of the NLP. whichl defines the

solution to the multiphase bang-bang problem.

The costate estimate is found using the KKT and Lagrange multipliers from the

NLP solver. The costates on the first phase are

AlaN = 1 4A* PlaN - VC1

(6.60)
A2aN = - 1 A P2aN -2 ,

where P.laN, P2aN E RN are the KKT multipliers associated with the dynamic con-

straints (6.55), and Vl, v 2 E I1 are the Lagrange multipliers associated with the

phase boundary constraints (6.58). The costates on the second phase are

AlbN = 1 AT P1bN - V1
(6.61)

A2bN = 4 - T P.2bN - V

where Plb-, P2bN E RN are the KKT multipliers associated with the dynamic con-

straints (6.56), and vL, 2 E R are the Lagrange multipliers associated with the bound-

a.rv constraints (6.57). The final costates of the first phase are defined as

lai(ti) = -I1
(6.62)

1Aa(tl) = -V·.

The initial costates for the second phase are defined as

Alb(tl) = PlbN - V1 , (6.63)
(6.63)

A29b(tl) = >P2bN -2 

The KKT condition that relates the two costate estimates (from (4.155) defines that

the costates are continuous across the phase boundary, which is what is expected
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Figure 6-17: Bang-Bang State/Control AMultiphase Solution

from the exact solution, so that

Ala(tl) = Alb(tl)
(6.64)

>2a(tl) = A2b(tl) 

The approximate solution for the states and control for the bang-bang multiphase

problem, using 5 nodes per phase, along with the exact solution is plotted in Fig.

6-17. The approximate costates are shown in Fig. 6-18. The pseudospectral solution

is exactly equivalent (within machine tolerances) to the true solution for the states,

costates, control, and final/switching times, for any number of nodes used greater than

two per phase, because the exact solution is a piecewise polynomial with a highest

degree of two (in the first state), (6.41). Because the solution can be approximated

exactly by polynomials, the pseudospectral solution can be exact for any number of

nodes two or higher on each phase.

This example demonstrates that the integral pseudospectral method can be used
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Figure 6-18: Bang-Bang Costa.te lultiphase Solution

on problems with control constraints to first determine the switching structure, and

then with a multiphase formulation provide a much better result to the problem. This

approach however, does not work as well for problems with state path constraints.

6.4 State Path Constraint Example

This example is a minimum energy problem with a second order state variable in-

equality constraint. This example appears in the text by Bryson and Ho [10]. The

objective is to minimize the energy from the control,

J= 2 u2(t) dt, (6.65)
I21u
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subject to the dynamic constraints.

±1J(t)= 2(t) 

. 2 (t) = U(t),

and boundary conditions.

X1(0)= 0 x1(1)=0,

x2(0)=1, 2(1)=-1,

with the state path constraint,

Xl(t) < 0.1.

The solution to the optimal control problem for the states is determined to be

0.1 1- I 3 0.1

0.1,

0.1(1 1- 3.0.1
,(,

0 < t < 0.3,

0.3 < t < 0.7 ,

0.7 < t < 1 ,

(1-

x(t) =

0 < t < 0.3,

0.3 <t < 0.7,

0.7 < t < 1.

The exact control is

2 1 - 03.0.1 3.O 0.1

0,

32 0.1 -

0< t < 0.3,

0.3 < t < 0.7,

0.7 < t < 1 .

(6.66)

(6.67)

(6.68)

xl(t) =

t 2

3 0.1

(6.69)

0.

3 0.1

(6.70)
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Figure 6-19: Path Constraint, State 1 Solution

The exact costates are

Al(t) 

2

9 0.01 

0.

2

9 0.01 '

3 0.1 1 3-0.1)

2(t) = 0,
2 1-tt

3 0.1 1 - 3- 0.1

The plot of the exact states are shown in Fig. 6-1

costate in Fig. 6-22, 6-23.

0 < t < 0.3,

0.3 < t < 0.7,

0.7 < t 1 

(6.71)

, t 0.3,

0.3 < t < 0.7,

0.7<t < 1 .

19, 6-20, the control in Fig. 6-21, and
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Figure 6-20: Path Constraint, State 2 Solution
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Figure 6-21: Path Constraint, Control Solution
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Figure 6-22: Path Constraint, Costate 1 Solution
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Figure 6-23: Path Constraint, Costate 2 Solution
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6.4.1 Gauss Pseudospectral Method

The solution to the state path problem is found using the Gauss pseudospectral

method using the variables X1N,X2N E RN for the states. and UN E RN as the

control at the Gauss points. The cost is to minimize

J = w T UN, (6.72)
4

subject to the constraints,

1
XN - -A X2N = 0,

2 (6.73)
X2N - 1 - 1A. UN = 0,

2

and terminal conditions,

WT ' X2N = 0,

2 N(6.74)

2+ -wT .UN = °.
2

The path constraint is enforced at all the collocation points.

X1N < 0.1 (6.75)

The resulting NLP was solved with 10 nodes using SNOPT [30], and the costates

were estimated using the KKT multipliers. The costate estimates are

A1N = 1 - l' AT P1N - l ,
(6.76)

AX2N = W-1 . AT P2N - 2,

where P1N, P2N E RN are the KKT multipliers associated with the dynamic con-

straints (6.73), and v, v 2 E IR are the Lagrange multipliers associated with the termi-

nal constraints (6.74). The approximate solution is shown in Fig. 6-19, 6-20 for the

states, Fig. 6-21 for the control, and Fig. 6-22, 6-23 for the costates.
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6.4.2 State Path Constraint Problem Convergence

The approximate solution for the states seems to be a. good approximation to the

exact states, Fig. 6-19, 6-20. but the approximate control and costates, Fig. 6-21, 6-

22, 6-23, do not do a good job of approximating the exact solution, especially the first

costate. Because the problem has a path constraint, the first costate is discontinuous,

and the second costate and control have discontinuous derivatives. Consequently. the

second state has a discontinuous second derivative and the first sta.te a, discontinuous

third derivative. The approximating polynomials do not do as well in approximating

functions that are discontinuous or have discontinuous derivatives.

A convergence plot of the infinity norm error of the approximate solution versus

the number of nodes is shown in Fig. 6-24. The figure shows that the approximate

solution does not improve much as the number of nodes is increased. This result is

because of the discontinuities in the problem solution. The resulting approximating

polynomials in the approximate solution exhibit a Gibbs like phenomenon, which

causes them to converge very slowly to the exact solution. An attempt to correct for

the deficiencies of the approximating polynomial is made by using the multiple phase

approach.

6.4.3 Multiphase Solution

The multiple phase approach is used on the state path problem by breaking the

problem into three phases. On the first phase, the state is off the path constraint, the

second it is on the constraint, and finally the state is again off the constraint on the

final phase. The variables used for the multiphase approach are XlNa, X2N.a E RN

for the states on the first phase, X1Nb, X2Nb E IRN for the states on the second phase,

and XlNc, X2N E RAN for the states on the final phase. The control for the three

phases is UNa, UNb, UN, E RN, with tl, t2 E IR as the times of the phase boundaries.

The states at the switching time, Xlbo, Xlco, X2bo, X 2co E R are used in the phase

boundary constraints to link the phases.

The total cost to be minimized is the sum of the integrals on the three phases, st
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that

J = 2 Iw _ UNa +
2 2

(t 2 - tl) T
2

· U.b + - t) WT
2

The dynamic constraints on the first phase are approximated as

X1Na - A X2Na = 0
2

tl
X2Na - 1 - A UNa = 0.

2

On the second phase the dynamic constraints are

X1Nb - Xlbo (t 2 - tl) A X2Nb = 0,
2

X2Nb - X2-bo - A UNb = 0.
2
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and on the final phase,

X1NC - Xlco - A X2NC = 0,
(6.80)(1-2)AU -0.

X2N - Xt- 2 A UNC = 
2

The terminal constraints are

(1 - t2)t X
Xlco + 2 ' X2Nc = 0,

(6.81)
(1 - t2) -T = 0,

X2r + · W -1 = 0.
2

with phase boundary conditions for the second and third phase,

Xlbo (t2 - tl) wT 'XNb -- Xlco = 0 
(6.82)

X2bo + (t2 - l)w Ub t- Xo = ,
2

and phase boundary conditions for the first and second phase,

- w' X2Nao -Xlbo = ,
(6.83)

1 + tl w UNa - X2bo = 0
2

The path constraints are enforced as inequalities on the first and third phases, so that

X1Na < 0.1, X1Nc < 0.1 , (6.84)

and the path constraint is forced to be active on the second phase, so that

X1Nb = 0.1 . (6.85)

The initial state on the second and third phases were also forced to be on the con-

straint, so that

Xlb, = 0.1, Xl,, = 0.1. (6.86)
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The costates for the multiphase solution were found using the KKT multipliers of

the NLP. On the first phase they are

A1Na = t-1 A T' P1Na - la a
(6.87)

A\2Na = V- 1 AT · 2Na - V2a,

where PSNa, P2Na R N are the KKT multipliers associated with the dynamic con-

straints (6.78) and Vla, V2a E6 are the Lagrange multipliers associated with the phase

boundary constraints (6.83). The costates on the second phase are

AiNb = Wl- AT PNb - Vlb 
(6.88)

A2Nb = W - 1 A T P2Nb - V2b,

where P1Nb, A)Nb E RN are the KKT multipliers associated with the dynamic con-

straints (6.79) and Vlb, V2b E R are the Lagrange multipliers associated with the phase

boundary constraints (6.82). The costates on the final phase are

l1N = lr-1 ' AT PNc - vyc
(6.89)

A2Nc = W - AT. P2Nc - V2c,

where P1Nc, P2N E RN are the KKT multipliers associated with the dynamic con-

straints (6.80) and v, v2c E R are the Lagrange multipliers associated with the

terminal constraints (6.81).

The solution to the multiphase formulation of the state path constraint problem

was closer to the exact solution than the single phase solution, but did not show

the significant improvement of the bang-bang problem. The convergence plot of

the solution errors (Fig. 6-25) shows improved convergence over the single phase

formulation (Fig. 6-24) but it is not as quick as expected. The exact solution is a

piecewise polynomial of highest degree of three. In theory, three nodes per phase

should be enough to get the exact solution.

The reason for the lack of significant improvement can be seen by looking at the
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phase boundaries of the first state. A zoomed in plot of the approximate solution

for the first state, using five nodes per phase, is shown in Fig. 6-26. The plot shows

the approximate solution at the Gauss points, but also the interpolating polynomial

derived from these points. The polynomial is

N

X1(t) = X1(0)- Lo(t) + X(tk) Lk(t) (6.90)
k=1

The plot shows that the interpolating polynomial violates the state path constraint

between the collocation points. Even though the path constraint is satisfied at the

collocation points, the solver is able to "cheat" by exceeding the constraint between

the points. The violation of the constraint allows the solver to find a solution that

has a lower cost, 4.4405, than the true solution, 4.4444. As the number of nodes is

increased, the resulting polynomial can not exceed the constraint in as many places so

the approximate solution tends toward the true solution. as shown in the convergence

plot Fig. 6-25.

This example shows that using the multiphase approach for solving problems that

have state path constraints with active and inactive sections does not work as well as

the multiphase approach for problems with bang-bang control.

6.5 Brachistochrone Problem

The next example considered is the brachistochrone problem. The brachistochrone

problem was proposed and solved by Johann Bernoulli in 1696, and is one of the

earliest applications of the calculus of variations [48]. The objective is to determine

the optimal path that a bead would take sliding down a frictionless wire to reach a

given horizontal position in the minimum possible time, Fig. 6-27.

The equations of motion are [10]

x= X2 g.y.cos,, 0 = /2g.y. sin6, (6.91)
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Figure 6-27: Brachistochrone Problem

with initial conditions.

(O)= 0, y(O)=O,

and terminal condition,

X(tf) = L.

The true solution for the control angle is

0(t) = - t,

where w = j and the
4 L

final time is w L . The resulting states are
9 .

x(t)= 2 L (

y(t) = L
7r

sin (2 w ' t)w

(sin (w. t))2
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The costates for the brachistochrone problem are

-w

(6.96)-w
Y = · cot (w t) .

g

The difficulty in solving the brachistochrone problem numerically comes from the fact

that the second costate is infinite at t = 0.

The brachistochrone problem is solved using the Gauss pseudospectral method by

defining an NLP where the objective is to find the variables XN E RN, YN E RN, ON E

RN1, and tf to minimize the final time,

J = tf, (6.97)

subject to the discretized dynamic constraints in integral form,

2Xz- 2A ( a 2.g.Yi.cosSN) =0, °(6.98)
YN- A. (V2.g. YN sinN) = 0.

Note that the square root, trigonometric functions, and multiplication within the

parenthesis is performed term by term. The terminal condition is expressed using a

Gauss quadrature, so that

tWT . ( .g.YNcos ) - L = . (6.99)

Note again that the operations with the parenthesis are performed term by term. The

costate estimates are computed using the KKT multipliers Pj, P, E RN associated

with the dynamic constraints (6.98), and the Lagrange multiplier v E R associated

with the boundary condition (6.99) from the NLP solver. The costate estimates are

A = W-l · AT . v,
(6.100)

Ay = W - 1 · AT .TPy ,
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Figure 6-28: Brachistochrone Convergence

where TI E RNXv is a. diagonal matrix of the Gauss weig .hts.

The NLP was solved using the constants g = L = 1. The convergence proper-

ties of te pproximate solution are shon in Fig. 6-28. T......e figure sho.........s tha.. the

convergence rate on the states, control, and first costate is slow and it appears that

the second ostate does not conve.......rge at all. This result can be attributed to the fact

that the exact solution for the second costate (6.96) is infinite at t = 0. Because the

states and costtaes are approximated using interpolating polynomials, the error in the

solution can be expected to be related to the error in the interpolating polynomial

of the exact solution. The error in the Lagrange polynomial interpolating formula is

(2.6)

1 N d(N)f
E(t) = f 7(t - tk) dt() (6.101)

i=1

where tk are the Gauss collocation points and ( E [0, tfl]. The Nth derivative of the
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second costate can be found to be approximately

dNA. I N! oN ( _)N'dtN -- (cot ))N (6.102)

which could be very large especially if ( is close to zero. This equation indicates that

the error in the polynomial interpolation of the second costate could be growing as

the number of nodes is increased which leads to the poor convergence of the states,

costates, and control as shown in Fig. 6-28.

The effect of the infinite costate can be reduced by redefining the problem to start

at a different, point on the optimal path. This approach also shows the effect of having

the infinite point nearby the solution time interval. The initial starting time can be

chosen to be to, with the initial position of the bead defined by the exact solution of

the states,
X(t) =2 L to sin (2 w to))~~7,~~~~ 2 (6.103)

y(to) =- L (sin (w. to))2

The problem is solved similarly to before with the addition of the non-zero initial

conditions. The state dynamic constraints are approximated by

XN - X(to) (t- to )A (2 g-.YNS N) , (6.104)
(6.104)

YN - y(t) - ( A (/2 gYN sin O) = 0,

with the terminal constraint approximated as

(t) + (tf - to) * ( gYN cos0N) -L = 0. (6.105)
2

The convergence rate of of the second costate using the approach is shown in

Fig. 6-29 for several starting times t. It can be seen that as the starting time gets

larger, the convergence rate of the costate gets better. This result makes intuitive

sense because the error in the interpolating polynomial for the second costate will be

smaller as the initial start time t gets large. The convergence rate for the control
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Figure 6-30: Brachistochrone Control Error
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is also shown in Fig. 6-30. This figure also indicates that the convergence rate gets

better as the problem gets further from the point where the costate is infinite.

This example shows that the convergence rate can be slow, if there is convergence

at all, for problems whose exact solutions are infinite at any point near the time

interval of the problem. The convergence rate for the approximate solution of the

states, costates, and controls are all effected by the infinite point. This effect could

potentially be a difficulty, as it may not be obvious that a costate could be infinite

for some optimal control problems.

6.6 Singular Arc Example

The next example considered is a problem that contains a singular arc.

In an optimal control problem, if there is a finite interval of time in which Pon-

tryagin's maximum principle (2.75) does not define the relation between the control,

states, and costates, then the problem is said to be singular ([10] [45] [48]). One

example of a singular problem is found in [45]. The problem is to find the states,

xl(t),x 2(t) E IR, and control, u(t) E R, that minimize the quadratic cost with free

final time. The cost is

J =2 (xl(t) + z(t))dt, (6.106)

with linear dynamics,
dxl

= (t),
dt (t)(6.107)

dx2d2= u(t),

and constrained control,

u(t)l < 1. (6.108)

The boundary conditions used for the example are

xl(0) = 0.8, Xl(tf) = 0.01,
(6.109)

x2(0)=-0.8, x2(tf)= -0.01.
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The problem can be shown to be singular, and the exact solution is found by using

the fact that the Hamiltonian must be zero. The solution is given by

xl(t)= 0.8. e-t,
(6.110)

x9(t) -0.8 e- t ,

with control

u(t)= 0.8 e-' , (6.111)

and costates

Al (t)= 0.8 e- t,
(6.112)

A 2 (t)= 0.

The final time is determined to be tf = -ln (l). The exact solution to the singular

problem is shown in Fig. 6-31 for the states, Fig. 6-32 for the control, and Fig. 6-33

for the costates.

The pseudospectral solution to the singular problem is found by defining the states

at the Gauss points, X1N,,Xz E R N , and control at the Gauss points, UN E IR .

The cost is approximated using a Gauss quadrature, so that

1 tf
J = 2 . 2 .' ' (X1N + X2) · (6.113)

The state dynamics are approximated in integral form as

X1N - 0.8 - A X2N = 0,
(6.114)

X2N + 0.8 - t2 A UN = O.
2

The terminal conditions are enforced using a Gauss quadrature, so that

0.01 - 0.8 - X2N = 0,
2 (6.115)

-0.01 + 0.8 - 2w T. UN = 0
2
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Figure 6-31: Singular Problem State Solution

Finally, the control constraint is enforced at the Gauss points using

-1 < UN < 1. (6.116)

The NLP is then solved for the states, control, and final time that minimize the cost

(6.113) subject to the constraints (6.114 - 6.116).

The costates were estimated using the KKT multipliers, PuN, P2N E RN, associ-

ated with the constraints (6.114), and Lagrange multipliers, v1,V 2 E R, associated

with the terminal constraints (6.115). The costate estimates are

l.N = I r- 1 AT . P1N - ,
(6.117)

A2N = M- . AT . P2N - V2 .

The approximate solution for the states, control, and costates using 30 nodes is shown

in Fig. 6-31 - 6-33.
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Figure 6-34: Singular Problem Convergence

The figures show that the approximate solution for the states and costates is a

relatively good approximation to the exact solution. However, the error in the control

is significant. The source of the error comes from the fact that the NLP solution is

satisfying a set of conditions (the discrete form of Pontryagin's maximum principle)

that do not give any information about the control.

A plot of the convergence of the pseudospectral solution is shown in Fig. 6-34.

The convergence plot shows that the approximate solution is not getting closer to the

exact solution as the number of nodes is increased. This example demonstrates that

the Gauss pseudospectral method is not well suited for solving problem with singular

arcs. The resulting NLP does not have enough information to accurately determine

the control on a singular interval.
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6.7 Multiple Solution Example

The problem considered here is an optimal control problem with two distinct local

minimum [25]. The problem has one state and one control, x(t), u(t) E R. where the

objective is to maximize the square of the final state, (tf). or to minimize

J = _x 2(tf) (6.118)

The dynamic constraints are
dx

_ =-X+ U, (6.119)
dt

with initial condition, x(0) = 9. The variables have bounds defined by

-5 < u(t) < 5,

-12 < x(t) < 9, (6.120)

t e [0,1].

The exact solution for the global minimum for the problem is shown in Fig. 6-35.

Note that there also exists another local minimum shown in Fig. 6-36.

The Gauss pseudospectral solution was found by defining the NLP in terms of

the state and control. XN, U, E RN, at the Gauss points. The cost function to be

minimized is

J= 9 +wT - (-X 2 +U )] , (6.121)

subject to the dynamic constraints,

XN -9- A(-X + UN) = 0, (6.122)

and variable bounds,

-5 <UN < 5,
(6.123)

-12 < XN < 9.

There were two solutions to the NLP found, shown in Fig. 6-35, 6-36. The solution
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Figure 6-35: Multiple Solution 1 State/Control
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Figure 6-36: Multiple Solution 2 State/Control
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found was highly dependent on the initial guess and number of nodes used. As seen

in the plots, one of the solutions is approximating one of the local minimum, and the

other is approximating the other local minimum.

This example illustrates that the NLP resulting from the integral pseudospectral

method may have several local minimum. This result is because the solution approx-

imates the first-order necessary conditions of an optimal control problem, which only

defines local extremals. For control problems that may have several stationary points,

the pseudospectral method can only identify local extremals and give no information

about global results. Care must be taken in determining an initial guess for an NLP

on problems that have several local solutions.

6.8 Low-Thrust Orbit Transfer Problem

The final example considered here is a. low-thrust orbit transfer problem that first

appears in [50]. The problem has been solved numerically in many places, ([10] [11]

[22] [33] [67]). The objective is to transfer a. spacecraft from a circular orbit using a

low thrust. engine to the largest possible circular orbit in fixed time. The problem is

described using the states r(t) u(t), v(t) E R, for the radial position, radial velocity,

and tangential velocity respectively. The control 0(t) E R, is the angle between the

thrust vector and tangential velocity. All motion is considered planar. The cost is to

maximize the final radius, or to minimize

J = -r(tf). (6.124)

The dynamics describing the motion are

dr
dt

du v2 A T sin 
+dt r -lt'(6.125)dt 2 r2 in, - Irilt 

dv u T cos 
_t= - +

dt r rn,- Irhlt '
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where is the gravitational parameter, T is the thrust magnitude, mo is the initial

spacecraft mass, and rh is the fuel consumption rate. The boundary conditions used

to constrain the initial and final orbits to be circular are

r (0) = r,

u(O) = 0,

v(O) = ,
ro0

U(tf) = 0,

v(tf) - rt = 0)

(6.126)

The states and mass are normalized, and the constants used are

T=0.1405, rh=0.0749, m =r = =l tf = 3.32 . (6.127)

6.8.1 Legendre Pseudospectral Method

The Legendre pseudospectral transcription was used the solve the orbit problem using

the variables RN, UNr VN, ON E RN for the states and control at the LGL points. The

cost to be minimized is the negative of the final radius, which is the last entry in the

state vector. The cost is

J = -RN[N]. (6.128)

The dynamic constraints are approximated using the differential matrix. The right

hand sides of the dynamics are calculated at the LGL points for simplification. The

dynamics are

FR = UN,

Fi =
2 RN

UN VN

RN

T sill N

mO- InhtN '

T cos ON

mo - IhltN 

178

(6.129)



where t is the vector of time at the LGL points. Note that all vector math in (6.129)

is performed term by term. The dynamic constraints of the NLP are then

2
-D RN-FR = 0,tf
2
-D UN - F = 0 . (6.130)
tf
2
-D VN - F = tf

with the boundary constraints.

RN[1] - = 0,

U[v[1] = 0 U,[N] 0, (6.131)

VN[1]- _ = 0, VN[N]- =0.
VN[1] r 0 V [NJ R-r[N]

The solution for the states and control, Fig. 6-37, 6-38. was found by solving the

resulting NLP with SNOPT [30].

The costate estimates, AR, Au, A, E RN (Fig. 6-39), was found at the LGL points

using the KKT multipliers, AR, -u, A-v E RN, from the NLP solution. The costate

estimates are

AR = W1 AR,

Av = T1-1. Au (6.132)
tf

2
Al, = 21-1.o .1,

tf

6.8.2 Gauss Pseudospectral Method

The Gauss pseudospectral transcription of the orbit problem is done using the vari-

ables RN, UN, VN, N E RIN for the states and control at Gauss points. For simplicity
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Figure 6-37: Orbit Problem States
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Figure 6-38: Orbit Problem Control
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the right hand sides of the state dynamics are calculated at the Gauss points as

FR = UN,

V2 1 T sin N
Fu = 2 + (6.133)2 R -rn - IrItN 

UN · N T- cos NF1,= +
RN n, - IT ltN

where tN is the vector of time a.t the Gauss points. Note that all vector math in

(6.133) is performed term by term. The cost to be minimized is the negative of the

final radius, which is expressed in terms of a Gauss quadrature. The cost is

t TJ = -ro - -2w FR. (6.134)
2

The dynamic constraints in integral form are

RN - t-f tAFR= 0

UN- tf A F = 0, (6.135)

V -- 1 t'tA2f FF = 0.
2

The terminal constraints are also expressed using Gauss quadratures, so that

TL T. Ft, = O,
2

'+ wT F.- = . (6.136)
2r, t, T . FT

The NLP was solved using SNOPT [30] for the states and control at the Gauss points,

Fig. 6-37, 6-38.

The costate estimates, AR, Au, Av E R' , a.t the Gauss points were found using
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Figure 6-39: Orbit Problem Costates

the KKT multipliers of the dynamic constraints. The costate estimates are

AR = - 1 AT PR-1- - V2 3/2

2 (ro+ 2T .WFR)

(6.137)
Av = W-1 AT Pu - ,

Av = 1 - 1 - AT Pv- v2,

where PR, Pu, Pv E RN are the KKT multipliers associated with the dynamic con-

straints, and v1, 2 e R are the Lagrange multipliers associated with the terminal

constraints, Fig. 6-39.

Both the Gauss and Legendre pseudospectral solutions are in reasonable agree-

ment with each other, and with the solution from other places ([10] [11] [22] [33] [67]).

This result confirms that the integral pseudospectral solution to the orbit problem is

approximately equivalent to the solution from other methods. The major differences
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in the two solutions are seen in the costates, Fig. 6-39. While the costate estimates

from the Legendre pseudospectral method exhibit the typical large variations, the

estimates from the integral method are much smoother, especially in the first costate,

AR. These variations in the costate also contribute to errors in the control as seen

by the relatively large variation of the control from the Legendre method. Fig. 6-38.

When using the integral method. the elimination of the relatively large variations in

the costate is attributed to the elimination of the defects in the costate approximation

equations. The fact that the KKT conditions that define the solution to the NLP

are exactly equivalent to the discretized form of the first-order necessary conditions

is why the integral pseudospectral method has an improved costate estimate.

The costate estimate along with the approximate solution for the states and con-

trol can be used to verify the optimality of the solution. The approximate state,

costate and control, X*(t), A*(t) E W3. and U*(t) E 11, can be formulated for the low

thrust orbit problem using a set of interpolating polynomials for both the integral

pseudospectral and Legendre pseudospectral solution. These functions can then be

used to test how well they satisfy the first-order optimality conditions derived in [10]

for the low thrust orbit problem. These conditions are

X*(t) = f(X*(t), U*(t), t),

* (t) = a (X*(t) A*(t). U*(t), t) , (6.138)

U*(t) = arg min [(X*(t), A*(t), u(t): t)]
u(t)EU

The error in satisfying these conditions was computed using the infinity norm, and

the comparison of the integral method and the Legendre method is shown in Table

6.1. The table shows that the solution found using the Legendre method satisfies the

state dynamics and Pontryagin's maximum principle very well but does not satisfy

the costate dynamics. The integral method however satisfies all three conditions very

well. This result indicates that the solution from the integral method can be said to

be optimal with higher confidence. Because the solution from the Legendre method

does not satisfy the optimality conditions, the verification of the control can not be
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Table 6.1: Low Thrust Orbit Optimality
Integral Gauss Legendre
Pseudospectral Pseudospectral

IIX*(t) - f(x*(t), U*(t), t)1 0.0459 0.0197

IIA*(t) + h-x(X*(t), A*(t), U*(t), t)II. 0.0019 572.65

IlU*(t) - arg inin [7(X* A*(t), u(t), t)] ll 0.3379 0.4047
u(t)EU 

done.

6.8.3 Low-Thrust Orbit Problem Convergence

An estimate of the convergence of both pseudospectral methods can be made by

comparing the approximate solutions to a solution of the two point boundary value

problem derived in [10]. The solution of the boundary value problem was found using

the MATLAB function bvp4c, with a tolerance of 10- 9. The solution of the low thrust

orbit problem using the integral pseudospectral method and 128 nodes was used for

the initial guess.

The convergence in the infinity norm of the states for both the Gauss pseudospec-

tral and Legendre pseudospectral methods are shown in Fig. 6-40. The figure shows

that the convergence for the states is similar for both methods. However, the conver-

gence of the costates is not the same, shown in Fig. 6-41. The error in the costates

for the Legendre method is significantly higher than the integral method, which was

also indicated in Fig. 6-39. Fig. 6-41 indicates that a significantly greater number

of nodes for the Legendre method is required to achieve the same level of accuracy

as the integral method for the costates. As expected, the larger errors in the costate

affect the error in the control as shown in Fig. 6-42. The figure indicates that as many

as 40 additional nodes would be required of the Legendre pseudospectral method to

achieve the same accuracy in the control as the Gauss pseudospectral method.
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Figure 6-40: Orbit Problem State Convergence
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Figure 6-41: Orbit Problem Costate Convergence
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Figure 6-42: Orbit Problem Control Convergence

6.8.4 Differential and Integral Relation

In this section, the differential and integral formulations of the Gauss pseudospectral

method are compared on the nonlinear orbit transfer problem.

The NLP for the differential form is found using the same NLP variables as the

integral form (see Section 6.8.2) and the right hand sides of the differential equations

(6.133).

The cost function to be minimized is the opposite sign of the final radius, so that

J = -r - wT FR 
2
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The dynamic constraints in differential form are

2- (D .r, + D RN)-FR = tf
2
-D * U -F = 0. (6.140)tf

2(D.X,+ D. V)-Fv =0,

Where D and barD make up the differential approximation matrix. The terminal

constraints are expressed using Gauss quadratures, so that.

tfUT F = 0,
2

tf T + 1 (6.141)
2 r+ * T.FR

The NLP was solved using SNOPT [30] for the states and control at the Gauss points.

The costates, AR, Au, Av- E RN, at the Gauss points, were estimated using the costate

mapping (Theorem 5.4.1), so that

2 V V21
AR - -- - 1 -A -1 -3/2

Au =- T 1 - V (6.142)
tf

Av= 2 - Al,-v2,
tf

where T1' is the diagonal matrix of Gauss weight, AR, A;, Ai E RN are the KKT

multipliers associated with the dynamic constraints, and vl, 2 E R are the Lagrange

multipliers associated with the terminal constraints. The resulting solution for the

states, costates, and control are the same (within numerical tolerances of SNOPT) to

the solution using the integral formulation (see Fig. 6-37, 6-38, 6-39).

The constraint Jacobian (see Section 2.3) is defined as the partial derivative of

the nonlinear constraints with respect to the optimization variables. It is common
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Figure 6-43: Differential Form Sparsity Pattern

for NLP solvers to estimate the Jacobian numerically. The sparsity pattern provides

information as to which entries are non-zero.

The sparsity pattern of the Jacobian from the differential formulation is shown

using 10 nodes in Fig. 6-43. The sparsity pattern indicates which nonlinear constraints

(6.140 - 6.141), depend on which variables, RN, UN, VN, ON. In this case there are

32 nonlinear constraints, 10 for each differential equation and 2 for the boundary

conditions, and 40 variables, 10 for each state and 10 for the control. The figure

indicates that most of the Jacobian is zero, and has a density of approximately 25%.

The sparsity pattern of the Jacobian from the integral formulation is much more

dense (Fig. 6-44). The density of this Jacobian is approximately 67%, indicating the

many more derivatives must be estimated. The more sparse NLP from the differential

formulation leads to more efficient computation of the solution.

The time to find the solution of the NLP using the differential formulation, is

compared to the integral formulation in Fig. 6-45. Note that in both cases the same
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Figure 6-44: Integral Form Sparsity Pattern

initial guess was used. The figure indicates that less computation time is required

to solve the NLP in the differential form. This result is a consequence of the more

sparse NLP generated using the differential form.

6.9 Summary

These example problems demonstrate empirically that the Gauss pseudospectral so-

lution is very well suited for solving a large class of problems. The method works

well on linear and nonlinear problems whose solutions are infinitely differentiable.

The method does not work as well on problems that contain discontinuities in the

solution, problems with a singular arcs, or problems that have singularities near the

solution interval. For problems with discontinuities in the solution or in the deriva-

tives of the solution, using the multiple phase approach can dramatically improve the

approximate solution for some, but not all, problems.

It has been shown in these examples that the Gauss pseudospectral method has
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significantly better convergence properties than finite difference methods and yields

a better costate estimate than the Legendre pseudospectral method. These examples

have also shown that the initial costate estimate from the Gauss method converges to

the true solution faster than the states and costates at the Gauss points. This accurate

initial costate is useful for real time control of nonlinear systems. The development

of a real time control algorithm using the initial costate is derived in Chapter 7.
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Chapter 7

Real Time Optimal Control

The Gauss pseudospectral method has the potential to be used for real time optimal

control of complex nonlinear systems. This potential can be attributed to two proper-

ties of the transcription method. First, it has very fast convergence, as demonstrated

in Chapter 6, which allows for an accurate solution to be generated with a relatively

small number of nodes. The fewer nodes that are required results in the NLP being

smaller. which can then be solved quickly. The second property is the availability

of accurate costate information, particularly the initial costate. It has been empiri-

cally shown (see Chapter 6) that the initial costate estimate is more accurate than

the costate estimate at the interior collocation points. The accurate initial costate

information, along with the initial state information, can be used for real time control.

The initial costate can be used, with the initial state, to estimate the state and

costate for all time. This estimation is done by integrating forward the state and

costate dynamic equations,

dx
d = f(x(t), u(t), t),

d~~~~~~t~~ ~(7.1)dX -_7-T
dt 9 (x(t), (t), u(t), t) .

This integration can be done quickly and accurately using single step numerical tech-

niques such as a classic Runge-Kutta integration scheme ([41], [44], [63]). The optimal

control can be found at any point by applying Pontryagin's maximum principle ([10],
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Figure 7-1: Real Time Control

[45], [53]), with the known state and costate, so that

u(t) = argmin[-(x(t), u(t), X(t), t)] . (7.2)
uEU7

Once the optimal control is known, it can be applied to the system. By continuing

to integrate the state and costate dynamics and applying Pontryagin's maximum

principle, the optimal control can be found for all future time. As time increases,

the system could drift from the optimal path because of disturbances and modeling

errors. The optimization problem can be resolved using the current state to find the

new current costate. This re-initialization would compensate for any errors that have

accumulated and the system would follow the new optimal path.

Figure 7-1 shows the block diagram of the proposed optimal controller. The

diagram shows that the state dynamics do not need to be propagated numerically

because the current state can be measured (or estimated) directly from the plant.

The controller is then defined as the system from the state to the control, which

requires periodic re-initialization of the initial costate from the Gauss pseudospectral

method. The re-initialization rate as well as the accuracy of the initial costate required

to adequately control a system in real time is highly dependent on the system to be
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controlled.

The implementation and effectiveness of this real time control approach is shown

with two examples below.

7.1 Examples

7.1.1 LQR Problem

The linear quadratic problem considered here is a one-dimensional, fixed-time problem

with fixed initial and final states. The cost to be minimized is

J = (x2(t) + u2(t)) dt, (7.3)

subject to the dynamic constraint

d:
(t) = (t) t) + u(t), (7.4)

and boundary constraints

x(0) = 1. x(5)= 2. (7.5)

The true solution for the state, control, and costate was calculated to be

x(t) = 0.9983. e-' i t + 1.6979. 10- 3 e t,

u(t) = -2.4101. e- ' s t + 7.0331 10- 4 e' t ,: (7.6)

A(t) = 2.4101· e- it - 7.0331· 10 - 4 · ev' t

and is shown in Fig. 7-2. The pseudospectral solution to the LQR problem was found

using a similar formulation to the LQR example in Section 6.1.4. The convergence of

the approximate solution, infinity norm error versus number of nodes used, is shown

in Fig. 7-3. Note that the error in the control is equal to the error in the costate. As

expected, the initial costate converges to the exact solution at a faster rate than the

state, control, and costate at the interior nodes. The accurate initial costate will be
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Figure 7-2: LQR Exact Solution

exploited to determine an accurate approximation to the control.

The state and costate dynamics for the problem can be found using the first-

order necessary conditions and the control determined using Pontryagin's maximum

principle (see Section 2.4). The control is found to be

u(t) = -A(t), (7.7)

and the state/costate dynamics are then

i(t) = (t)- A(t),
(7.8)

A(t) = -x(t) - A(t).

Given the initial conditions for state and costate, x(to), A(to), the exact solution

for the system can be found using the eigenvalues and eigenvectors from the sys-

tem matrix. By determining the exact state and costate resulting from any initial
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conditions avoids any numerical integration techniques to approximate the resulting

behavior of the system. The solution to the dynamics can be found to be

x(t) = 1 11 ' ePl ( t- t ) + c2 V12 e2' (t- to)
(7.9)

A(t) = c1'* 2 el (t- t o) + c2 ' v22 · etL2 (t- t )

where p1 = -V, 2 = v2 are the eigenvalues of the system and

LV21 J L -0.9239

V V12 -0.3827 1
V2 2 0.9239

are the eigenvectors. The coefficients, cl, c2, are determined to be

-= 2 A(to) + V22 * X(to)
V11 ' V22 - V1 2 ' V2 1

C 1'1 A(to) - V21 X(to)
i'11 ' V22 - 'V12 ' V21
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Figure 7-4: LQR Control Error, Open Outer Loop

The initial state, x(0) = 1, along with the estimate for the initial costate from

the Gauss pseudospectral method was used to propagate the system forward in time

using the dynamic relations (7.9). The system was propagated to the final time

t = 5. The error in the resulting control, the propagated control subtracted from

the exact control (7.6), is plotted in Fig. 7-4. The initial costate was found using 3

nodes. As expected, the error in the control starts at approximately 10-1 and grows

exponentially with time. This large control error is because the Hamiltonian system

is unstable. The error in the control leads to a significant error in the final state,

(tf) = -92.79, which does not meet the terminal constraint. The solution can be

improved by resolving the optimal control problem and updating the costate, which

updates the control, several times as the system is propagated forward in time.

Resolving the system four times, once every time unit, the propagated state and

costate is much closer to the exact solution, as shown in Fig. 7-5 and Fig. 7-6. Three

nodes were used in the pseudospectral solution each time the problem was re-solved.
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Figure 7-5: LQR Propagated State
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Figure 7-6: LQR. Propagated Costate
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The propagated state is within 2.5 10- 4 of the exact state at the final time, with a total

cost of 2.2151 versus 2.0307 for the exact solution. As the number of system updates,

or number of nodes used is increased, the propagated solution gets closer to the

exact solution and the cost approaches the cost for the exact solution. This example

demonstrates that the control can be found from the approximate initial costate, that

causes the system to meet the required boundary conditions by continually resolving

the optimal control problem to update the costate.

7.1.2 Low-Thrust Orbit Problem

The low-thrust orbit transfer problem [50] solved by the Gauss pseudospectral method

in Section 6.8 was used to demonstrate the real time control approach using the initial

costate. The state dynamics for the problem are

dr-=U.
dt

du v2 I T sin 
dt 2 r2 ' (7.11)
dt 2 r 2 MO

dv u v T cos 
dt r mO - IrlIt

Using the calculus of variations and Pontryagin's maximum principle the costate

dynamics can be shown to be [10]

dt 2 r3 K7
dAu = -A + v (7.12)
dt r

dA, 2 v u
= -Au. +Av ,dt r r

with the control defined as

tan = . (7.13)

The Gauss pseudospectral method is used to estimate the initial costate. Using

the initial costate along with the initial states, the state and costate dynamics are
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Table 7.1: Orbit Problem Real Time Results
Nodes per Solution Final Radius Error in Final Radius Final Eccentricity

5 1.5228 2.5 10 - 3 1 7.73- 10-8
10 1.5252 1.2 10 - 4 9.04 10-'

integrated forward in time in I\MATLAB using the ode45 integrator. The dynamics are

integrated for a, fixed time then the optimal control problem is resolved to reestimate

the costate at this time. In this case the dynamics are integrated for 0.0332 time

units, which divides-the problem into 100 intervals.

The NLP from the Gauss pseudospectral method was solved using SNOPT [30]

and used five nodes for each solution. The solver required on average approximately

0.6 seconds to determine each solution. The plot of the approximate real time solution

is shown in Fig. 7-7 for the states, Fig. 7-8 for the costates, and Fig. 7-9 for the

control. The "true" solution that these are compared to is the solution of the two

point. boundary value problem using the IMATLAB boundary value solver bv-p4c. The

figures indicate that although the costates and control seem have significantt errors,

the states satisfy the boundary conditions, the final orbit is very nearly circular, and

the final orbit radius is within 0.167% of the maximum possible radius (Table 7.1).

This performance is all achieved using only 5 nodes in the pseudospectral solution.

The solution accuracy can be increased by using 10 nodes per solution as shown in

Fig. 7-10 for the states, Fig. 7-11 for the costates, and Fig. 7-12 for the control. In

this case the final states satisfy the boundary conditions and the final orbit radius is

within 0.0079% of the maximum (Table 7.1).

These examples show how the initial costate can be applied with Pontrya.gin's

maximum principle for real time optimal control of nonlinear systems. By continually

resolving the optimal control problem to update the costate, errors that accumulate

from propagation, modeling errors, and disturbances, can be canceled out. The Gauss

pseudospectral method is ideally suited to be used to estimate the initial costate. The

method can quickly solve for a, highly accurate initial costate because it needs only a

few nodes to return a good solution.
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Figure 7-7: Orbit Problem Real Time States, 5 Nodes
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Figure 7-8: Orbit Problem Real Time Costates, 5 Nodes
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Figure 7-9: Orbit Problem Real Time Control, 5 Nodes
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Figure 7-10: Orbit Problem Real Time States, 10 Nodes
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Figure 7-11: Orbit Problem Real Time Costates, 10 Nodes
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Figure 7-12: Orbit Problem Real Time Control, 10 Nodes
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Chapter 8

Launch Vehicle Example

In this chapter. the trajectory optimization of a Delta III launch vehicle is presented.

The dynamic model is formulated and the desired trajectory parameters are described.

The resulting optimal control problem is then solved using the integral Gauss pseu-

dospectral method.

Next. the real time control approach from Chapter 7 is used to simulate the real

time control of the launch vehicle. The simulation was run with and without external

disturbances to the vehicle. In both cases, it is shown that the real time control

algorithm is able to correct for any errors in the system, and keep the vehicle on the

optimal trajectory.

8.1 Problem Description

The problem considered here is the guidance for a Delta III launch vehicle. The

objective is to get the spacecraft from the launch site into a predetermined target

orbit, while maximizing the fuel remaining in the upper stage. This approach is used

to maximize the amount of fuel available to correct the trajectory in flight. In this

way, the control for the vehicle can account for any disturbances or uncertainties,

during of the flight,. The less fuel that is required to get the vehicle into the desired

orbit, the larger the disturbance that can be tolerated.
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Table 8.1: Delta III Properties
I Solid Boosters Stage 1 Stage 2

Total Mass (kg) 19290 104380 19300
Propellent Mass (kg) 17010 95550 16820
Engine Thrust (N) 628500 1083100 110094
Isp (sec) 284 301.7 462.4
Number of Engines 9 1 1
Burn Time (see) 75.2 261 700

8.1.1 Vehicle Properties

The Delta, III expendable launch vehicle has two stages along with nine strap-on solid

rocket boosters. The flight of the vehicle can be broken into four distinct phases. The

first phase starts on the ground where the main engine burns along with six of the

solid boosters. When the boosters are depleted their remaining mass is dropped and

the final three boosters are lit. This begins phase two where the main engine continues

to burn with the three remaining solid boosters. When the final three boosters are

depleted their mass is also dropped leaving only the main engine burning. Phase three

continues until the main engine fuel has been exhausted (ECO). In the fourth and

final phase the main engine is dropped and the second stage is ignited. The second

stage burns until the target orbit has been reached (SECO), and the payload is

separated from the launch vehicle. A summary of the Delta III vehicle characteristics

[1] is found in Table 8.1.

8.1.2 Dynamic Model

The dynamics of the vehicle are expressed in an Earth centered inertial (ECI) frame

as
dr

-= V,
dt

dv I T D
dt- 3 r+- u+-, (8.1)

dm T
dt go Isp '
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where r E Ii 3 is the position, v E R3 is the velocity, is the graritational parameter,

T is the thrust, m is the mass, u E RI3 is the unit vector in the direction of thrust.

and D E R3 is the aerodynamic drag [61]. The drag is defined as

1
D = - Cd' Aref [pP 7'7eIl Vrel , (8.2)

2

where Cd is the coefficient, of drag, Arf is the reference area, p is the atmospheric

density, and Vrl is the relative velocity with respect to the atmosphere. The relative

velocity is computed to account for the fact that the Earth's atmosphere is rotating

with the Earth, so that

Vrel = v + o x r (8.3)

where w is the rotation rate of the Earth. The atmospheric density is modeled as

exponential, so that

P = Po' exp[-h/ho], (8.4)

where p,, is sea level density, h is the altitude above the Earth's surface, and ho is the

scale height of the atmosphere.

The dynamic model used has many simplifying assumptions. First, the thrust from

each engine is assumed to be the vacuum thrust. Therefore, the thrust magnitude does

not depend on the atmospheric pressure. Second, the reference area and coefficient

of drag are constant for the entire trajectory with no dependence on Mach number or

angle of attack. Third, the drag is assumed to always be in the opposite direction of

the relative velocity. There is no component of lift, and the drag has no dependence

on the vehicle orientation. The final assumption is the the Earth is a sphere. This

assumnption is used when determining the position of the launch site and the altitude

above the Earth. The spherical Earth also satisfies the point mass gravity model.

These assumptions cause the dynamics to be the same during each phase of the

flight, and only the thrust magnitude and mass changes. Each phase is linked to the

next phase by a set of boundary constraints that force the position and velocity to

be continuous, and takes the mass drops into account.
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8.1.3 Optimal Control Formulation

The objective of the launch vehicle problem is to determine the guidance, or thrust

direction, of the vehicle to place the payload into the determined target orbit, while

maximizing the remaining fuel in the second stage at orbit insertion. The initial time

for the problem is to, and tl, t2, t3, t4 are the end times of each of the phases. The

times to through t3 are fixed and only t 4 is free.

The initial conditions are determined by the coordinates of the launch site and

the initial mass of the vehicle, so that

r(to) = ro,

v(to) = V, (8.5)

m(to) = mo 

The dynamic constraints for the four phases are expressed in integral form as

ri(t) = r(ti-1) + vid-,.
t II. Ti D i l

vi(t) = v(ti 1) + --- · ri + T ui + dr
Ir 3

TMi rn (8.6)

mi(t) = m(ti-l) + 1 ( .Isp 

i= 1, --,4.

The phase boundary constraints are defined in terms of the states at the final time

of each phase. This relation defines the initial condition for the next phase as

r Ti Di d r(ti) = r(ti_3 r + v idrti--v(t~) = v(t,_) + Jr ( + dr, (8.7)
Iril 3 MM (8.7)

m(ti) = m(ti-1) + f (- I dr -mi
i= 1, - ,4,

206

1_1__11_



where Am.i is the mass dropped at the end of phase i. The final conditions are

imposed so that the final states r(t4 ) and v(t 4) satisfy the required orbital elements,

a(tf) = fa(r(t4),v(t4)) = af 

e(tf) = fe(r(t4), V(t4 )) = ef 

i(tf) = fi(r(t4), v(t4)) = if, (8.8)

Q(tf) = f(r(t 4),v(t 4)) = f ,

l(tf) = f,(r(t4 ) V(t4)) = Wf

The orbital elements, a. e,i., Q, and w, are the semi-major axis, eccentricity, incilna-

tion. right ascension of ascending node (RAAN), and argument of perigee respectively.

The functions, f, fe., fi, fs, and f,. (Appendix C) are the relations between the iner-

tial position and velocity, and the respective orbital elements [71]. These constraints

define the final position and velocity of the payload to lie in the designated orbit.

but it does not constrain the location within the orbit, usually defined by the true

anomaly v.

A state path constraint is imposed so that the vehicle's altitude is always above

zero. so that

Iri(t) > Ro, (8.9)

where Ro is the radius of the Earth. This constraint is to ensure that the path of

the spacecraft does not pass through the Earth. A path constraint is imposed on the

control to guarantee that the control vector is of unit length, so that

lu(t)l = 1. (8.10)

Finally, the objective is to maximize the fuel remaining, therefore the cost function

is to minimize

J = -(t 4 ). (8.11)

This cost function (8.11), along with the dynamic constraints (8.1), boundary con-

207



straints (8.5, 8.8), path constraints (8.9 - 8.10), and phase boundary constraints (8.7),

define the continuous optimal control problem to be solved.

8.2 Gauss Pseudospectral Implementation

The integral form of the Delta 3 launch problem is discretized at a set of Gauss

collocation points on each of the four phases of the problem. The NLP variables

to be solved for, are defined as the position ri E R"X3, velocity vi E RINx3, mass

m,i E RN, and control ui E INx3 at the N Gauss points on the interior of each phase

i = 1,... ,4. The initial state values for each phase are, r(ti_l) E Rt~3, v(ti-1) E 3,

and m(til) E R. Finally the final state values, r(t4) E I3, v(t 4) E I 3 , and m(t 4 ) E I,

along with the final time, t4 E R are included as NLP variables. There are a total of

10 N + 7 variables for ea.cll phase along with the 7 final state variables and the final

time. Therefore. there are a total of 40 N + 36 NLP variables that are solved for in

the problem.

The objective of the NLP is to minimize

J = -(t 4), (8.12)

subject to a set of nonlinear constraints. The approximation to the dynamic con-

straints using the pseudospectral integration approximation matrix are

(t -ti)A(v)= ,
ri- r(ti) - 2 A (vi) = 0,

vi-v(ti_1)- (tA-t'-)A ( -ir 3 .ri+-. ui+ ) =0, (8.13)

(ti - ti-1) TimiM ) (ti 2 A g .Ispi )= 0

i= 1,.- ,4.

where drag Di, is defined by (8.2). The path constraint (8.9) is enforced at each node
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on all phases. The initial conditions are

r(to) = r,,

v(to) = V, (8.14)

?n(to) = mO

where r , v, correspond to the launch site inertial position and velocity, and mn is

the initial mass of the vehicle. The phase boundary constraints are

r(ti ) - r(ti) - (ti - ti-1)T () = 0
2

(ti - ti- 1) T I =0,i
iv(ti) - ,4(ti-- - -ri ui 0~2 F772,i-P ~ M(8.15)

m(t) (t) - (ti - til) T ( .pTi )+ (t)=mM g:IspiW + Am(ti) 
i=1,.. ,4

where w is the vector of Gauss quadrature weights. The state a.nd control path

constraints are enforced an all phases, so that

Iril > Ro,
(8.16)

luil- 1 = 0.

Finally the terminal constraints are

f0 (r(t4 ). v(t 4)) - af = O0

fe(r(t4), v(t 4)) - ef = 0,

fi(r(t4 ), v(t4)) - = , (8.17)

fn(r(t 4), v(t 4)) - f = 0,

f,(r(t 4), v(t4)) - f = 0.

The cost function along with all the constraint equations (8.12 - 8.17) define the NLP
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to be solved.

8.2.1 Numerical Values

The inertial coordinates of the initial condition in an Earth centered Cartesian frame,

is determined using the location of the Cape Canaveral launch site, at a latitude of

28.5 degrees, for the initial position and velocity of the vehicle. The initial position

and velocity are

5605.2 0

ro = 0 km, = 0.4076 km/s. (8.18)

3043.4 0

The initial mass, m = 301454 kg, is the total mass of the two main stages, nine

solid boosters, and a payload of 4164 kg. The magnitude of the thrust and mass flow

rate for each phase is determined using the vehicle engine properties (Table 8.1). The

mass dropped at the end of each phase is the dry mass of the expended engines. At

the end of the first phase six solid boosters are dropped, Am(tl) = 13680 kg, in the

second three boosters are dropped, Am(t 2) = 6840 kg, in the third the main engine

is dropped, Am(t3) = 8830 kg, and finally there is no mass dropped at the end of the

final phase, Am(t 4) = 0.

The aerodynamic characteristics of the launch vehicle are assumed to be constant

over the entire trajectory. The reference area is chosen to be Aef = 47r m2 based

on the diameter of the vehicle, and the coefficient of drag is Cd = 0.5, which is

independent of angle of attack and Mach number. This value is determined from a

typical drag coefficient of a similar shaped projectile [9]. The exponential atmosphere

model (8.4) is chosen with a sea level density of p, = 1.225 kg/m3 and a scale height

of ho = 7.2 km.

The length of each phase is determined by the burn time of the engines. The phase

boundary times are, to = 0, t = 75.2, t2 = 150.4, and t3 = 261, in seconds, where t4

is free. Finally, the terminal conditions are to put the payload into a geosynchronous
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Figure 8-1: Delta III Control Direction

transfer orbit (GTO), which has the set of orbit elements

a = 24361.14 km,

ef= 0.7308,

if= 28.5 deg, (8.19)

Qf = 269.8 deg,

'f= 130.5 deg.

The problem is scaled to change the magnitude of variables to be on the order of

one. Distances are scaled by the radius of the Earth, 6378.14 kin, velocities are scaled

by the circular orbit velocity at Earth radius, 7.905 km/s, mass is scaled by the total

vehicle mass 301454 kg, and forces are scaled by the vehicle weight 2956250 N. Using

these scale factors, the resulting scale factor for time is 806.8 seconds.
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Figure 8-2: Delta III Vehicle Altitude Profile

8.2.2 Results

The launch vehicle optimization problem was solved in MATLAB using the TOMLAB

[39] toolbox. The NLP was solved using the TOMLAB version of the sparse NLP

solver SNOPT [30].

The optimal solution was found using 30 collocation nodes per phase. An initial

guess was generated by integrating the system dynamics numerically using an arbi-

trary control direction, in this case the direction of the inertial velocity. The states

and control generated in this way satisfies the initial conditions and the differential

dynamic constraints, but does not satisfy the terminal constraints, nor are they op-

timal. Using this initial guess, SNOPT was able to solve the NLP in approximately

two minutes.

The burn time of the second stage was found to be 665.3 seconds out of a possible

700 seconds. This leaves 668.2 kg of fuel remaining in the tank, or 4.0% of the total

fuel available.
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Figure 8-3: Delta. III Vehicle Ground Track

The control direction is show in Fig. 8-1, where Us., Uy, and U. are the x, y, z, ECI

components of the unit thrust direction vector. The phase boundaries are also shown

in the figure. The vehicle altitude profile is shown in Fig. 8-2, along with the phase

boundaries. Finally, the ground track (Fig. 8-3) shows the vehicle path from lift-off

at Cape Canaveral and its path over the Atlantic ocean.

This example demonstrates that the Gauss pseudospectral method cam be used

for the optimal trajectory design of the Delta III launch vehicle. In the next section

the real time control approach (see Chapter 7) is used to control the launch vehicle

in flight to correct for disturbances.

8.3 Real Time Control

The launch vehicle control problem is solved in real time by finding the estimate

of the initial costates and integrating the state/costate adjoint equations forward in

time. The optimal control is found by applying Pontryagin's maximum principle with
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the optimal state and costates. At a future time, the new initial costate is estimated

and the process is repeated until the final conditions are meet. The two variables

that effect the performance of the solution are the number of nodes used to solve the

optimal control problem and how often the initial costate is reestimated. There is a

trade off in these two variables. Using a larger number of nodes will give a better

estimate of the initial costate, but will require longer computation times. Solving for

the initial costate more often will correct any errors in the system faster, but it may

not be possible to solve the optimal control problem fast enough.

The state dynamics for each phase of the problem is given in (8.1). The costate

dynamics are found by the first-order necessary conditions (2.59), so that

dt Axi ' (8.20)dt Ox '

where 7- is the Hamiltonian and x is the vector of states. The Hamiltonian for the

launch vehicle optimization problem is irla r+ -. u+= ArT V + AvT (--Lf* r±-*u+-) (8.21)
+ ( go sp + (C -(IU 1)

where X,(t) E R3 , A,(t) e i 3, and Am(t) e IR are the costates and c(t) E R is the

Lagrange function associated with the control path constraint. The costate dynamics

are derived as

dX,r H T - DT A,,
X, r (-3 r).r -..dt ,-8r -I

3 r5 v 8.r m22)

dA,v OH D T X

dt av =v m

Details of derivation appear in Appendix D.

The optimal control for the launch vehicle problem is determined by applying
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Pontryagin's maximum principle, so that

m3jT T u
u = -A + c = 0. (8.23)

Au m, IU

Solving for the control, and using the fact that the magnitude is constrained to be

one. results in
Tu --- A.. (8.24)

c*m

Again the fact that the control is unit length is used to determine the value of the

Lagrange multiplier c. The multiplier is then

lul = Tl,1\= 1!u1 - A (8.25)
T

= -,1,l .
r.

Using the value of the multiplier in the constraint (8.24) results in the optimal control.

The control is therefore determined to be in the opposite direction of the velocity

costate, so that

u = -, (8.26)

In summary, the dynamics of the system are defined by (8.1) for the states, (8.22)

for the costates, and (8.26) for the control. Note that the costate Am is not needed,

because it does not appear in any of the relations for the state, costates, or control.

Given the initial states and costates, the solution to the trajectory problem can be

generated by integrating the states and costates forward in time, while applying the

optimal control. The initial costate is estimated using the Gauss pseudospectral

method on the integral form of the problem. The states and costates are integrated

forward for a small time interval, and then the problem is resolved using the current

states as the initial conditions, and the current costate is updated. This approach will

correct for errors generated by not using the exact costate, as well as any disturbances

or numerical integration error.
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Figure 8-4: Delta. III Real Time Altitude Profile

8.3.1 Results

The Delta III launch vehicle trajectory optimization problem was solved using the real

time approach first without any disturbances. The solution was found using 5 nodes

per phase and updating the solution approximately every 40.3 seconds of simulation

time. The average time required to solve the NLP was approximately 0.5 seconds.

This solution will be referred to as the real time solution. The system equations were

propagated forward in time using the MATLAB ode45 numerical integrator.

These results are then compared to the trajectory found by integrating the vehicle

dynamics (8.1) using the control found from interpolating the pseudospectral solution

in Section 8.2.2. This solution will be referred to as the open loop solution. The

altitude profiles for both methods are shown in Fig. 8-4, and compared to the nominal

profile computed in Fig. 8-2. A summary of the terminal condition errors in the semi-

major axis and eccentricity are shown in Table 8.2.

As expected, both the real time and open loop solutions are nearly identical, and
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Figure 8-5: Delta III Real Time Altitude Profile with Disturbance

Table 8.2: Delta III Trajectory Errors
Il________________I______ l Error Relative Error 
Real Time Semi-Major Axis 0.259 km 1.07. 10-3%

Real Time Eccentricity 3.15 10- 6 4.31 10-4'
Open Loop Semi-Major Axis 0.006 kin 2.45 10-5%
Open Loop Eccentricity 7.59. 10-8 1.04. 10-5%

meet the terminal orbit conditions. This result is due to the fact that there were no

disturbances considered in the problem.

There were significantly different results when a small disturbance was added.

The thrust on the solid rocket boosters was changed to 98% of its nominal value, and

the real time approach was compared to the open loop result. The altitude profiles

are shown in Fig. 8-5, and the terminal condition errors are summarized in Table 8.3.

The results indicate that the real time approach was able to correct for the dis-

turbance and still meet the terminal conditions. The new real time solution required

the second stage to burn for an additional 7 seconds, leaving 504.9 kg of fuel, or 3.0%
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Table 8.3: Delta III Trajectory Errors with Disturbance
Error Relative Error

Real Time Semi-Major Axis 0.307 km 1.26. 10-3%

Real Time Eccentricity 3.76. 10-6 5.14 10-4%

Open Loop Semi-Major Axis 1650 km 6.77%
Open Loop Eccentricity 1.67.10 - 2 2.27 %

(compared to 4.0% for the original solution). The open loop solution did not correct

for the disturbance and resulted in significant errors in the terminal conditions.

8.4 Summary

In this chapter, the trajectory optimization of a Delta III launch vehicle was com-

puted using a simplified dynamic model. The optimal control problem was defined

to find the thrust direction of the launch vehicle to place a payload into a desired

geosynchronous transfer orbit (GTO), while minimizing the amount of fuel used. The

optimization problem was solved using the Gauss pseudospectral method on the in-

tegral form of the problem. It was shown that a trajectory could be found to achieve

the trajectory parameters that used approximately 96.0% of the fuel in the second

stage.

The real time control approach using the initial costate was used to correct the

trajectory in flight. It was shown that the real time control algorithm was able to

find the optimal control that corrected for accumulating error, as well as an applied

disturbance. For the case with the applied disturbance (an error in the solid booster

thrust) the nominal control was unable to achieve the trajectory parameters. The

real time control algorithm, however, was able to find the optimal control to meet

the orbit parameters. The optimal trajectory in this case, used approximately 97.0%

of the total fuel in the second stage. The results demonstrate that the initial costate

can be used for real time control of the simplified launch vehicle model.
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Chapter 9

Conclusion

There are many numerical methods to approximate the solution of an optimal control

problem. These methods can generally be put into one of two categories, indirect and

direct. Indirect methods attempt to find a solution to the optimal control problem by

approximating the first order necessary conditions derived from the calculus of vari-

ations and Pontryagin's maximum principle. Direct methods convert the continuous

control problem into a, discrete nonlinear programming problem (NLP). The result-

ing NLP can then be solved by well-developed NLP algorithms. Indirect methods

generally are more accurate, while direct methods have simpler, more convenient, for-

mulations and are more robust. Pseudospectral methods for solving optimal control

problems are a class of direct transcription methods that are based on spectral meth-

ods, which were developed for solving partial differential equations. The Legendre

pseudospectral method with nodes at Lagrange-Gauss-Lobatto points is a formula-

tion where costate estimates have been derived directly from the Karush-Kuhn-Tucker

(KKT) multipliers from the resulting NLP. However, the method suffers from a defect

in the costate estimates at the boundary points. At these points the costate estimates

do not satisfy the costate boundary conditions or the discretized costate dynamics.

This deficiency results in a relatively poor estimate of the costate especially at the

boundary points.

In this thesis, a direct pseudospectral transcription method has been developed

based on collocation at Gauss points, which do not include the boundary points. The
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Gauss pseudospectral method has been derived from both the integral and differential

forms of the optimal control problem. It has been shown that the continuous optimal

control problem in integral form is exactly equivalent the the continuous problem in

differential form. In the integral form, the optimal control problem is discretized using

pseudospectral approximations of the integral of the differential dynamic constraints.

The problem was originally solved in this way to allow for the discretization at Gauss

points while still enforcing the boundary conditions. It was later found that the

discretization of the problem could be made directly from the differential form of the

optimal control problem. It has been shown that the differential and integral forms

of the Gauss pseudospectral method are mathematically equivalent and result in the

same solution. The differential form, however, results in a more sparse NLP that can

be solved faster.

The primary property that distinguishes the Gauss pseudospectral method from

other pseudospectral methods is the fact that the dynamic equations are not collo-

cated at the boundary points. As a result the the KKT conditions of the resulting

NLP are exactly equivalent to the discretized form of the first-order necessary condi-

tions. This result indicates that the Gauss method does not suffer from a defect in

the costate estimates. The fact that the optimality conditions of the Gauss method

are consistent with the continuous first-order necessary conditions allows the method

to take advantage of the convenient formulations and robustness of direct methods,

while preserving the accuracy of indirect methods.

Empirical evidence has suggested that the Gauss pseudospectral method converges

rapidly (exponentially) for a large class of problems and gives a better costate estimate

then the Legendre pseudospectral method. These advantages have been shown on

several linear and nonlinear example problems. However, it has been shown that

the Gauss pseudospectral method is not well suited for solving problems that have

discontinuities in the solution (or discontinuities in the derivatives of the solution),

problems with singularities on or near the solution interval, and problems that contain

singular arcs. For some problems with discontinuities (such as bang-bang control),

good solutions can be found by dividing the optimal control problem into multiple
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phases once the switching structure is known.

Additionally, the Gauss pseudospectral method is well-suited for real time optimal

control. The method has the advalnta.ge of rapid convergence, which allows for accu-

rate solutions that can be found quickly, as well as providing a very good estimate

for the initial costate. This initial costate has been used in the development of a real

time optimal control algorithm for nonlinear systems. In this approach, the state and

costate dynamic equations are integrated forward in time using the state and esti-

mate for the initial costate. The optimal control is then defined from Pontryagin's

maximum principle. The costate is updated at a. later time by re-solving the optimal

control problem. By continually updating the costate, the algorithm is able to correct

for the accumulation of error, changes in optimization parameters, modeling errors,

and applied disturbances. The real time control approach has been demonstrated on

several examples include the trajectory optimization of a Delta III launch vehicle.
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Appendix A

MATLAB Code

Included are the MATLAB scripts that were used to generate the Gauss points,

weights. and Gauss matrices for both the integral and differential formulations.

A.1 Gauss Points

function r = legroots(N);

% The function r = legroots(N) computes the roots of the

% Legendre polynomial of degree N.

% J.A.C. Weideman, S.C. Reddy 1998.

n = [:N-1];

d = n./sqrt(4*n.^2-1);

J = diag(d,l)+diag(d,-1);

r = sort(eig(sparse(J)));

% Indices

% Create subdiagonals

% Create Jacobi matrix

% Compute eigenvalues

A.2 Gauss Weights

function [x, w] = gauss_points(n)

% function returns weights and points for gauss quadrature
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x = legroots(n);

Pnpl = legendre(n+1,x);

Pnpl = Pnpl(l,:)';

Pndot = -(n+l)./(l-x.^2).*Pnpl;

w = ./(Pndot).-2.*(2./(1-x.-2));

A.3 Integration Approximation Matrix

function [A, x, w] = legint(n)

% Function generates the Gauss collocation points and weights (x, w) and the

% integration approximation matrix A

[x, w] = gausspoints(n);

if n == 1

A = w/2;

return

end

g = 1;

Pn = zeros(n+l,n);

for v = O:n

P = legendre(v,x);

if v == O

P =P';

end

Pn(v+l,:) = P(1,:);
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end

% loop through i,k

for i = :n;

for k = l:n;

SUMP = 0;

for v = 1:n-2

SUMP = SUMP + Pn(v+l,k)*(Pn(v+2,i) - Pn(v,i));

end

A(i,k) = w(k)/2*(l+x(i) + SUMP + g*Pn(n,k)*(Pn(n+l,i) - Pn(n-l,i)));

end

end

A.4 Differential Gauss Approximation Matrix

function [Dg, Dbar, x, w] = legdiff_G(n)

% Function generates the Gauss collocation points and weights (x, w) and the

% Differential approximation matrix D, bar D

% Gauss Pts

[x, w] = gausspoints(n);

% Add initial point -1

x = [x; -1];

x = sort(x);

n = n+1;

% Eval derivative of Lagrange polynomials

for j = :n

for i = :n;

prod = 1;
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sum = 0;

if j == i

for k = l:n

if k=i

sum = sum+l/(x(i)-x(k));

end

end

D(i,j) = sum;

else

for k = :n

if (k~=i)&(k~=j)

prod = prod * (x(i)-x(k));

end

end

for k = :n

if k=j

prod = prod/(x(j)-x(k));

end

end

D(i,j) = prod;

end

end

end

Dg = D(2:end,2:end);

Dbar = D(2:end,1);

x = x(2:end);
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Appendix B

LQR Pseudospectral Solution

The solution to the LQR problem can be found by solving the KKT conditions of

the NLP, which is the direct solution, or by discretizing the continuous necessary

conditions, which is the indirect solution. Both methods involve solving a set of linear

equations. These equations only differ by the use of the integral costate mapping

principle (4.76).

B.1 Indirect Solution

The indirect pseudospectral solution to the LQR problem can be found easily from the

first order necessary conditions because they are all linear. The continuous necessary

conditions for the one dimensional LQR problem, described in Section 6.1. in integral

form are

x(t) = Xo + (x(T) + u(-)) d,

p(t) = x(t) + p(7)d7 - vf (B.1)

0 = u(t) + j p()d- vi,
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with boundary conditions,

Xo = 1,

Xf = 0,

jp(t)dt- f = l , (B.2)

Xf = Xo + .((t) + u(t))dt.

The discretized form of the first order necessary conditions using the integration

approximation matrix, 4. and its adjoint. At, along with the Gauss weights as a

vector w, are

XN = X + · A-(XN + UN)

PN = XN + At PN - Vf

O = UN + ' At PN -Vf,

Xo = 1, (B.3)

X! =0,

5 .wT 'Px - Vf = Vo ,

Xf = Xo,+ WT (XN + UN) 

where XN, UN, PN E R'¥ are the approximations to the state, control, and integral

costate, respectively at the N Gauss points. The variables, Xo and Xf, are the

boundaries of the state, and v, and vi are the Lagrange multipliers of the boundary

constraints. Note that the fraction was used in the equations to transfer the time

interval from [0, 5] to -1, 1].

The linear system of equations (B.3). involves 3 · N + 4 equations and 3 N + 4

unknowns. which can be solved by the inversion of a matrix. Expressing in matrix
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form results in

2 A-I A 0

I O -. At -I

0

0 0

0 0

0 0 5. w.T2

1 0 0 0

00 0 -1

-1

0 1 0 0 0

0 0 1 0 0

0 1 -1 0 0

0 0 -1 -1

The solution to the problem can be found by inverting the matrix on the left hand

side.

The estimates for the differential costates AN E RN can be found from the integral

costa.tes as

N = .At PN -Vf,
2

and the estimates for the initial and final costates are

X0 = v 0,

Af = -Vf.

B.2 KKT Conditions

The NLP found from the LQR problem in Section 6.1 is to minimize

= -15 - T (X2N + U) 
2 9
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(B.6)

(B.7)

I ·At 0 O O0

XN

U,

PN

Xo

Xf

VO

Vf

0

0

0

1

0

0

0

(B.4)



subject to the constraints.

XN = XO + A (XN + UN)

Xo= 1.
(B.8)

Xf =0.

Xf = X + 5 · W (X + UN) .

The KKT conditions are found by adjoining the cost with the constraints and KKT

multipliers PN E RN and Lagrange multipliers uv and vf, and setting the gradient to

zero. The resulting conditions are

XN = X + A (XN + U) 

PN = 5, T. · XN + 5 AT 'N - 5 I'f ,

= . IV Ur\ PN - f w ,

X = 1, (B.9)

Xf = 0. 

Xf = X + W . (XN + U) 7

0 = 1 T PN - - Vf,

where W is a matrix with the Gauss weights on the diagonals. The set of equations

(B.9) can be shown to be exactly the same as the set of equations (B.3) by using

the integral costate mapping principle (4.76) and the definition of the integration
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operator adjoint (Lemma 4.2.1). The set of equations in matrix form is

5 %A-I 5A O 1 0 0 0

5- li 0 · AT - I 0 0 0

o0 . T AT o0 0 2 2

O O 0 1 0 0 0

O O0 010 0

5WT 5 WT O 1 -10 0 
O 1T O O 0 0

0 0 1T 0 0 -1 -1

XN

UN

XO

Xf

if
VY

0

0

0

1

0

0

0

(B.10)

The solution to this set of linear equations is equivalent to the solution of the NLP

(B.7- B.8).

The estimate for the integral costate, PN, is found from the KKT multipliers,

PTN, by use of the integral costate mapping principle, so that

PN= 1 1'-P4 . (B.11)

The estimate for the differential costates, ANs, can also be found directly from the

KKT multipliers, so that

AN = W-1*' AT PN - Vf (B.12)

with initial and final costates as

,o = io
(B.13)

Af = -f .

This derivation demonstrates that the NLP resulting from the continuous opti-

mal control problem can be solved by forming the KKT conditions and solving the

resulting set of equations. This approach is particularly easy for the LQR problem

because the resulting KKT conditions are all linear.
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Appendix C

Orbital Elements

The orbital elements can be determined from the inertial position r and velocity v

[71]. The first step is to find the angular momentum h.

h=rxv. (C.1)

Next is the vector pointing to the node,

n=kx h (C.2)

where k is the unit vector in the z direction. The eccentricity vector is defined as

jL[) .r- (rv) .v
(C.3)

AI

and the eccentricity is the magnitude of the vector, so that

e= lel . (C.4)
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The semi-major axis is found from the energy of the orbit., so that

v1l2 /U
2 Irl 

-II
2E

The inclination is the angle between the angular

tion, so that
hk

cost= hl 

The right ascension of the ascending node is the

the x direction, so that

COS Q = ni
Inl

momentum vector and the z direc-

(C.6)

angle between the node vector and

(C.7)

If the y component of the node vector is negative, nj < 0, then a quadrant correction

must be made, Q = 27r - Q. Finally the argument of perigee is the angle between the

node vector and the eccentricity vector, so that

nee
Cos; = In le ' (C.8)

A quadrant correction is also needed if ek < 0, then w = 2r - w.
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Appendix D

Launch Vehicle Costate Dynamics

The costate dynamics are derived from the Hamiltonian,

H= Xr +vATT D· 3 r+--u+\TJr ~~ m m/ ~~(D.1)
90A g ) +. (lul -1)),

where the drag is defined as

1
D = -C Aref P I''vre I ' V,,i (D.2)

2

with the relative velocity and density as

Vrel = V + X r.
(D.3)

p = po exp [-(Irl- -rearth)/ho]

The rotation rate of the earth is w = [0, 0, w,]. The costate dynamics are found by

the partial derivatives of the Hamiltonian (2.59). Writing out the scalar components

of the states,

r= [r, Tr, , r]T,
(D.4)

v = [, vY, jj]T,
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and the costates,

Ar = [ , .y, Arz],

>t =~a [>VX : AtI7 ']T 7

and the relitive velocity,

Vrel = [ -- Ue ry

the costate dymanics become
dAr
dt

dA,,
dt

,vy + We rx

aH
Or 

OH
v 

Expressed term by term for the position costates,

Arx = )Avxz' 3-3 . AT

1
- -Cd2.m

T' I | | AT (Ill + we ,7 r, AC eT
Aref I r el v Vrel + We(v v re - I - I we)Av1I

[h,o Irl I v,.IV,

Ay= Avy IL 3- r L ATrAY ti Irln3 Y Irl'

1
Cd- Arf P [ h, VIrl Il!rel A, Vrel

(vz + We 7y) AT
- Ue, l v Vrel

I "I'Mi 

I' 13r1.Tr 1 rl Vrel
ar tm bI 3rr1 5rl r tm. 2eloctychstIrtes

and term by term for the velocity costates,

v = -r + - Cd
2 *- m

v = -A7, + 2 Cd
2 - m

Aref [ (7v + w,e r.)

* 4,,f p[(vy - uLe r~)
I vrelIl

* Vrel + vx '

* vt Vrel + Avy 

z= -Arz 2m Cd2 * A,,ref p ti , AT 'Vrel + Az IVrel ·I]
I L k're iI I
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