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Abstract
In this thesis we attempt to reach a physical understanding and theoretical descrip-
tion of some of the greatest challenges in the field of frustrated quantum magnetism,
mainly the Kagome lattice antiferromagnets. After an introductory review of con-
cepts, we closely examine the Kagome lattice quantum Heisenberg and Ising models.
We apply several new techniques based on lattice gauge theories, duality mappings
and field theory in order to explore phase diagrams of these models.

Our approach provides a microscopic picture of the mysterious phenomena ob-
served numerically and experimentally in the Kagome Heisenberg antiferromagnets.
Namely, we argue that the spinless excitations, thought to be gapless in absence of
any symmetry breaking in this system, are in fact gapped, but at an extremely small
emergent energy scale. This scenario is realized in an unconventional valence-bond
ordered phase, with a very large unit-cell and complex structure. We also discuss
properties of a spin liquid that could be realized in the Kagome antiferromagnet, and
argue that its elementary excitations are clearly gapped and extremely massive or
even localized.

We demonstrate that the Kagome lattice quantum Ising models are an excellent
platform for learning about effects of quantum fluctuations on classically degenerate
ground-states. We consider several ways in which spins can acquire quantum dy-
namics, including transverse field, XXZ exchange and ring-exchange perturbations.
Using two different setups of compact U(1) gauge theory we find circumstances in
which many characteristic quantum phases occur: disordered phase, topologically or-
dered spin liquid, valence-bond crystal, and a phase with coexistence of magnetic and
valence-bond order. From this variety of results we attempt to learn more general
lessons on frustrated quantum magnetism.

At the end, we demonstrate some new mathematical tools on two other frus-
trated two-dimensional systems, and summarize our conclusions, with an outlook to
remaining open problems.

Thesis Supervisor: Senthil Todadri
Title: Assistant Professor
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Chapter 1

Introduction

Recent years have been characterized by many experimental discoveries and theo-

retical explorations of unconventional condensed matter physics. This quest for un-

conventional phenomena was initially motivated by the discovery of high-temperature

cuprate superconductors in 1986 [1]. After almost twenty years of a tremendous effort

to understand the cuprates, and a considerable theoretical progress especially in the

field-theoretical descriptions of strongly correlated electrons, there is still no real con-

census on the cuprate physics. Meanwhile, several new kinds of challenging materials

caught attention of condensed matter physicists, such as heavy fermion systems and

geometrically frustrated magnets. All of their puzzling properties seem to be shaped

by strong interactions and quantum fluctuations.

Some of these incompletely understood materials can be viewed in certain limits

as Mott insulators, whose insulating properties are shaped by repulsive interactions

between electrons instead of the band structure. If the valence electron band of

a Mott insulator is half filled (one valence electron per atom), then every electron

remains localized on one atom, since in order to move in any direction it would have to

overcome a large Coulomb barrier of the surrounding electrons. In such circumstances

electron spins can be viewed as the only degrees of freedom at low energies, and the

material can be treated as a magnetic system where a localized magnetic moment

(spin) sits on every atom. The residual interaction between these localized moments

is spin-exchange, and it usually gives rise to magnetically ordered phases at not too

21



high temperatures.

This description applies well to the cuprates before they are doped. However, by

doping one can remove a number of valence-band electrons and make room for the

remaining electrons to move around. If the doping level is sufficiently high, magnetism

of the "parrent" Mott insulator can be destroyed, and interesting unconventional

phases may result. In the cuprates, one obtains a pseudo-gap phase, which is still

not well understood (at even higher dopings the cuprates become superconducting).

If one decided to pay close attention only to the electron spins, then one would

notice that motion of doped holes causes spins to fluctuate more, until eventually the

magnetic order is destroyed with sufficient doping. It would appear that by doping

one cranks up amount of quantum fluctuations for the spins (this happens even at

zero temperature). In a very broad sense, similar point of view can be taken in

certain other materials, such as the heavy-fermion systems. There, the local magnetic

moments coexist with conduction-band electrons, and through an interaction between

them the electron motion causes quantum fluctuations for the local moments, yielding

unconventional phases in some regimes (a non Fermi liquid metal).

Geometrically frustrated quantum magnets are Mott insulators, but with special

properties that make them extremely sensitive to quantum fluctuations, even at half

filling. They are very intersting since various unconventional phases can be expected

to occur in them more easily than in other systems. In this introduction we will start

by reviewing magnetism of the Mott insulators. We will survey quantum phases that

can be realized in magnetic systems, and circumstances in which such phases could

be found. Then, we will turn to the unconventional phases, and explain what makes

the frustrated magnets promising for finding them. The introduction will be finished

with an overview of this thesis.
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1.1 Magnetism of Mott Insulators

We will first review how magnetism arises in Mott insulators. The simplest theoretical

model that captures essential physics of Mott insulators is Hubbard model given by

the Hamiltonian:

H=-tE(ctcj. +cc,) + U Eninil, (1.1)
(iJ i

where c and cia are local electron creation and annihilation operators respectively,

and nic is local electron number operator:

nit = tciT , nil = c1cil . (1.2)

In these expressions i and j label sites (atoms) of the material's crystal lattice, and

a E (T, )} is a spin-index, summed over if repeated. Hubbard model describes

electrons that are always localized on single atoms, but they may tunnel between

nearest-neighbor atoms (ij) as captured by the t term (kinetic energy). In this re-

gard, Hubbard model is similar to a tight-binding approximation. However, Coulomb

repulsion between electrons is also taken into account through the U term: due to

Pauli exclusion principle there can be at most two electrons at one site, but this costs

large Coulomb energy U. It is possible to represent long-range electron interactions

more realistically (extended Hubbard model), but even simplifying them as short-

ranged (that is, as present only when two electrons are exactly on the same atom)

often allows capturing essential physics. This will be demonstrated in the following,

where we will recover antiferromagnetism from this simple picture.

Hubbard model admits different phases. In the limit U < t kinetic energy wins

over electron interactions, and a metallic phase is obtained with delocalized electron

wavefunctions. On the other hand, U > t can give rise to Mott insulator physics:

electrons are not free to move if there are surrounding electrons that repel them. In

this limit we can treat t as a small perturbation to the pure Coulomb part U. Consider

a half-filled band, with one electron per lattice site. Such a situation describes the
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cuprates before doping, and frustrated magnets in general. Then, a ground-state of

the pure Coulomb part U is any state without double-occupied sites. Such states are

numerous and degenerate, since electron spins are free to point in any direction as

long as every electron sits alone on one lattice site. The perturbation t mixes these

unperturbed ground-states and lifts their degeneracy. As a result, one obtains a low

energy effective theory whose degrees of freedom are only the localized spin variables,

which we now derive.

Let us denote the pure Coulomb part (U-term) of (1.1) by Ho and the kinetic

perturbation (t-term) by H'. Let iT) be the true ground-state of the Hubbard Hamil-

tonian H = Ho + H' with energy E. We can express the ground-state I) as a

superposition of all unperturbed eigenstates 10):

IT) = ZafI[) , Hol) = E1) . (1.3)

We substitute this in the Schrddinger equation HIT) = EII) in order to solve it

perturbatively, and after multiplying by ('I we find:

E,pag,y + (;b'[H'[b)a;p = Ea, . (1.4)

This is a system of equations for the unknown probability amplitudes a. Clearly, if

U > t the largest amplitudes (by modulus) will correspond to the ground-states of

the pure Coulomb part, that is to the states with no double-occupied sites. Let us

label such states by IG) in the following, they are degenerate with the unperturbed

ground-state energy EO: HOIjG) = EOIcG). All excited states of the pure Coulomb

part will be labeled by I[E), and their amplitudes aE can be eliminated from the

system (1.4) using perturbation theory. First we express the ground-state amplitudes

as a separated sum over unperturbed ground and excited states in (1.4):

ao= E- 1 (E(lH' ?PG)aOG + (/H'I E)aiE) .a (1.5)
'kG IkE
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Then we substitute excited-state amplitudes aE from (1.4):

a, - E-Eo (GH Ga (1.6)

E Eo Z ( O]IH'IbE -E- E (OEIH'I )a ,

and again separate summation over unperturbed ground and excited states in the

second part of the last expression. This cycle can be repeated many times to yield

higher order corrections. At the second order of perturbation theory we have the

following system of equations that contains only the ground-state amplitudes ap,:

1 C (Z'<l H'lcG)a, (1.7)
a~pG E - Eo (1.7)

1 , 1
+ E-Eo I (Z( H'IE) E- E, ('EiH'I)G)aG

VIE VPG

We now proceed by calculating the matrix elements in this perturbative expansion.

At the first order of perturbation theory, the matrix element ( IH'lG) evaluates

to zero. The perturbation H' moves an electron, and when it acts on the state IGc),

which has exactly one electron on every site, it yields an excited state with a double-

occupied site. Such an excited state has energy EIE = Eo+U. The matrix elements at

the second order of perturbation theory are non-zero. Since in our particular case H'

always creates an excited state with a fixed energy when it acts on any ground-state,

we can simplify (1.7):

1 12 t3

a = E E -U Z('OH' 2I'G)aG + O , (1.8)
'PG

where we have also set E0 = 0. Taking square of the electron hopping perturbation H'

generates various operators among which we need to consider only those that convert

one unperturbed ground-state into another. Since no double-occupied sites may be
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created, we are looking for the operators that have one c!a and cit on every involved

site. We find:

(' VIH'21G) = 2t2 (<O a CjQaClj· G) (1.9)

(ij)(ij)

S2 = ,t' Ic -o l (1.10)

a,>pt= 2- X (1.12)

(ii)Ea = 2 ,E (Gi cj + Const .pG)a, + const.( ) ,
tCa (iwhere the bilinear term evaluates to a constant since there is one electron on every

site in all unperturbed ground-states. If we define electron spin operators as:

Si = _ciaa~c' i , (1.11)

where a is vector of Pauli matrices, then we can substitute in (1b10) the following

identity:

aor.~r.,~, = 2c.~,5.,Zp - Sa.~5.,~,' , (1.12)

and obtain:

<Oe H'~2lJO)= -t 2 E SiSj + const.l PG} · (1.13)
(ij}

The second order perturbative expansion (1.8) can finally be written as:

4t23

where E was treated as small in comparison to U. This system of equations can be

interpreted as an operator equation if we reverse the procedure that led to (1.4). Let

Hff be an operator that acts in the Hilbert space spanned only by the unperturbed

ground-states JOG), but whose spectrum at low energies coincides with spectrum of
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the full Hubbard Hamiltonian. Then:

Hefft= U SiS + const. +- ( ) . (1.15)
(ij)

This is a low energy effective theory of the Hubbard model in the large-U limit,

called Heisenberg model. Its degrees of freedom are localized electron spins Si which

interact antiferromagnetically. Strength of the exchange interaction between spins is

J = 4. This is how antiferromagnetism arises in Mott insulators.

If higher order perturbative corrections are included, then the effective spin model

acquires more complicated operators. They include exchange interactions between

next nearest neighbor spins, and spins that are further apart from each other. Also,

operators with more than two Si factors appear, and they are called multiple spin

exchange. All terms, however, are SU(2) symmetric, that is invariant under global

spin rotation. If the electron band were not half-filled to begin with, then additional

degrees of freedom would have to be present in the effective theory, since motion

of charge through the lattice could be possible. A popular way to describe such

circumstances close to half-filling is a so called t - J model.

1.2 Conventional and Unconventional Phases of

Quantum Magnets

Here we will consider materials whose only degrees of freedom are magnetic moments

localized on sites of some lattice. This idealization is a good description of Mott

insulators when electrons are strongly localized on individual atoms due to a dominant

Coulomb repulsion. Low temperature properties of such materials can be generally

captured by an SU(2) symmetric Hamiltonian:

H = JijSiSj + E Jiikl(SiS)(SkSl) * * , (1.16)
i,j i,j,k,l
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(a) Ferromagnetic order (b) Antiferromagnetic
(Neel) order

Figure 1-1: Magnetically ordered states on the square lattice

where Si is a vector spin operator at the lattice site i. The spin S of the localized

magnetic moments is equal to the total spin of unpaired valence electrons at each

site. Quantum fluctuations at low temperatures can be important when S is small.

The coupling constants Jij correspond to the simplest spin exchange between two

sites, and normally decay as separation between the sites i and j increases. It is often

permissible to neglect all couplings except J between the nearest-neighbor sites, in

which case one obtains a simple Heisenberg model:

H = JE SSj . (1.17)
(i)

However, when Coulomb repulsion between electrons is not strong enough compared

to their kinetic energy, further-neighbor exchange has to be included in the model, as

well as multiple-spin exchange described by the coupling constants Jijkl, etc. Some-

times, single-ion anisotropies and other perturbations that occur in realistic materi-

als, or have some specific theoretical importance, require that the SU(2) symmetry be

abandoned in the model (1.16). Besides Heisenberg models, we will consider models

with Ising symmetry in this thesis.

The models (1.16) and (1.17) are very general and in principle admit many

different phases. The most conventional phases posses magnetic order, which is nor-
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mally stabilized by the dominant nearest-neighbor exchange. Thus, the Heisenberg

model is sufficient to account for their properties, at least qualitatively. If realized

in a particular system, type of magnetic ordering is ferromagnetic for J < 0, and

antiferromagnetic for J > 0 (Figure 1-1). These phases are conventional in the sense

that quantitative theories for them are available, such as the spin-wave theory which

provides tools for calculating quantities that can be measured in experiments (re-

sponse functions and mode dispersion). Appropriate Landau-Ginsburg theories can

be derived from microscopic models, and the magnetic order parameter is easy to

describe. Elementary excitations are Goldstone modes, that is gapless bosonic spin-

waves (magnons).

However, interesting things can happen if magnetic order is not favorable in the

ground-state. Magnetic order is generally a feature of classical magnets at zero tem-

perature, and quantum fluctuations may destabilize it if they are strong enough.

General circumstances in which quantum fluctuations are stronger and more impor-

tant are the following: small spin magnitude S, low lattice dimensionality, small co-

ordination number (number of nearest-neighboring sites), geometric frustration, etc.

Fundamentally, a small spin magnitude is source of quantum fluctuations according

to the Heisenberg uncertainty principle. On a lattice, exchange interactions typically

work against this mechanism since they tend to correlate spins at short distances

and group them into larger "rigid" objects that are less prone to quantum fluctua-

tions (clustering of spins can actually happen in disordered systems). But, such an

effect is reduced when the lattice is poorly connected, either due to low coordination

number or low dimensionality. And geometric frustration is the most efficient and

direct way to prevent building up of spin correlations, as will be explained later in

this introduction.

Quantum paramagnetic states are invariant under global spin rotation ((Si) = 0),

and they are usually envisioned and referred to as "spin singlets", even though this

terminology is somewhat inadequate (they are not unique in many-spin systems).

In fact, the "singlet states" can be constructed from spin-pairs that form singlet
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(a) Random valence-bond state. Every spin participates in a valence-bond with another
spin; (b) Short-range valence-bond state.

Figure 1-2: Long and short range valence-bond states

valence-bonds on the lattice:

__ij) = biti) - I IiT) (1.18)

The simplest kind of "singlet states" are valence-bond (VB) states. They are direct

products of non-overlapping valence-bonds that completely cover the lattice in an

arbitrary way (Figure 1-2):

I'Jvb) = 112) 1034) 156) ..'" (1.19)

Other more complex "singlet states" can be always expressed as quantum superposi-

tions of the VB states. As a matter of principle, the valence-bonds may be formed

between any two sites on the lattice, no matter how far from each other they are, but

in normal circumstances the short-ranged valence-bonds will provide more realistic

platform for describing quantum paramagnetic phases (since the exchange interac-

tions are short-ranged).

Assuming that quantum fluctuations destabilize magnetic order and give rise to a

"singlet" ground-state, we can in principle find an effective low-energy Hamiltonian

that lives in the Hilbert space spanned by the VB states. For simplicity, one usually
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includes only the shortest-range valence-bonds in the effective theory; while this has a

clear physical motivation, there are no known means to estimate what quantitative or

even qualitative errors may be introduced. One arrives at a so called "dimer model",

where elementary degrees of freedom are hard-core dimers that live on the lattice

bonds and represent the valence-bonds. Only the shortest-range dimer operators are

usually considered in the effective dimer Hamiltonian, which on the square lattice

takes form:

H=-tZ) (ol i))(o)+()(ol)() + EI)(U) (1.20)
The first term (t) is a kinetic energy operator that flips a pair of dimers on a small loop

(elementary plaquette), while the second term (v) is potential energy of short-range

interactions between dimers. Such theories have been extensively analyzed on several

lattices, mostly in two spatial dimensions [2, 3, 4, 5]. Frequently, the ground-state

is found to spontaneously break translational symmetry and form a valence-bond

crystal. Typical dimer ordering patterns are shown in Figure 1-3. If Ivl > t, then

depending on whether the dimer pairs on the same plaquette are favorable (v < 0)

or not (v > 0) the columnar and staggered order obtains respectively. What happens

in the region Ivj < t is difficult to analyze, but there are several options. On the

square lattice there is numerical evidence [6] that a so called plaquette order develops

(Figure 1-3(c)): the ground-state is a superposition of many dimer coverings. Similar

is expected of other bipartite lattices (which can be decomposed into two sublattices,

so that the sites of one sublattice are connected only to the sites of the other). In

contrast, on the triangular lattice, which is not bipartite, there is numerical evidence

for a disordered phase in the region vi < t [4, 5]. For v = t a very interesting

Rokhsar-Kivelson critical point is found.

The valence-bond crystals can be regarded as almost conventional phases. Even

though quantitative theories are available only in some special cases (when transla-

tional symmetry is explicitly broken in the spin Hamiltonian [7]), it is qualitatively

known that all elementary excited states are gapped. They include "singlet" states,
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(a) (b) (c)

(a) Columnar order; (b) Staggered order; (c) Plaquette order (a pair of parallel dimers
resonates between horizontal and vertical orientation on every emphasized plaquette). In
all figures dimers indicate a high probability of finding a singlet valence-bond.

Figure 1-3: Characteristic types of short-ranged valence-bond crystals (on the square
lattice)

and states with magnetic moment (gapped magnons, or triplons). Conventionally,

the energy gap is set by the nearest-neighbor exchange coupling, and may become

small only in the vicinity of a second order phase transition. However, unconven-

tional situations can be sometimes found in geometrically frustrated magnets when

the singlet states acquire a very low energy scale even away from phase transitions.

Fully disordered quantum paramagnetic phases can also be interesting. Conven-

tional quantum phases that do not break any symmetries are analogous (and smoothly

connected) to classical disordered phases at high temperatures, where the spins are

essentially decoupled. However, the quantum fluctuations are coherent unlike the

thermal ones, and even if they restore all symmetries of the Hamiltonian, they can

yield non-trivial quantum effects and unconventional physics, which will be discussed

in the next section.

1.3 Resonant-Valence-Bond State and Spin Liquid

The resonant valence-bond (RVB) state is a completely disordered state of fluctuat-

ing valence-bonds, first envisioned by Anderson [8, 9]. It is symmetric under both

spin rotations and translations, and realized as a ground-state in the so called spin
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liquid quantum phase. It can be naively visualized as a roughly equal-amplitude

superposition of all VB states.

If the valence-bonds are short-ranged (SR), the resulting SR-RVB state could be in

principle obtained by quantum melting of the valence-bond crystal phases from Figure

1-3. The dimer model (1.20) on the square lattice has only ordered phases, and a SR-

RVB ground-state obtains only at the Rokhsar-Kivelson critical point between two

dimer orders (v = t). This ground-state is exactly known to be an equal-amplitude

superposition of dimer states. In contrast, the triangular lattice dimer model seems

to have a spin liquid phase, so that a SR-RVB ground-state can be found in a finite

region of .

The spin liquid phase is very special and unconventional. Even though there are

no broken symmetries, this phase cannot be connected to the conventional disordered

phase of completely decoupled spins without a phase transition. The spin liquid

possesses a so called topological order, a concept first introduced by Wen in context

of Quantum Hall Effect [10] and named "topological" because it relies on topology

of the real space. In order to illustrate it, suppose that the dimer model (1.20)

lives on an infinite cylinder instead on a flat infinite square lattice. Consider an

arbitrary dimer covering on such wrapped lattice, and count the number of dimers

crossed by a closed path that goes around the cylinder (see Figure 1-4). The parity

of this number can be regarded as a "topological quantum number" of the considered

dimer covering. If one looks carefully at the dimer Hamiltonian (1.20), one can

see that this is a good quantum number, conserved by the dimer dynamics - this

is illustrated in Figure 1-5. Thus, it makes sense to define topological sectors by

grouping together all dimer states that have the same "topological quantum number"

- the Hamiltonian cannot mix states from different topological sectors. In the spin

liquid phase, the ground-state is roughly an equal amplitude superposition of all dimer

states from one topological sector, and there is a twofold ground-state degeneracy on

an infinite cylinder associated to the two possible values of the "topological quantum

number". It is said that the spin liquid possesses "topological order". This remains

true even if other perturbations are added to the dimer Hamiltonian. All local dimer-
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The square lattice is placed on an infinitely large cylinder and covered by dimers. A fictitious
closed path (thick line) that goes around the cylinder crosses bonds of the lattice, and
intersects a certain number of dimers. Parity of the number of intersected dimers defines
a "topological quantum number", as explained in the text. Alternatively, the parity can
be associated to an object dual to the closed path, which is threaded through the opening
of the cylinder (dashed). This duality can be expressed in language of a gauge theory, so
that the closed path goes along the gauge field-lines, and the threaded object represents the
gauge flux.

Figure 1-4: Topological quantum numbers of dimer coverings in cylindrical space
geometry

flip operators conserve the "topological quantum number", so that the spin liquid can

exist as a stable phase. Also, these considerations can be generalized to arbitrary-

ranged valence-bonds, and some models with less than SU(2) symmetry, which will

be discussed in Chapter 4. Ground-state degeneracy of the spin liquid is 29, where g

the number of wrapped dimensions.

Topological order is a purely quantum phenomenon that distinguishes unconven-

tional spin liquids from conventional disordered phases. However, the spin liquid has

additional unconventional features. Most notably, excited particles can carry frac-

tional quantum numbers [2, 9, 11, 12, 13, 14, 15, 16, 17]. They include spinons, which
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The parity of the number of dimers intersected by a closed path cannot be changed by
local dimer flips. Suppose that the kinetic t term of the dimer Hamiltonian (1.20) flips
two dimers on the shaded plaquette into the configuration denoted by hollow dimers. The
number of dimers that intersects the path (thick line) changes by two, which does not affect
the parity.

Figure 1-5: Conservation of topological quantum numbers

are neutral particles with spin S = - instead of conventional spin S = 1 of magnons

and triplons. Also, if the system has additional charged degrees of freedom (intro-

duced by doping for example), charge carriers can be spinless charged bosons, called

holons or chargons. A bound state of a spinon and a chargon would make up an

electron, so that it appears that electrons are fractionalized in the spin liquid phase.

Similarly, bound states of two spinons would make up conventional magnetic excita-

tions, such as the magnons and triplons. Since such bound states do not necessarily

form in the spin liquid, this phase is also referred to as deconfined or fractionalized.

The simplest theoretical framework that reveals how the fractional particles can

emerge in appropriate regimes of Mott insulators is provided by the Z2 gauge theory

[16, 17]. This is a slave-fermion formulation of the Hubbard-like models in which a

Z2 (Ising) gauge field mediates interactions between the slave particles (spinons and

chargons). Basics of this approach will be reviewed in the Chapter 2, where it will be

applied to a particular microscopic model. The actual mechanism of fractionalization

will also be briefly discussed there. However, full details of the Z2 gauge theory

are beyond the scope of this thesis, and can be found in the work of Senthil and

Fisher [16, 17]. Here, it is only important to mention that another kind of excitations

emerges in this theory: the Z2 gauge fields can form vortices. These vortices, called

visons, are Ising-like objects that can be found in only two states (locally "present"
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or "absent"). Since all particles carry Z2 "charge", proliferation of visons normally

prevents coherent motion of spinons and chargons, and forces them to bind into

conventional quasiparticles. However, if visons are gapped, spinons and chargons

are deconfined. Topological order is directly related to visons: for example, the two-

valued "topological quantum number" of the RVB states in cylindrical space geometry

is simply an indication of whether a vison is threaded through the axis of the cylinder

(see Figure 1-4).

The RVB states and spin liquids have been initially considered in context of the

cuprates, in hope that they can shed light on the puzzling pseudo-gap region of the

cuprate phase diagram. One of the popular ideas for cuprate superconductivity looks

at the superconducting phase as a doped spin liquid. Still, it proves very hard to pin-

point signatures of a spin liquid in actual experimental situations. Cleverly designed

experiments to trap visons in superconducting cylinders [18] have not yet yielded

conclusive or even encouraging results [19]. Nowdays, the spin liquid is searched for

in various other materials, such as the frustrated magnets. As will be discussed in the

next section, there are promising experimental indications that some materials are at

least close to being true spin liquids. However, direct unambiguous measurements of

topological order are hard to imagine, because there are no local probes that could

be sensitive to it.

1.4 Intriguing New Materials

This section will briefly present recent experiments on two materials that possibly

exhibit unconventional behavior, and illustrate an experimental perspective regarding

unconventional phases. Both materials are Mott insulators with half-filled band,

realized in frustrated geometry of the triangular lattice. Another class of promissing

materials will be discussed in Chapter 2.

Coldea et. al. have measured neutron scattering from large high-quality Cs2CuCl4

crystals [20]. The Cu2 + ions, which carry nearly isotropic S = Heisenberg spins,

are arranged into a layered anisotropic triangular lattice whose interlayer coupling is
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more than an order of magnitude below the exchange within layers (Figure 1-6(a)).

An advantage of this material, from experimental point of view, is a relatively weak

exchange scale that can be completely overcome by large magnetic fields. Thus, the

spin Hamiltonian was determined in great detail and accuracy by studying spin-wave

dispersion in externally ferromagnetized state. The phase diagram is shown in the

Figures 1-6 (b) and (c). In zero magnetic field below T = 0.62K spins assume a

nearly coplanar incommensurate long-range order ("spiral" phase), with the common

plane selected by explicit symmetry breaking. Magnetic field perpendicular to this

"easy" plane smoothly cants the spins further ("cone" phase), while the parallel field

stretches the spiral order until a phase transition is reached before ferromagnetic

saturation. For not very large parallel fields (B > 2.1T) there appears to exist an

unsaturated phase with no broken lattice symmetries, which is smoothly connected

to the disordered phase above T = 0.62K in zero field. Inelastic neutron scattering

data provided reasons to speculate that this disordered phase could be a spin liquid.

For the reference, Figure 1-7(a) shows dispersion of spin-waves in the spiral-

ordered phase. There are three spin-wave modes, one polarized perpendicular to

the easy plane (solid line and circles), and two polarized in-plane (thin dot-dashed

lines). The top-most dashed line and open circles mark extent of scattering. This data

was extracted from measured neutron scattering lineshapes, such as the one shown

in Figure 1-7(b). It is important to observe that the line-shape is very asymmetric

in this ordered phase, with a long high-energy tail of significant scattering. Features

of such shape cannot not be explained by linear spin-wave theory, or by non-linear

effects of two-magnon interactions. When magnetic order is destroyed, the spin-wave

peaks disappear from the lineshapes, but not the high-energy tail. In fact, the Figure

1-8 shows that the tail is practically unaffected by the phase transition.

An intriguing possible interpretation of these observations is the following. The

disordered phase could be a topologically ordered spin liquid. Its elementary excita-

tions are spin S = spinons to which the spin S = 1 neutrons cannot couple directly.

When a neutron scatters inelastically from a spin liquid, a pair of spinons is excited,

but since the spinons are not confined such excitation quickly decays. As a conse-
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Figure 1-6: Phase diagram of Cs2CuC14
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quence, scattering lineshapes are very broad. In the magnetically ordered phase, on

the other hand, elementary excitations are spin-waves or bound spinon pairs. How-

ever, if the binding interactions are weak, the spinons are loosely bound and may

appear free at intermediate and higher energies. This scenario can account for the

robust high-energy tail. An indication that the spinons could indeed be only loosely

bound in the ordered phase is the smallness of the magnetic field (B = 2.1T) needed

to destroy the spiral order: long-range order is clearly stabilized by weak forces that

can be easily overcome. Unfortunately, however, these experiments cannot unam-

biguously determine whether the disordered phase has topological order. Topological

order cannot be directly probed and thermal fluctuations alone could yield similar

effects and trivial disordered phases.

Another promissing class of materials are organic superconductors i;-(BEDT-

TTF) 2 -X [21]. stands for a particular structural phase, BEDT-TTF stands for

bis-(ethylendithia-tetrathiafulvalene) molecules, and X is one of many possible anions

such as I3, Cu[N(CN) 2]Br, Cu[N(CN) 2]Cl, Cu(SCN) 2, etc. These materials behave

as layered Mott insulators at half filling on generally anisotropic triangular lattice.

Their phase diagram, shown in the Figure 1-9, is very rich and quite analogous to

that of the cuprates if doping is replaced by externally applied pressure. At the lowest

pressures and temperatures a Neel ordered phase is found, at intermediate pressures

there is a superconducting phase (most likely d-wave with critical temperature TC 
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Figure 1-9: Schematic phase diagram of the BEDT-TTF organic superconductors.

10K), and for large enough pressures a Fermi liquid obtains. Like in the cuprates,

there is a pseudo-gap phase in the vicinity of the Neel and superconducting regions,

and it exhibits unconventional physics. A striking difference from the cuprates is a

direct phase transition between the Neel and superconducting phases, and observed

coexistence of Neel and superconducting order in some cases.

The frustrated geometry of these Mott insulators gives hope that the spin liquid

could be found as a stable phase. In addition, Coulomb repulsion is not much stronger

than electron hopping in these materials, so that additional quantum fluctuations are

introduced into the effective spin model in the form of ring and multiple-spin exchange

perturbations. Therefore, there is a chance that the BEDT-TTF compounds could

provide platform for the physics initially envisioned in the cuprates better than the

cuprates themselves: the superconductor can indeed be an RVB spin liquid frustrated

by charge motion. In the cuprates charge motion happens upon doping, while in the

BEDT-TTF compounds it is stimulated by applied pressure. When pressure is raised

from the insulating regions, atoms become closer to each other and electron hopping

amplitudes grow, until eventually the electrons become mobile and superconducting.

This is. reflected in the effective spin model by growing ring and multiple-spin exchange
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terms.

One of the BEDT-TTF compounds appears special [22]. The organic material

n-(BEDT-TTF) 2-Cu 2(CN) 3 is composed of stacked nearly isotropic triangular lat-

tice layers, and has phases similar to those of the other compounds in its family.

However, NMR, static susceptibility and t - SR measurements have not detected

any magnetic order in the regions where the Neel ordered phase is expected (at tem-

peratures well below the exchange scale). In particular, the NMR spectra show no

peak broadening or splitting as the temperature is decreased down to 32mK, which is

characteristic of antiferromagnetic ordering and observed in other BEDT-TTF com-

pounds below their Neel temperature. If indeed a spin liquid replaces the usual Neel

phase, then this material could be the first explicit and unobscured realization of a

superconductor that is a doped spin liquid. At least until more direct measurements

of magnetic order parameter are performed, this material remains one of the most

promising candidates for the spin liquid.

1.5 Geometric Frustration

Geometrically frustrated quantum magnets (GFQM) are a class of magnetic materials,

usually modeled by simple nearest-neighbor exchange Hamiltonians, in which the

lattice geometry makes it impossible for spins to minimize exchange energy on every

lattice bond. In other words, there are no collinear low-energy configurations of

spins in GFQM (exchange energy of two spins is always minimized by a collinear

arrangement). A classic example is given by the triangular lattice antiferromagnet.

If one considers just one triangular plaquette and places two antialigned spins on one

bond in order to minimize its exchange energy (see Figure 1-10), then no matter how

the third spin is oriented it cannot be antialigned with both initially placed spins.

That is, if one of the remaining bonds is chosen to have the minimum exchange energy,

the other one will be maximally frustrated.

The combination of strong frustration and quantum effects makes GFQM excel-

lent candidates for unconventional strongly correlated physics. However, geometric
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If two bonds of a triangle are minimally frustrated, the third (emphasized) bond is maxi-
mally frustrated.

Figure 1-10: Frustration of spins on a triangular plaquette

Figure 1-11: Neel order on the triangular lattice

frustration alone need not be enough to destabilize the Neel order. It is by now rea-

sonably well established that the quantum Heisenberg model on triangular lattice has

a Neel ordered ground state in which the spins lie in the same plane (Figure 1-11).

This kind of order is established in a classical Heisenberg model on triangular lattice,

and quantum fluctuations are simply not strong enough to destabilize it. The trick

is to find lattices on which there is no Neel order even in the classical limit.

Most intensively studied lattices among those that do not support antiferromag-

netic order in the classical limit are the so called corner-sharing lattices. Kagome,

checkerboard and pyrochlore lattices from the Figure 1-12 are such lattices. They

are composed of frustrated units, triangles and tetrahedra, which touch each other

only at the corners. Such poorly connected structures create a huge degeneracy for

the classical ground states. This can be easily illustrated on the Kagome lattice in

the Figure 1-12(a). A triangular plaquette is minimally frustrated if its three spins

lie in the same plane making 120° angles. The common plane can be specified by
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(b) Checkerboard (c) Pyrochlore

Figure 1-12: Corner-sharing lattices

1:
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(a) (b)

(a) Chirality vector of a least frustrated state on a triangle is perpendicular to the common
plane of the three spins, and oriented according to the "right hand rule" with respect to
direction in which the spin orientation changes by +1200. (b) Six chirality vectors vl ... v6
around a hexagonal plaquette are not independent. Starting from a site i on the hexagon,
the spin Si+l on the next site in clockwise direction is obtained by 1200 rotation of Si about
the chirality vector vi: Si+1 = RvSi. Total spin transformation in going a full circle about
the hexagon must be identity: Rv o , o RV 0 o 4 0o R 5 o R7 6 = 

Figure 1-13: Chirality vectors on the Kagome lattice
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a "chirality" unit-vector perpendicular to it, whose direction ("in" or "out" of the

plane) corresponds to chirality of the three spins on the triangle (see Figure 1-13(a)).

Then, a minimally frustrated spin configuration on a triangle is fully specified by

one spin and the chirality vector. Since two neighboring triangles share only one

spin, their chiralities are independent: one triangle's common plane can be rotated

about the shared spin's direction without energy cost. There is only one constraint

per Kagome hexagon that chirality vectors of the six surrounding triangles must sat-

isfy: these chirality vectors specify how the local spin orientation is transformed as

one goes from site to site around the hexagon, and the total transformation must

be identity when the whole hexagon is passed (see Figure 1-13(b)). The number of

hexagons is twice smaller than the number of triangles on the Kagome lattice, so that

a half of chirality vectors are ultimately independent. Consequently, there are local

continuous transformations that transform one classical ground state to another, and

the classical ground-state degeneracy is huge.

Quantum fluctuations generally mix the classical degenerate ground-states of frus-

trated systems and lift their degeneracy, no matter how weak they are. Frustrated

systems are extremely sensitive even to the weakest perturbations because the po-

tential energy ("classical" Hamiltonian) at a large energy scale essentially fails to

distinguish states. Similar situation is found in Quantum Hall systems where in-

teractions can yield exotic physics (Fractional Quantum Hall Effect) due to Landau

degeneracy. The central question of frustrated quantum magnetism is what kinds of

quantum phases result. What are the symmetries of the quantum ground-state, and

what quantum numbers are carried by elementary excitations?

The possibility of finding unconventional quantum phases in frustrated magnets,

such as the spin liquid, attracts more and more attention of condensed matter physi-

cists. These systems are an excellent platform for exploring fundamental aspects

of emergent low-energy physics, which can be completely different from the physics

of frustrated exchange interactions at "high" energy scales. Another motivation to

study them comes from efforts to engineer quantum computers: spin liquid phases

(likely present in frustrated magnets) have topological order, which is a very robust
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quantum number even in presence of decoherence sources [23, 24].

The field of frustrated magnetism is very young, with very few conclusive re-

sults. Experimentalist are mainly struggling to find or engineer materials that are

clean enough to unambiguously exhibit unconventional behavior at attainable low

temperatures. The difficulty comes from unavoidable small crystal imperfections or

crystal-field effects that usually add bias to the frustrated forces and select conven-

tionally ordered phases. Theory is also in its early stage, and most of research is

conducted by numerical and ab-initio means.

1.6 Overview of the Thesis

In this thesis we will mainly consider the Kagome lattice antiferromagnets. They are

perhaps the most puzzling two-dimensional frustrated magnets, and a large amount of

effort is invested both by theorists and experimentalists to understand them. Chap-

ter 2 (based on [25]) introduces the quantum Heisenberg antiferromagnetism on the

Kagome lattice. It begins with a review of experimental work, ab-initio calcula-

tions and several theoretical ideas on these systems. The main goal is to present

a new theory for this system, based on a Z2 gauge-theoretical approach to SU(2)

symmetric quantum paramagnets. It provides physical insight into the nature of its

ground-state and allows one to qualitatively understand its mysterious excited "sin-

glet" states. This theory reveals an unconventional valence-bond crystal phase in the

Kagome magnet with an extremely small emergent energy scale, as well as a possible

spin liquid phase. In Chapter 3 (based on [26]) we switch to quantum Ising models on

the Kagome lattice. A U(1) gauge theory that exploits corner-sharing structure of the

Kagome latice is applied together with duality transformations and field theory anal-

ysis. A disordered phase, unique among two-dimensional frustrated Ising magnets, is

found to exist for small transverse fields, and suggested to be smoothly connected to

the trivial phase for large transverse fields. In chapter 4 (based on [27]) we consider

effects of total-spin conserving quantum dynamics on Kagome Ising models, and dis-

cover unconventional valence-bond ordered and spin liquid phases. A new method
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is presented to seek order parameters caused by entropy of quantum fluctuations.

Finally, in Chapter 5 we apply this new method to the square and triangular lattice

quantum Ising models. Concluding remarks and open problems are given in Chapter

6.
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Chapter 2

Kagome Quantum Heisenberg

Antiferromagnet

The Kagome pattern may have entered the lives of people as an ornament a long time

ago. It borrows its name from traditional Japanese bamboo-woven baskets such as

the one in Figure 2-1. But in modern times, condensed matter physicists have found

a way to promote this pretty and even useful design into a difficult mind-pondering

problem. Through a survey of experimental and computational research we will

summarize indications that the Kagome lattice quantum Heisenberg antiferromagnet

(Figure 2-2) may be a spin liquid at low temperatures with strange non-magnetic

excited states that seem gapless in absence of broken continuous symmetries. Then

we will briefly describe several theoretical attempts to elucidate this unconventional

quantum paramagnetism.

This chapter is devoted to a new qualitative theory of quantum Heisenberg anti-

ferromagnets on the Kagome lattice. We will formulate an effective Z2 gauge theory

of the puzzling non-magnetic states in this system and explore its phase diagram.

Two phases will be clearly identified: a spin liquid and a valence-bond solid. We will

argue that the latter agrees best with the experiments and numerics, and is most

likely realized in the Kagome Heisenberg antiferromagnet. We will also discover that

elementary excitations appear localized, or that they have an extremely large effective

mass.
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Figure 2-1: Traditional Japanese Kagome basket

Figure 2-2: Kagome lattice

2.1 The Kagome Puzzle

2.1.1 Experiments

When it became possible to directly measure properties of cold Helium monolayer

films absorbed on graphite surfaces [28], it was discovered that the 3 He atoms form

a triangular lattice in the first layer, and that the second layer of atoms could also

solidify, but at a smaller density than in the first layer. This second layer was found to

have unusual properties. Its heat capacity C was sensitively measured as a function

of temperature above Tmin = 2mK, and the entropy S(T) was extracted from this

data:

S(T)= rT)dT. (2.1)

Most of entropy in the considered temperature range was coming from the spin degrees

of freedom that reside on the 3He atoms in the crystallized second layer. Surprisingly,

at high temperatures when the spins decouple, about a half of the expected entropy
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(kB log 2 per spin) was missing [29]. This led to a speculation that some unknown but

numerous spin degrees of freedom can be excited even below 2mK, or that the ground-

state itself could have finite entropy. Elser proposed that this was a consequence of

geometric frustration within the second layer [30]. In absence of unambiguous neutron

diffraction data, he relied on the known second layer density and the triangular-

lattice structure of the first layer, and suggested that the atoms nearest to each other

form a Kagome lattice. The dominant exchange interactions between them defined

a Heisenberg spin Hamiltonian. As magnetic order of the spins was experimentally

ruled out, Elser argued that the missing entropy originated from the freedom that

the spins had in forming various configurations of short-ranged singlet bonds.

Since then, the search for magnetic Kagome crystals has been steadily intensifying

as part of a larger interest in frustrated systems. A crucial role in this quest has been

played by chemistry and material engineering. Unfortunately, even nowdays there

are no ideal Kagome materials. Most available materials have the S > magnetic

moments, and therefore less pronounced quantum fluctuations at low temperatures

than the ideal S = system. Also, it is very hard to make clean samples without

missing sites (dilution), too strong inter-layer couplings, single-ion anisotropies and

other small perturbations that usually obscure the interesting physics of frustration.

One of the most studied Kagome materials is the SrCr9pGa 12_9pO19 compound (or

SCGO); the parameter p determines amount of dilution, which cannot be completely

avoided. This material is probably best modeled as a bilayer Kagome magnet where

each Cr3+ ion carries a spin S = . Neutron scattering experiments have revealed

that this material does not magnetically order even at very low temperatures (down

to 100mK) [31, 32]. Instead, a spin-glass behavior was typically observed below about

3 - 4K, and claimed to occur even in clean samples. However, dynamic spin fluc-

tuations persisting well below the "freezing" temperature (at least down to 100mK)

have been reported in muon relaxation measurements [33], contradicting the spin-

glass picture. Absence of antiferromagnetic magnetization at temperatures that are

orders of magnitude lower than the Curie-Weiss (515K) was immediately understood

as a hallmark of geometric frustration. Most intriguing was the behavior of heat

49



capacity at the lowest accessible temperatures [34, 35]. Its power-law dependence on

temperature (different than expected from a spin-glass) and the missing entropy effect

indicated possible presence of gapless modes in the Kagome antiferromagnet. These

modes could not be naively identified with the usual spin-wave Goldstone modes since

there was no magnetic order. Furthermore, these unusual modes appeared to carry

no magnetic moment: the heat-capacity was found to be virtually independent on

magnetic field [35].

Even though SCGO is an exotic material worth understanding in its own right, its

complex crystal structure, dilution and other imperfections prompt researchers to seek

better materials. Among the promising materials with clean crystals are Jarosites, but

they usually suffer from too prominent additions to the simple Heisenberg exchange,

and typically have magnetically ordered low temperature phases [36, 37, 38]. A

significant improvement has been achieved with the QS-ferrite Ba2Sn2ZnGa3Cr7O 22

that has essentially clean Kagome layers [39], and magnetic moments residing again

on Cr3+ ions. This material has very similar properties to the SCGO, most notably

in the puzzling low temperature behavior of heat capacity. However, the greatest

challenge remains to engineer a material with S = 1 moments. One attempt in that

direction is Volborthite Cu3V207(OH) 2.2H20 [40], which however has distorted and

anisotropic Kagome structure (not planar).

2.1.2 Numerical Studies

Since apparently, the interesting physics of Kagome antiferromagnets is shaped at

very low energy scales, it is important to explore the nearly ideal systems. Ab-initio

calculations proved to be very valuable in this respect. Several groups have studied

numerically the ideal spin S = 2 quantum Heisenberg model on finite Kagome clusters

with up to 36 sites [41, 42]:

H= JES-Sj. (2.2)
(ij)

One of the first attempts was to focus on the "dimerized" states in which every

spin participates in a singlet valence bond (dimer) with one of its nearest neighbors

50



[41]. The Heisenberg Hamiltonian was then projected to the Hilbert space spanned

by such states. The obtained quantum dimer model was argued to adequately de-

scribe low-energy dynamics: other approaches already provided evidence that the

correlations in the Kagome system were short-ranged, and that the spinful excita-

tions lived at much higher energies. A perturbative analysis of this model seemed

to favor broken translational symmetry in the ground-state, at least at low orders.

However, it was problematic, since the "small" parameter (related to the overlap be-

tween dimer coverings) was only . On the other hand, exact diagonalization of the

projected Heisenberg Hamiltonian on a 36-site sample suggested that the higher-order

resonances tend to restore the translational symmetry.

Recently, the Heisenberg models on several finite two-dimensional lattices have

been exactly diagonalized and systematically studied [43, 44]. The Kagome antiferro-

magnet exhibited a surprisingly different behavior than practically all other systems

(Figure 2-3). Calculations were done on a variety of samples with different shapes

and sizes up to 36 sites [42]. This provided means to extrapolate data toward ther-

modynamic limit, and characterize boundary effects. Spatial correlation functions of

several observables were directly obtained from the ground-state: spin Si, valence

bond SiSj, plaquette chirality E(ij) Si x Sj, etc. They were all exponentially de-

caying, with correlation length smaller than the characteristic length of the sample.

Therefore, the ground-state was declared a spin liquid. The spectrum supported this

conclusion: an energy gap was found for the states with magnetic moment, and there

were no indications of degenerate energy levels characteristic for broken translational

symmetry. Using finite-size scaling the spin-gap was estimated to be about J in

the thermodynamic limit. However, below the spin-gap a band of seemingly gapless

singlet states was found. A typical separation between the singlet energy levels, in-

cluding the energy of the first excited state, was three orders of magnitude smaller

than the exchange coupling J. The total number of singlet states below the spin-gap

was found to scale with the (even) sample size N as 1 .1 5N; this exponential scaling

ruled out a Goldsone mechanism for the lack of energy gap. For the sake of compari-

son, a spin S = 1 Heisenberg model was also diagonalized on the Kagome lattice, and
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Figure 2-3: Heisenberg model exact spectra on N=36 samples
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its spectrum was clearly fully gapped. The difference between the S = and S = 1

cases somewhat resembles the situation found in Heisenberg chains, which further

encouraged a belief that the S = Kagome antiferromagnet was indeed a spin liquid

with spinon excitations. This hypothesis was tested by observing how the ground-

state energy depends on the distance between two static holes deliberately placed in

the sample [45]. No evidence of spinon confinement within the sample boundaries

was found. Exact diagonalization was extended to finite temperatures as well, and

behavior of the heat capacity essentially matched the one found in the experiments

[46].

2.1.3 Questions and Some Attempts to Find Answers

The Kagome antiferromagnet is clearly not even a usual frustrated magnet. While

paramagnetic behavior and absence of translational symmetry breaking are not strange

in frustrated systems, abundance of gapless singlet states below the spin-gap is very

hard to understand. Nature of these singlet states has been the central puzzle in

the Kagome problem. One possibility is that the Kagome antiferromagnet is at a

second-order quantum critical point, or very close to it. This in fact seems to be

the case in the only other two-dimensional frustrated magnet that numerically looked

as a gapless spin liquid: the Heisenberg model with ring exchange on the triangu-

lar lattice [47, 48]. However, proximity to a quantum critical point might not be a

good explanation for the Kagome spectrum: all correlations in the Kagome system

appear to be markedly short-ranged. If indeed there is no gap, then perhaps the

strange gapless singlet states are Goldstone modes of some hidden continuous and

non-magnetic long-range order. Or maybe they are some massless gauge bosons, or

something completely new and undiscovered in the world around us.

Another possibility that will be explored in this thesis is that there actually is an

energy gap in the singlet spectrum of the Kagome antiferromagnet. This gap would

then have to be extremely small, at least about three orders of magnitude below the

exchange coupling J according to the numerics. Such a scenario would not be very

unusual for a very frustrated system such as the Kagome. This lattice is corner-
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sharing, which makes it a barely connected network of sites. Consequently, there is

substantial freedom to partially relieve frustration at "large" energy scales J, and

yield new emergent physics at much lower energies. The gap is small at least due to

frustration, and not (only) due to a nearby critical point. Microscopic aspects of this

mechanism will be revealed in this chapter, and in the chapter 4.

Theoretical efforts so far have been mostly geared toward a "gapless spin liquid"

picture. One of the most successful approaches was explored by Mila who consid-

ered a so called "trimerized" Kagome lattice [49]. If the bonds of all "up" triangles

are assigned a much stronger exchange coupling than the bonds of all "down" tri-

angles (see Figure 2-2), that perturbative methods can be used. This approach has

recovered the scaling of the singlet states 1 .1 5N below the spin-gap. Mila argued

that this number corresponds to different short-range singlet bond coverings of the

Kagome lattice after the non-zero state-overlaps between such coverings are taken

into account. Semiclassical large-N generalizations have also been attempted. Us-

ing the Sp(N) symmetry group, which was very successfully applied to a variety of

quantum magnets, Sachdev explored the phase diagram of the Kagome model [50].

This generalization of the S = problem retains the "spin-magnitude" as an inde-

pendent parameter. For large spins a magnetic order appears in the ground-state.

For small spins, however, the ground-state does not break any symmetries, and the

elementary spin carrying excitations are unconfined spin-1/2 bosonic spinons. The

SU(N) symmetry group was explored by Marston and Zheng [51]: it opened up a

possibility of a valence-bond order developing in the Kagome system by predicting

that the singlet bonds dynamically prefer to create benzene-like resonances on the

Kagome hexagonal plaquettes. Their approach was unable to verify stability of such

an ordered state. The other theoretical efforts focused on phenomenological dimer

models [52, 53], RVB description [54], chiral liquid description [55], hidden Goldstone

mechanism [56], variational valence bond crystals [57, 58], etc.
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2.2 Effective Theory at Low Energies

2.2.1 Promissing Approaches to Paramagnetic Phases

It has been realized for some time now that essential properties of certain paramag-

netic systems can be captured by much simpler models [59, 60, 16]. The simplification

takes form of a fully frustrated quantum Ising model in transverse field (TFIM) on

the lattice dual to that of the original spin system. There are several ways in which

this connection can be made. The earliest approach involves a slave particle theory

of quantum paramagnets on bipartite lattices. Fluctuations about the mean field

state in this approach are described by a gauge theory, which in the case of frustrated

magnets has a local Z2 symmetry [60]. This is then related by duality to TFIM,

which is also fully frustrated due to the non-trivial Berry phase terms in the gauge

theory. Another connection is through the quantum dimer description of paramag-

netic phases. In appropriate limits, the quantum dimer model can be related to the

fully frustrated TFIM [59]. The connection is made by noting that in zero transverse

field, the ground states of the classical fully frustrated Ising model are (up to a global

spin flip) in one-to-one correspondence with hard-core dimer coverings of the dual

lattice. A small transverse field essentially introduces quantum resonances between

dimer configurations.

In this thesis we will take a more general approach developed by Senthil and

Fisher [16, 17]. It is possible to directly formulate the Heisenberg spin model on

any lattice as a theory of fermionic spinons coupled to a Z2 gauge theory. In the

spin-gapped quantum paramagnetic phases (such as the one found in the Kagome

antiferromagnet), the spinon fields may formally be integrated out, leaving a pure Z2

gauge theory as a description of physics below the spin gap. As a matter of principle

this approach can handle both the further-neighbor and ring exchange interactions.

In cases of simple two-dimensional lattices the connection to the fully frustrated

quantum Ising model can be established by duality transformation.
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2.2.2 Effective Z2 Gauge Theory for the Singlet States

In this section we will consider general quantum Heisenberg models whose ground-

states have no magnetic long-range order. We will assume that the gap to magnetic

excitations (spin-gap) is large and essentially determined by the spin-exchange energy

scale. Also, we will assume that there are singlet (non-magnetic) excited states well

below the spin-gap, and we will derive an effective theory that describes them. Then,

we will directly apply the effective theory to the Kagome problem in the next section.

More detailed discussion can be found in the References [16, 17, 18].

The starting point is the Heisenberg model:

H=JESi.Sj, (2.3)
(ij)

where the sum runs over the nearest-neighbor sites. The Heisenberg model can be

viewed as a special limit of another model. Consider a theory of hopping spinons foi

coupled to a Z2 gauge field a that lives on the lattice bonds:

H =-h E -a ij [ti E (ftifj + h.c.) + Aj (ftf t-ft ft + h.c.)] . (2.4)
H=-hoE ii a f j -iIl;J i

(ij) (ij) a=Tl

The spinon operators obey fermion anticommutation relations, and the gauge-field

operators are Pauli matrices. This theory possesses a local Z 2 gauge symmetry: if

the signs of fi at a particular site i and ai, on all bonds emanating from that site are

simultaneously changed, the Hamiltonian (2.4) remains invariant. Appearance of the

local symmetry means that the Hilbert phase is larger than that of the Heisenberg

model, and a constraint per site is needed to project back to the physical Hilbert

space. This is achieved through a gauge requirement on the physical states:

G = fI , x (1)- t = -1 (2.5)
i'Ei

The operators Gi are generators of the local gauge transformations at sites i, and the

product runs over all bonds (ii') emanating from the site i. In the ho > tij, Aij limit
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of (2.4), all gauge spins tend to align in the x-direction, so that the gauge requirement

(2.5) fixes the number of spinons to be one-per-site. Then, the perturbation theory

can be applied to (2.4), and at the second order a Heisenberg model is recovered

with:

J = t o o (2.6)
ho' ho 2 (2.6)

Physical meaning of the gauge field follows from the ground-state average of a~j that

we derive at the second order of perturbation theory in Appendix A:

(OliajI0) = C1 + C2 (SiSj) , 1 : C1 > C2 > . (2.7)

The x-component of the gauge field is directly related to the valence-bond between

two neighboring spins. Presence of fluctuations into states with a = -1 signifies a

non-zero singlet amplitude on the bond (ij).

So far the Z2 gauge theory handles all Heisenberg models. In the following we

assume that the spin-carrying excitations of the original Heisenberg model are gapped,

and that there are many singlet states below the spin-gap. Then, an effective low-

energy theory for the singlet states can be obtained by integrating out the high-

energy spin degrees of freedom. There are no clear means within this approach to

verify whether the spin-gap actually exists. However, in the case of the Kagome

antiferromagnet, which is our primary interest, it is known from numerics that the

spin-gap exists. Integrating-out the spinons yields:

H =-hZU -ZKn I j (2.8)
(ij) loops (ij)eloop

The products involving ua operators are taken over all closed loops on the lattice,

weighted by the loop shape and size dependent couplings K, and summed up. The

lattice plaquettes appear at the lowest order(s), but in principle all connected clusters

of bond-loops can appear at higher orders. This form of the effective Hamiltonian is

required by the Z2 gauge symmetry: the sign change of oa, on all bonds emanating

from any site i must leave the Hamiltonian invariant. The spin-gap results with a
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local and perturbative nature of (2.8): the coupling constants Kn corresponding to

the n-bond clusters are of the order of exn , where e is some energy scale, and x 1.

The coupling constant ho has been renormalized into h, and we may expect that h

should be large, although the opposite cannot be ruled out. The spinon "integration"

also modifies the gauge requirement (2.5) to:

Gi = I 1 = -1. (2.9)
i'Ei

At this stage it is not obvious why this new Gi should be -1; however, a more detailed

path-integral approach reveals that this indeed is the case [16]. The expressions (2.8)

and (2.9) define a pure odd Z2 gauge theory on the Kagome lattice.

If the lattice is two-dimensional and without intersecting bonds, we can easily

express this theory in its dual form. Let vl' y 'z be the Pauli operators defined on the

sites of the dual lattice. Their relation to the Z2 gauge field of the original lattice is

the following:

~j = ElmV~lV , (2.10)

fI i = ·vi (2.11)
plaq.

In (2.10) the dual lattice bond (m) intersects the original lattice bond (ij), while in

(2.11) the dual lattice site 1 sits inside the elementary plaquette of the original lattice

that appears in the product on the left-hand side. The numbers Elm are fixed to +1

and -1 in such a way that on every dual lattice elementary plaquette the condition

of full frustration holds:

i 'Elm =-1 . (2.12)
dual plaq.

This is a consequence of the gauge requirement (2.9). In case of the Kagome lattice,

one choice of sign-arrangement for Elm on its dual dice lattice is depicted in Figure

2-4. The pure Z2 gauge theory (2.8) can now be rewritten as the transverse field
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(a) Kagome and its dual
dice lattice (dashed).

(b) Full frustration on
the dice lattice: bold
links have im = -1.

Figure 2-4: Dice lattice: duality to Kagome and full frustration

quantum Ising model on the fully frustrated dual lattice:

(2.13)H =-h E fmV lZ- E Kn 1 vI
(Im) clusters lEcluster

The "kinetic energy" terms contain in general the products of v' on various connected

clusters of the dual lattice sites.

2.2.3 Effective Theory of the Kagome Heisenberg Model

Specializing to the Kagome lattice, we have the following pure Z2 gauge theory that

describes the singlet sector below the spin-gap:

H = -h E - Ef 1u-K6 EI -K3+3 E n II -J.... (2.14)
(ij) AA 0 0 0 D

Only the three smallest loop terms have been explicitly written: triangles (K3 ),

hexagons (K6 ), and connected pairs of triangles that will be called bowties (K3+3).

The bowties are just as important as hexagons since they have the same size.
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The dual theory on the dice lattice is (see Figure 2-4):

H =-hE imlvz - K3E v3-K6 E V6 -K 3 +3 E V,1Vma - (2 15)
(Im) 13 16 (13m3)

where 13 and 16 denote the 3 and 6-coordinated dice sites respectively (dual to the

Kagome triangles and hexagons), and (13m3) denotes pairs of next-nearest-neighbor

3-coordinated sites.

These theories were obtained solely by symmetry arguments, and values of the

coupling constants are not available. Therefore, the consequent analysis has to cover

all relevant limits. The section 2.2.4 deals with h > K3, K6, ... limit; as will become

apparent, this limit describes physics of short-range singlet bonds. The section 2.2.5

deals will the opposite h < K3, K 6,... limit where the quantum fluctuations in the

singlet sector are very strong. Some analytical arguments in favor of the former limit

are provided in Appendix B.

2.2.4 The Limit of Short-Range Singlet Bonds

Here we begin analysis of the effective Z2 gauge theory (2.14) for the low-lying

singlet states of the Kagome antiferromagnet. We are particularly interested in the

h > K3, K6, K3+3 ,... limit. Using a degenerate perturbation theory in small K we

will construct a quantum dimer model that describes dynamics of the short-range

singlet bonds (dimers), and explore its ground state and excitations.

When all couplings Kn are set to zero, any gauge field configuration of a = l

at every Kagome bond is an eigenstate of (2.14). Every uy2j = -1 bond costs a large

energy h and may be visualized by a dimer. The gauge constraint (2.9) then requires

that an odd number of dimers emanate from every site. Therefore, the unperturbed

ground-states will simply be the hard-core dimer coverings of the Kagome lattice.

From (2.7) we see that this limit describes dynamics of short-range singlet bonds

(dimers).

The non-zero couplings Kn introduce quantum fluctuations between different

dimer coverings and lift the ground-state degeneracy. We build perturbatively the
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low-energy effective theory by restricting the initial and final states of all processes

to be the hard-core dimer coverings. The dimers are moved in such processes only

along the fippable loops (see Figure 2-5 for explanation). The Kagome lattice has a

remarkable property that regardless of the actual hard-core dimer covering, there is

always one elementary flippable loop realized on each hexagon, enclosing that hexagon

and an even number of surrounding triangles [41]. It is convenient to introduce the

following terminology: if a plaquette carries no dimers on its bonds, we will call it

a defect plaquette, and if it carries a flippable loop on its bonds, we will call it per-

fect. Apparently, a plaquette can be perfect only if it has an even number of bonds.

Some examples of the elementary flippable loops and this terminology are shown in

Table. 2.1.

Perturbative terms in the effective theory are obtained as outlined in the Appendix

C. The lowest order terms are dimer flips on the single plaquettes. The K3 and K3+3

terms cannot connect between two hard-core dimer coverings, so that to the lowest

order the effective theory is:

H = -Nh - K6W6 , (2.16)

where N is the number of Kagome sites, and W6 is the kinetic energy operator of the

perfect hexagons:

~W~~6 = (4 + .F(1 *(2.17)

The sum runs over all hexagonal plaquettes of the Kagome lattice. Quantum fluc-

tuations created by this kinetic term yield the ground states in which the number

of resonating perfect hexagons is maximized. This is an exact statement, since all

perfect hexagon flips commute with one another: as illustrated in Figure 2-6, the

perfect hexagons can never be nearest neighbors, and therefore cannot affect one

another. In order to gain more insight about these states, we want to recall some ob-

servations from References [30] and [51]. The total number of dimers in a hard-core

dimer covering on the Kagome lattice is N2 = N/2, and the number of triangular

plaquettes is NA = 2N/3, so that N2 = 3NA/4 = (1- 1/4)NA. Since a trian-
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(a) An example of a flippable loop. Flippable loops
are tangential to the dimers.

(b) An example of a loop-flip between the two pos-
sible hard-core dimer arrangements on it. This
loop contains a hexagon and a bowtie pair of
triangles. The loop is flipped through a virtual
state by the successive operation of -K 6v T and
-K3+3v2v, where 1,2,3 refer to the dice lattice
sites which correspond to the depicted Kagome
plaquettes.

(a)

x)
(b)

Figure 2-5: Flippable loops and dimer moves

(a) flippable hexagon, (b) flippable 8-bond loops (rhombus, arrow and trapeze, from left to
right), (c) the star, (d) flippable 10-bond loops. The elementary flippable loops by definition
enclose only one hexagon. For arbitrary dimer covering, a unique elementary flippable loop
can be found on every hosting hexagonal plaquette: it goes through all the hexagon sites,
and includes those surrounding triangles which hold a dimer on a bond that does not belong
to the hexagon. The hexagon in (a) is perfect, while the hexagon in (c) is a defect hexagon.
The length of the elementary loop is directly related to the number of dimers sitting on the
hexagon, which is equal to the number of defect triangles around the hexagon: 3 in (a), 2
in (b), 1 in (d), and none in (c).

Table 2.1: Elementary flippable loops on the Kagome lattice
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Two perfect hexagons cannot be nearest neighbors,
and the perfect hexagon flip does not affect length of

\ V any other elementary flippable loop. Consider a per-
fect hexagon 2 being flipped from the configuration (a)

(a) to (b). The flippable loop on the hexagon 1 has to
go through the sites A, B, and C, and therefore pass
through the shaded bonds in order to be tangential to
the dimers. As a consequence, it has to include at least
one triangle, so that it cannot be a perfect hexagon,
and also, its length is not affected by the flip on the

(b) hexagon 2.

Figure 2-6: Neighboring perfect hexagons

gle can carry at most one dimer, we see that one quarter of all triangles are the

defects in any hard-core dimer covering: Nd = NA/4. Next, we note that every

perfect hexagon has exactly three neighboring defect triangles, and since no two per-

fect hexagons can be neighbors, those defect triangles are not shared between them.

It follows from this that the total number of perfect hexagons has an upper bound:

Nop < NAd/3 = NA/12 = No/6. The maximum possible density of perfect hexagons

is one per six hexagonal plaquettes, and it can be achieved in a variety of ways. In

Figure 2-7 we show two characteristic possibilities, (a) the honeycomb, and (b) the

stripe state. In general, these states are constructed by placing the perfect hexagons

as close as possible to each other. The closest they can be is the next nearest neigh-

bors, provided that between them is another hexagonal plaquette, and not a bowtie

pair of triangles (), because in the latter case there would have been a site (the

center of the bowtie) involved in no dimers. This rule allows one to arrange perfect

hexagons in strings that may be straight, bent at an angle of 120°, or forked into two

new strings at the 120° angles. The stripe state is an example of straight strings,

while the honeycomb state has strings forking at each perfect hexagon.

Before we proceed with the next order of perturbation theory, we need to make

some additional remarks. If we look at the elementary flippable loops realized on

various hexagonal plaquettes in Figure 2-7, we observe that between every two closest

perfect hexagons there is an 8-bond flippable loop, right on the sides of the strings
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(a) (b)

Two hard-core dimer patterns that maximize the number of perfect hexagons: (a) honey-
comb pattern; (b) stripe pattern. The perfect hexagons are shaded to guide the eye. Note
that the 8-bond flippable loops appear only as "connections" between the perfect hexagons,
and the 10-bond flippable loops touch exactly one perfect hexagon. The honeycomb pattern
has the 12-bond flippable loops, the stars: they sit inside the honeycomb cells.

Figure 2-7: Maximum number of perfect hexagons

there are only 10-bond flippable loops, and in the case of the honeycomb state, there

is a 12-bond star-shaped flippable loop sitting at the center of every honeycomb cell.

Also, one never finds an arrow-shaped 8-bond flippable loop between two perfect

hexagons. These are quite general features of the states with the maximum number

of perfect hexagons, which we explain in more detail in the Fig. 2-8.

At the second order of perturbation theory, we need to include the combinations

of two K3, K6, and K3+3 flips. One of them is the flip on the arrow shaped 8-bond

flippable loop (a hexagon, and a bowtie: see Fig.2-5(b)):

= K6K3 3 w(ar) (2.18)
ar 2h 8

W )= (j )( + t)(t rotations)

All other allowed combinations flip the same plaquette twice, leaving the dimer config-

uration unchanged. A hexagonal plaquette can be flipped twice if it is not a flippable

loop: it has to be the part of an elementary flippable loop with 8, 10, or 12 bonds. As

the potential energy associated with the flip is different in each case, we need to know

the numbers U, of the n-bond flippable loops in the dimer configuration in order to
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A B
U ffI 

Ix '
(a) (b)

(a) The hexagonal plaquette between a pair of perfect hexagons always hosts an 8-bond
flippable loop. Once the perfect hexagons 1 and 3 are placed, the only way for all of the
sites A,B,C, and D to be involved in dimers is to pair A,B and C,D. Then, the hexagonal
plaquette 2 carries two dimers on its bonds, and therefore hosts an 8-bond flippable loop.
However, it cannot be an arrow-shaped loop (see Table 2.1), because both shaded bowties
must have one normal and one defect triangle due to the perfect hexagons, and an arrow-
shaped loop must contain a bowtie with two normal triangles.

(b) Only 10-bond flippable loops surround the perfect hexagon strings. Consider a string,
and a neighboring hexagon 1. One cannot put there a 6-bond flippable loop, because this
would be a perfect hexagon next to another perfect hexagon from the string. A star-
shaped 12-bond flippable loop is not an option either, because this hexagon always has one
neighboring defect triangle from the string. There is only one way to place two dimers
on the bonds of hexagon 1 in attempt to create an 8-bond flippable loop on it. However,
this requires the site A to pair with either B or C, which in turn makes it impossible for
another string of perfect hexagons to take its normal place. At least a spot is lost for a
perfect hexagon, and this costs energy K6! Similar is true for the corners of the outward
bending strings, while this issue does not occur for the inward bending, as in the case of
the honeycomb state, since 10-bond loops are the only choice there.
Relative positions of various kinds of elementary flippable loops can also be established by
using the relation between their length and the number of defect triangles around them
(Table 2.1). When the number of perfect hexagons is maximized, all defects are placed
around them (Nad = 3Nop), and the length of any flippable loop depends on the number
of its perfect hexagon neighbors.

Figure 2-8: Restrictions imposed by the dense perfect hexagons
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write the appropriate contribution in the effective theory:

AH)x- 6 -g UU - 12 (2.19)2= 4h -8h 12h

The number operators (dimer potential energy) Un are:

U6 = E (1#)( + )(g) (2.20)

U8 = ()( + 1,)(I + )(
+ 1)(1 + I)(I +I1)( + rotations)

U10- E(I*)( + )(** +I*)(*
+ l l + 1*)( 1 + )( +rotations)

U12= E ( )(1 + )( )

We treat the triangular plaquette double flips similarly. Every triangle can be

either a defect, or normal in any dimer covering. The defects contain no dimers,

while the normal triangles contain one dimer. If their numbers are NAd and NA

respectively, then the contribution of the triangle double flips is:

nHS23- 2h ad - d- K32 5NA(2) KN - K(N - Nd)5N (2.21)
6h 2h h 18

We have used the identities NAd = NA/4, and Na = 2N/3, where N is the number

of Kagome sites. Finally, it remains to consider the double flips of bowties (). They

can contain either one defect triangle or none. For every defect there are three bowties

containing it, while the total number of bowties in the lattice is equal to the number

of Kagome sites N. Therefore, the contribution of the bowties is:

K K3 K32+ 3Nr(2) 3+3 3Nad 3+3 (N - 3NAd) 3 3 (2.22)
664h h 16
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We see that the triangle and bowtie contributions reduce to mere constants for arbi-

trary dimer covering. Then, it pays to investigate closer the contribution of double

hexagon flips. First, we want to express the number of defect triangles in terms

of the U, operators. This can be achieved by noting that every type of elemen-

tary flippable loop has a fixed number of both kinds of triangles (see Table 2.1):

Nad = (3U6 + 2U8 + U10o)/3, where the factor of 1/3 corrects the over-counting of

triangles shared between the elementary flippable loops. Using this, we can eliminate

U8 and U10 from (2.19):

A(2) 6_ K U12 + K (U6 - Nad) . (2.23)
12h 8h

Now, we can add (2.18, 2.23, 2.21, 2.22), and write the effective theory to the second

order:

K6K3+3wW(a AH (2 ) ^+ H(2. (2.24)H -Nh- K6W 6 -- 2 2h 8 ix 2 Ox2 + Mx2

The ground-state of this Hamiltonian can be obtained by the second level perturbation

theory in which the unperturbed Hamiltonian is given by (2.16). The W( ) term

slightly spreads the ground-state wavefunction from the sharp honeycomb, stripe-like

or similar state, but the correction to the ground-state energy due to this term appears

only at the higher orders: none of the unperturbed ground-states with maximum

number of perfect hexagons can contain the arrow-shaped 8-bond flippable loops,

and even if they could, the flip would destroy the two neighboring perfect hexagons,

so that (0oW(ar)IO) = 0. Therefore, the energy shift is dominated by the potential

energy part of (2.24) involving Un operators. This part fully commutes with (2.16):

the perfect hexagon flips W6 cannot change the length of any elementary flippable

loop (see Fig. 2-6), and the U operators simply count the number of flippable loops

with the given length. Only the double hexagon flips (2.23) select the actual ground

state: when the number of perfect hexagons is maximized, the U6 operator behaves as

a number, taking the value No/6 = N/18, so that the potential energy is controlled

by the number of the 12-bond star-shaped flippable loops. The honeycomb state
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(Fig. 2-7(a)) maximizes their number, and therefore the quantum fluctuations select

it as the ground-state. The degeneracy of this ground-states is exponentially large in

the system size, at this order of perturbation theory. It comes from the freedom to

flip any star-loop without energy cost.

Various new kinetic and potential terms appear in the effective dimer model at

the higher orders. They further spread the ground-state wavefunction, but its main

component remains the honeycomb structure. The ground-state degeneracy is finally

lifted when the star kinetic terms appear (only the star-flips do not destroy the perfect

hexagons):

W12 Z(* )K + 1 )(l) (2.25)
0

In terms of Kn/h, this first happens at the fourth order by combining the flips on one

hexagon and three bowties:

(4) K6K3+3W (2.26)
star ( 3 (2.26)

However, since in principle it might happen that K3+3 < K2/h, the dominant star

kinetic term may occur when a hexagon flip is combined with six triangle flips:

K6H(7) _ 312 (2.27)

In any case, the ground-state will be the honeycomb state with resonating perfect

hexagons and stars, while the lowest lying excitations will be gapped. The gap is

very small, of the order of K6K3+3/h3 or K6 K3/h 6, which is much smaller than the

spin exchange J, since Kn < J in the effective theory (2.14). The only remaining

degeneracy is 12-fold, due to the broken translational symmetry (the honeycomb

unit-cell has 12 hexagonal plaquettes).

It is also interesting to understand this ground-state in the dual Ising picture. A

dimer on the Kagome lattice represents a frustrated bond of the dual Ising model

on the dice lattice. Every Kagome dimer covering corresponds to two Ising spin

configurations on the dice lattice, related to each other by the global spin-flip. If the
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Kagome dimers are flipped along a flippable loop, the corresponding effect in the dual

picture is the simultaneous flip of all dice Ising spins that sit "inside" the Kagome

plaquettes enclosed by that flippable loop. Now we can translate the description of the

ground-state. Every resonating perfect hexagon is a flippable spin on a 6-coordinated

site of the dice lattice, in the state of equal superposition of "up" and "down". Every

resonating star-shaped flippable loop is a flippable cluster of seven Ising spins that

coherently fluctuate between two states of defined spin orientation (one spin is on

a 6-coordinated site, and the other six are on the surrounding 3-coordinated sites).

However, certain dimers are static in the ground-state: two of them reside between

every pair of neighboring perfect hexagons. In order to describe them in the dual

language, it is sufficient to arrange the corresponding Ising spins on the dice lattice in

some appropriate static configuration. Therefore, the ground-state breaks the global

spin-flip symmetry of the dual Ising model, with 3/4 of all spins assuming a fixed

orientation, and 1/4 of spins fluctuating. The translational symmetry is broken only

by the arrangement of frustrated bonds, and locations of the fluctuating spins; there

need not be actual long-range order in terms of the orientation of non-fluctuating

spins, since this depends on a relatively arbitrary assignment of elm = +1 in (2.15).

In the dual language, this state is formed first by minimizing the number of frustrated

bonds, and then by maximizing the number of flippable spins which gain the kinetic

energy from the transverse field.

Finally, note that this phase is stable against the weak fluctuations of the large

loops that have been ignored from the Hamiltonian (2.14). The stability has essen-

tially been demonstrated in the perturbation theory.

2.2.5 The Limit of Strong Singlet Fluctuations

The limit h < K 3, K3+3, K 6 ... is convenient to analyze directly in the frustrated

Ising model on the dice lattice (2.15). If h vanishes, then all Ising spins in (2.15)

are aligned with the transverse fields in the x-direction, making the ground-state

completely disordered and uncorrelated in terms of v. An elementary excitation

is created when one spin is flipped against the transverse field. These excitations
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are Z2 vortices, or visons according to (2.11), and they are localized and gapped.

For finite h, the visons can in principle hop between sites and lower their gap by

acquiring kinetic energy. However, for small h the gap is guarantied to persist, and

the ground-state remains disordered, and unique.

In the following we will assume that K3 and K6 are positive, and we will ignore

K3+3 and other terms for simplicity. One way to study the properties of the excited

states is to consider perturbatively the effective theory for one vison. At the lowest

order, this effective theory is simply the nearest neighbor hopping Hamiltonian:

H = -h E(jl)lm(m + h.c.) + 2K3 E 113)(131 + 2K6 E 116)(161
(Im) 13 16

where 13 and 16 are the 3 and 6-coordinated sites of the dice lattice, and I) = viliO).

It can be easily diagonalized in the momentum space by working with the 6-site

elementary cells of the tile in Fig. 2-4. It was shown in the reference [61] that for K3 =

K6 the energy spectrum of this model is completely dispersionless and divided into

three macroscopically degenerate levels. Remarkably, this remains true for arbitrary

values of K3 and K6 (and K3+3):

E1 = 2K6 ,

E2 = 2K3 - h , (2.28)

E3 = 2K3 + V6h .

Therefore, the visons are localized at the lowest order of perturbation theory, in the

similar way to a single electron in magnetic field (this analogy does not hold for

general lattices). A natural question to ask is whether this localization persists to

higher, or maybe all orders of perturbation theory. We try to find an answer by

considering the time-ordered Green's function in the interaction picture:

G*l m;tjt (Oi) Tvz (tl)v. (t)S) 2 29iG(1, m; tl, tm) = (0SO)) (2.29)' ~~~~(olslo) 
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where T is the time-ordering operator, and:

S = Texp(-i dtH'(t))

vz(t) = eiHotvz(O)e-iHt. (2.30)

The perturbation H' is the vison-hopping part of (2.15), while Ho is the vison po-

tential energy. The expansion of S in (2.29) generates many vacuum expectation

values of the products of vZ operators, which are then integrated over the internal

time variables. These vacuum expectations are easy to calculate for any given set

of time moments: the v(t) operators can be evolved to t = 0 when they simply

flip a spin, while the evolution parts e iHot only introduce a phase factor, since they

always act on a Ho eigenstate. We immediately see that a vacuum expectation which

appears in (2.29) can be non-zero only if the product of vZ is made from a path of

bonds bridging between the sites 1 and m. We only need to turn our attention to the

connected clusters of bonds.

Consider a particular pair of sites P and Q, and the nth order term in the per-

turbative expansion of iG(P, Q; tp, tQ). Its value, proportional to hn, is contributed

separately by all paths of the length n between P and Q. The two paths cancel out

each other if they enclose an odd number of rhombic dice plaquettes: the total "flux"

through the loop formed by them is 7r, that is, rHOOp elm = -1. Let us distinguish

the two types of paths: simple and complex. The simple paths never visit any site

more than once, while the complex paths visit at least one site more than once. The

complex paths can be obtained from the simple ones by adding the loop segments to

them, where a loop may take some bonds an even number of times. We illustrate this

in the Fig. 2-9.

For any given simple path between some two distant sites P and Q, we can

construct a path that cancels it out. In demonstrating this, we also explore what

the sufficient distance between the P and Q is. (a) Consider first the simple paths

that contain only the three 6-coordinated sites depicted in the Fig. 2-10(a). If the

path goes through the sites Al - B1 - A2, and never visits the site B2, then it can

71



(a) (b) (c) (d)

(a) Simple path; (b) Complex path with a loop segment; (c) Complex path with a bond
visited three times; (d) Complex path with a segment visited twice.

Figure 2-9: Examples of the dice lattice paths between two sites

be canceled by the path that goes through Al - B2 - A 2, and continues beyond

as the original one. The only way to avoid the path cancellation is to visit all the

depicted B-sites, and this can be done only by choosing the path's end points among

them (otherwise, more 6-coordinated sites would belong to the path). We see that

in this case the path's end-points are the next-nearest-neighbors. (b) Next, consider

the paths that contain the four 6-coordinated sites depicted in the Fig. 2-10(b). For

the same reason as before, all the B-sites must be included in the path, otherwise

there will be another path that cancels it out. But this time, in attempting to do so

we would have to introduce another 6-coordinated site into the path (the remaining

neighbors of the depicted B-sites - analyzed as the case c), since the path-ends can

take only two out of three B-sites left "outside" of the straight segment of the path.

We can already see that all simple paths with more than three 6-coordinated sites

arranged in a chain cancel out. This chain may, of course, bend, but somewhat special

situation occurs when a triplet of 6-coordinated sites (A1, A 2, A 3) of the path sits on

the three touching plaquettes, as shown in the Fig. 2-10(c). (c) Again, all the B-sites

must be visited, or the path is canceled out, and one of them must be a path's end-

point if no other 6-coordinated sites may belong to the path. Since all B-sites are now

the next-nearest-neighbors, we may try to choose another 3-coordinated site further

away as the path's end-point, and construct the path like the one plotted with the

solid line in the Fig. 2-10(c). But, again there is a path that cancels it out, and it is

plotted with the dashed line. By trying to add more 6-coordinated sites to the case
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(a) (b) (c)

Figure 2-10: Path cancellation on the dice lattice

(c)) we would only have too many B-sites to cover as before. In conclusion, all the

simple paths whose end-points are separated more than the next-nearest-neighbors

must cancel out.

Many complex paths are also canceled - namely, whenever we can construct an-

other path of the same topology, and between the same end-points that encloses an

odd number of plaquettes with the original one. However, for some paths this con-

struction is not possible, and a different approach is needed in order to see whether

they are canceled out or not. The smallest such path appears at the 1 2th order of

the perturbation theory, and it is shown in the Fig. 2-9(d). Below the 1 2th order of

perturbation theory the Green's function between distant sites (and arbitrary times)

strictly vanishes, and the visons appear strictly localized.

At present, we cannot tell whether the vison localization persists to all orders. If

not, they would have an extremely large inertia in the small-h limit, and this would

be a novel mechanism for creation of the large quasi-particle effective mass.

2.2.6 Magnetic Excitations and Confinement

We have seen that the Z2 gauge theory on the Kagome lattice (or equivalently its

dual frustrated Ising model on the dice lattice) supports at least two phases: one with

long-range valence-bond order, and one disordered. The order parameter was defined

in terms of the singlet states only. However, these two phases have radically different

magnetic excitations as well.

The spin carrying excitations must be built from the spinon operators in the
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spinon Z 2 gauge theory (2.4). From the gauge symmetry of (2.4) we conclude that

the spinons carry a Z2 charge. Therefore, by moving a spinon around a Z2 vortex,

the spinon will pick a phase r, that is change sign. Physically, this is due to the

fact that a Z2 antivortex and vortex are indistinguishable, so that moving a spinon

around two visons, which picks twice the phase, should change nothing. In absence

of visons, the spinons can coherently move through the lattice as free S = 2 particles.

However, if the visons proliferate, than they obstruct coherent motion of single spinons

(pairs of different paths between the same end-points destructively interfere). In such

circumstances, only a bound pair of spinons, an S = 1 particle without Z2 charge,

can coherently propagate through the lattice: the spinons are said to be confined.

The disordered phase found in the section 2.2.5 is deconfined, or a spin liquid: the

visons are gapped, so that fermionic spinons exist as free (gapped) quasiparticles. In

contrast, the valence-bond ordered phase from the section 2.2.4 is confined, and its

elementary magnetic excitations are bosonic gapped magnons (also called triplons).

The latter can be naively guessed from the fact that the global Ising symmetry is bro-

ken in the dual vison theory on the dice lattice: this generally indicates proliferation

of visons. However, a precise reason follows from consideration of energy it takes to

pull two spinons apart.

First we note a consequence of (2.5): the gauge constraint (2.9) is locally modified

at every site occupied by an additional spinon:

Gi = i-r = {-1 , site i unoccupied

i'Ei 1 , site i occupied

Consider two spatially separate spinons in the valence-bond crystal phase. Their effect

in the pure Z2 gauge theory is to constraint the number of dimers emanating from

their two sites to be even. All other sites are involved with an odd number of dimers.

To fulfill these requirements, one can start from a Kagome lattice dimer covering in

absence of extra spinons, and then exchange dimers with vacancies (string-flip) on

all bonds of a string that connects the two sites where the extra spinons sit. In the

low-energy sector, we have a hard-core dimer covering modified by the string-flip.
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When the couplings Kn are equal to zero, any string following a path tangential to

the dimers will cost the minimal energy. On such a string the bond segments are

successively occupied and unoccupied, and the string-flip can at most cost the energy

of one dimer. Therefore, in absence of all loop terms in (2.8), the spinons will be

unconfined. However, in the honeycomb ordered state (Figure 2-7(a)), these strings

necessarily go through the perfect hexagons. The string-flips then destroy the perfect

hexagons, and the total energy cost (2K6 per destroyed hexagon) grows linearly with

the string length. Therefore, the spinons are confined. It is interesting to notice that

the stripe state (Figure 2-7(b)) would have supported unconfined spinons along the

stripes (one dimension), between the rows of flippable hexagons, if it were realized as

the ground-state.

2.2.7 Finite Lattices

Our goal is to compare results of our calculations with numerics. Therefore, it pays

to consider changes that a finite lattice would introduce in the Z2 gauge theory of the

Kagome singlet states (2.14). Clearly, there is no need to re-explore the spin liquid

phase in the h < K3 , K6 ... limit: this phase has a clear gap to all excitations, and

very well localized excitations whose nature cannot be seriously affected even in very

small samples. We focus only on the valence-bond crystal phase in the h K3, K6 ...

limit.

The honeycomb patterned ground-states, found in the thermodynamic limit, are

12-fold degenerate, and related to one another by translations. When the lattice

becomes finite, this degeneracy is lifted, and no symmetry is spontaneously broken.

Dimer flips on some large flippable loops that enclose a finite portion of the sample

plaquettes can translate entire dimer configuration and mix the states that break

translational symmetry. The coupling constants for such flips in the dimer effective

theory define a "mixing" energy scale, which then depends on the sample size. The

spectrum of a finite system will not accurately reflect the spectrum of the infinite

system. Accuracy is set by the "mixing" energy scale, because it determines the fine

splitting of energy levels that would be 12-fold degenerate in thermodynamic limit.
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In order to make sure that the finite-size effect does not obscure signature of the long-

range order in the spectrum, the "mixing" energy scale must be made much smaller

than the singlet gap (which is the smallest energy scale in the thermodynamic limit).

However, even for N = 36 sites the "mixing" scale could be comparable with the

already small singlet gap, and the spectrum would look randomized. Another finite-

size effect can be absence of spinon confinement: it is noticeable only at distances

much larger than the size of the honeycomb pattern unit-cell.

On the other hand, the overall structure of the spectrum is not very sensitive to

system size. Namely, presence of very small energy scales (deep below the exchange

scale J) and abundance of singlet states below the spin-gap can be captured even in

very small samples. For example, just by naively counting the excited singlet states

in the honeycomb "phase" on a N = 36 site lattice one arrives at a number of states

below the spin-gap quite close to that reported in the numerical studies (1.15 N).

2.3 Qualitative Physical Picture From Compari-

son With Numerics

The analysis in the preceding sections has established some properties of the pure

Z2 gauge theory that describes the singlet states of the Kagome antiferromagnet.

Specifically, we analyzed two characteristic limits, and described two distinct phases

that obtain in those limits. The spin liquid phase (h < Kn) has a unique ground-state

and a clear gap in its spectrum. On the other hand, the honeycomb valence-bond

crystal phase (h > Kn) is long-range ordered. The latter phase has a number of

interesting properties. It clearly describes a spin-Peierls order of the original Kagome

magnet with a very large unit-cell of 36 sites. The spinful excitations are gapped

spin-1 magnons. However, below the spin-gap this state has a large number of low-

energy excitations, with a non-zero gap which is nevertheless much smaller than the

spin exchange. This is in agreement with the numerical calculations [42] on the

Kagome Heisenberg magnet. Based on this, we propose the honeycomb valence-bond
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crystal phase as a description of low energy physics of the Kagome lattice quantum

antiferromagnet. Also, in Appendix B we provide some analytical argument in favor

of the h < Kn limit in which the valence-bond crystal is realized.

However, when making comparison with the numerics, one has to keep in mind

limitations of both approaches. This theory is not able to provide quantitative infor-

mation about the energy levels relative to the spin exchange; it only reveals that the

singlet gap is much smaller than the exchange scale. On the other hand, the numerical

exact diagonalization can be performed only on very limited system sizes, which at

best contain as many sites as the unit cell of the valence bond crystal that we propose.

Due to this, some properties deduced by the finite-size scaling (extrapolation) may

not be realized in the thermodynamic limit: the exact magnitude of the singlet-gap,

the number of singlet states below the spin-gap, the structure of the singlet spectrum

below the spin-gap (from which one learns about broken symmetries), confinement,

etc. In other words, assuming that the honeycomb valence-bond crystal is realized

in the Kagome antiferromagnet, the finite-size scaling should go well beyond 36 sites

in order to yield more reliable results. However, some gross features of the low-lying

spectrum are reliably obtained in both approaches, and this is where they agree: the

presence of a large number of singlet excitations below the spin-gap, and the smallness

of the singlet gap.

Quite generally, we expect that the Z2 gauge theoretical analysis is applicable to

a variety of spin models in paramagnetic phases. These include the checkerboard

lattice, and various other lattices frustrated by the next-nearest neighbor exchange.

Then, if we were to generalize our hypothesis to other models with near neighbor

exchange interactions, we would expect that the h > Kn limit always describes

the effective theory for singlet excitations. This theory is a quantum dimer model

dominated by the kinetic energy. A naive guess for the ground-state is that the

smallest resonating flippable loops assume the maximum possible density, typically

leading to a plaquette long range order of valence-bonds. Indeed, such plaquette

phases have been numerically observed in the Heisenberg model on the checkerboard

lattice [62], and the phase diagrams of the quantum dimer models on the square [6],
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and honeycomb [3] lattices, while a dimer RVB phase was found on the triangular

lattice [4, 5]. We demonstrated analytically a plaquette phase in the Kagome lattice

Heisenberg model, while a numerical work showed a similar bond-order in the one-

dimensional Kagome strip [63].

Peculiarity of the Kagome lattice is that the maximum density of the smallest

resonating flippable loops is not sufficient to lift the macroscopic degeneracy of the

ground-states. In fact, the crystalline structure of the valence-bonds is established at

much higher energy scales than the singlet gap. This is seen in the perturbation the-

ory: the crystal is established at the second order, while the gap is not opened before

the fourth order. On other lattices, the checkerboard for example, the degeneracy is

fully lifted at the same time when the long-range order is established.

2.4 Weak Dispersion of Excitations and Some Other

Issues

Another interesting feature that emerged from the calculations in preceding sections

is a rather small (possibly zero) dispersion of elementary excitations in both phases

of the pure Z2 gauge theory. The elementary singlet excitations of both the ordered

and disordered phases appear dispersionless at least to the twelfth order of perturba-

tion theory. Although at present we don't know whether this persists to all orders,

we speculate that it might be the case, at least in the disordered phase. Here we

demonstrate further this phenomenon in the spin liquid phase using a simple Monte

Carlo calculation, and a simple Landau-Ginsburg large-N limit analysis.

In addition, the Monte Carlo will demonstrate that thermal fluctuations alone

cannot entropically select an ordered state from the degenerate manifold of states

in the pure Z2 gauge theory. This only reveals importance of quantum fluctuations

in shaping the valence-bond crystal. The Z2 gauge theory of the singlet states was

derived from an inherently quantum theory, and it does not represent a classical

Heisenberg model on the Kagome lattice, which actally experiences order-by-disorder
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due to thermal fluctuations.

Also, the Landau-Ginsburg analysis will expose one of the fundamental difficulties

in the Kagome problem. The modes in this theory will be strictly dispersionless (see

also [64]). As a consequence, various perturbations are relevant in the renormalization

group sense, making a sharp contrast to usual circumstances in which the modes are

dispersive. This means that this kind of analysis is less useful for exploring phase

diagrams of the Kagome models. Interactions between the modes that are gradually

introduced as corrections are very important, but unfortunately very difficult to

handle.

2.4.1 Monte-Carlo Studies

The frustrated quantum Ising model on the dice lattice (2.15) translates into the

3-dimensional classical Ising model on the time-stacked dice-lattice layers. The cor-

responding Boltzmann weights are all positive and hence the model can be simulated

by Monte Carlo without a sign problem. The classical action we consider is analogous

to (2.15):

S = E [- , ImVlV,-r -K 3 E V13,rV3,T+1- K6 E V16,rV6, (2.31)
Tr lm 13 16

We have to regard this problem as a classical one, because the quantum limit h - 0,

and K3,6 -- oo is not accessible. If K3 = K 6 = K, two regimes emerge, depicted

in the Fig. 2-11. In order to obtain this diagram, we scan along K oc h lines, and

measure the heat-capacity, using h as the inverse "temperature" ; then we record

position of the heat-capacity peak, and join the peak positions (h, K) from different

scans into a crossover line between the two regimes.

For small h and K a disordered regime occurs. It is characterized by seemingly

vanishing spatial spin-spin correlations beyond the nearest-neighbor sites, as shown

in Fig. 2-12, while the time correlations decay exponentially. This regime corresponds

to the disordered phase and the small-h limit of (2.15). The numerical result for the

spatial correlations is consistent with the statement made in the Section 2.2.5 that the
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Figure 2-11: Regimes of the (2+1)D classical Ising model on the fully frustrated dice
lattice

visons may be localized in the vicinity of the next-nearest-neighbor sites. We would

like to contrast this with another case of a fractionalized spin-liquid on the Kagome

lattice: in a particular easy-axis limit explored in Reference [65] the vison correlations

are short-ranged, but they exhibit a clear exponential decay over a significant range

of separations.

For large h and K, a "dimerized" regime occurs: if the frustrated dice bonds

(with positive bond energy) are plotted as dimers on the Kagome lattice (wherever

a Kagome bond intersects a frustrated dice bond), then a hard-core dimer covering

is obtained. Our present method was not able to establish whether the crossover

line between these two regimes is actually a phase transition line or not. However,

based on our analytical study we expect that this is the phase transition. Since large

coupling constants yield the dimerized regime in which all dimer coverings have the

same action, the remaining phase properties can be decided only by entropy, which

is a manifestation of quantum fluctuations. In the Ising language, once the action

is fixed to its lowest value, the maximum entropy state has the largest number of

flippable clusters of spins (free to fluctuate without changing the action). In the

dimer language, the honeycomb pattern will be selected, in a mechanism essentially

analogous to that obtained in the Section 2.2.4. Indeed, every perfect hexagon of

dimers represents a flippable spin on the dice-lattice. Once their number is maximized

by entropy, the only other elementary flippable loops which could possibly resonate
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Figure 2-12: Vison-vison correlations in the disordered phase

without action cost are the stars, and to maximize their number, the perfect hexagons

must arrange in the honeycomb pattern. Unfortunately, our simulation could not

reach equilibrium in this regime, at least due to very slow dynamics at large coupling

constants.

Since the quantum fluctuations are capable of producing order-by-disorder, it

is natural to ask whether the thermal fluctuations are capable too. If we set the

transverse field couplings Kn in (2.15) to zero, we obtain the classical two-dimensional

Ising model on the fully frustrated dice lattice. In this case, the Monte Carlo easily

reveals that there are no phase transitions, measured through the "heat capacity", and

the model is always in its disordered phase. Therefore, the thermal fluctuations alone

cannot introduce a long-range order, even when h becomes large and the "dimerized"

regime occurs. The presence of the transverse fields is crucial for the entropical

selection of a long-range ordered state in the Monte Carlo.
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2.4.2 A Large-N Limit

A relatively simple way to gain some intuition for the quantum Ising model on the

frustrated dice lattice (2.15) is to generalize it to a limit where the semiclassical

approximations become exact. Consider the O(N) generalization of spins in the large-

N limit. We will demonstrate that this Gaussian theory has a dispersionless spectrum,

and supports only a disordered phase for all values of the coupling constants.

We write the imaginary time path-integral and impose the spin-magnitude con-

straint using a field A of Lagrange multipliers. The action obtained from (2.15) by

keeping only the elementary transverse field terms is:

SA = drT-hLEmSlTSmT- 2 ES3T 9T2

(Im) 13

St 2 S16 iAlt, (S12, - 1) (2.32)
16 1

In the saddle-point approximation, the Lagrange multiplier field A becomes "homo-

geneous", with only two independent values A3 and A6 corresponding to the 3 and

6-coordinated dice lattice sites. This is a consequence of the Z2 gauge-invariance,

namely arbitrariness of fEl, subject to the condition (2.12). If El, are chosen to be

negative on the thick bonds in the Fig. 2-4(b), then the action can be diagonalized

on the six by six matrices in the frequency-momentum space, and the spin degrees of

freedom can be easily integrated out:

SA = N[2 E E log det(Hqqw + i) + JVtr(iA)]
w qzqV

Here we used the elementary cell in Figure 2-13, AJ is the number of space-time sites,
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Figure 2-13: Unit-cell of the fully frustrated dice lattice

A = diag(A 6, A6 , A3, A3 , A3, A3 ). The matrix HqqW is:

/ 
2

0

2(1 + eiq)

2

h eiq y

h iqx (1 _ ei qy
2 - x - / 

0

- K6 W2

h
2

h(1 + eiqv)

h(_1 + eiqv)
h eiqy
2

h (1 + e- i qv ) _ h e -iq

hh h(1 + e- iqy)

-Ow 2 02

0 0

O O

h e-iqx

2 (-1 + e-iq)

0

0

- -W 2
2

0

and its internal indices correspond to the site labeling in the Figure 2-13.

The matrix under the determinant in (2.33) has three two-fold degenerate eigen-

values that have no dependence on the momentum. If we relabel i 3 = -m2 and

iA6 = -m2, they are:

K 3 2 2
v3 = w + m3,V 3 2

2 = 1 [K3 + m 2 + m h+ (K 3 K6+ - m )]
The action then becomes:2 2 2

The action then becomes:

S = N[J log(vlv 2v 3) - (2m6 + 4m3)]2~~~~TT~~~(2.33)

In order for this action to correspond to a physical hermitian Hamiltonian, both

m 2 and m 2 must be real numbers. In addition, the path-integral converges only when

all eigenvalues vi are real and positive for all frequencies. These requirements are

satisfied if:

m 2 > 0 , m > O , 4m m > 6h2 . (2.34)
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A failure to satisfy these conditions by the saddle-point values of m3 and m 6 would

signify an instability.

Now we vary m2 and m2 to find the minimal action, integrate out the frequency,

and obtain the following saddle-point equations:

1 (K 3 + K 6) + 2 + 6 ,
K3K6 =6,

(2.35)

1 (K - K6) + 2(m-M6)
1- K 3K6 =2,

where:
2 M M2 m2 6h2

al,2 M3 + M: 3 6 + : (2.36)
\K3 K6 K3 K6 K3K6

The conditions (2.34) directly translate to al, 2 > 0. The saddle-point equations

are too complicated to be solved exactly. If the solution that meets the conditions

(2.34) exists for every finite non-zero K3, K 6, and h, then the system is always in

the paramagnetic phase. In order to prove that such solutions always exist, we can

solve the inverse problem: assume that m2 and m2 are known, real and positive, fix

arbitrary values for K3 and K6, and find the value of h that satisfies the saddle-point

equations.

A couple of straight-forward algebraic manipulations reduce the saddle-point equa-

tions (2.35) to:

K 6a + 2m -2 1
6 2 lg =2- (2.37)

K 3 a + 2m2 2 /m (2.37)

(a± +2m3) = 8Ka2 (ma+ m± +a),
(I+ /(~,"=K3 2~K3m2 +

m3 2 
2

Km x2 ' (2.38)K3 2 '
m (a + 2 )2 x2

K6 8K, a2 -- a, (2.39)K6 8K62a2 
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x3 + a [1 - 4K6(2K3 + K6)a] x + 2K6 a 2 = 0 .

Treating (2.40) as a quadratic equation for a, we find the real and positive solution:

1 + 1 + 8K6[2(2K3 + K6 )x - 1]x
4K - 6[2(2K3 + K6)x - 1]

1
for x> (2.41)

2(2K3 + K6)

We can now study the dependence of /3 = 6h2/K 3 K 6 on x. From (2.36) we obtain:

p 4m m 6 a2 (2.42)
K3 K 6

and using (2.38), (2.39), and (2.41) we express 3 as a function of x. One can

easily check that = 0 for m = K3, m K6 , and 3---o form = h,3or m3K , 6~ 3 2-
m = /3h. In between these limiting cases, (x) is a continuous, monotonously

growing function in the region x > S, for all values of K3 and K6. Due to a very

complicated dependence of P on x, we verify this by numerical plotting for a variety of

K3 and K6 values, including all important limits. The fact that (x) is a monotonous

function means that for every value of h there is a unique solution for x, i. e. for the

saddle-point equations. The "squared masses" m 2 and m2 are real and positive for

all h, K3, and K6, and vary continuously with the coupling constants. Therefore, this

theory does not support a phase transition, and always remains in the paramagnetic

phase.

This simple Gaussian Landau-Ginsburg analysis gives a dispersionless spectrum.

Also, the model is always in the paramagnetic phase in this approximation. It is clear

that both the Landau-Ginsburg approach and the large-N approximation have fun-

damental limitations in this problem. As we have argued, the correct phase diagram

includes an ordered phase, albeit of a somewhat unconventional kind.
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Chapter 3

Kagome Lattice Quantum Ising

Model in Transverse Field

A simple theoretical context in which effects of quantum dynamics on classical geo-

metrically frustrated magnets may be studied is provided by considering frustrated

Ising models perturbed by a transverse magnetic field. On one hand, frustration is

even stronger in the Ising than in the Heisenberg systems because spins have much

less freedom to partially relax competing forces. On the other hand, discrete Ising

degrees of freedom often prove to be tractable using standard analytical techniques

that involve qualitative but well controlled approximations. In this chapter we will

explore the transverse field quantum Ising model on the Kagome lattice. After a

brief motivation of the problem, we will take a sequence of steps that transform a

generalized Kagome Ising model into a field theory in the same universality class. We

will make use of a compact U(1) gauge theory and duality transformations. At the

end, in the spirit of Reference [66], we will discover a quantum disordered phase, as

well as a phase with spontaneous ferromagnetic magnetization. We will argue that

the disordered phase is always realized in the plain Kagome quantum Ising model.
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3.1 How the Quantum Fluctuations Lift Classical

Degeneracy?

3.1.1 Order-by-Disorder

One of the defining characteristics of frustrated systems is their pronounced sensitivity

to small perturbations. In absence of fluctuations (quantum or thermal) competing

forces in these systems typically produce a vast number of static degenerate states

at low energies. Even the number of such classical ground-states often scales as an

exponential function of the system size. Since a frustrated system is quite undecided

at energy scales of the competing forces, it will yield even to a slightest disbalance

caused by quantum perturbations or finite temperatures. It is then said that quantum

or thermal fluctuations lift the classical ground-state degeneracy. An interesting sit-

uation, called "order-by-disorder", occurs when the phase shaped by fluctuations has

broken symmetries. This is in some sense unusual phenomenon since the dominant

forces appear not to prefer a long-range order, while fluctuations usually work against

a long-range order. Our focus will be turned to frustrated two-dimensional quantum

Ising models in weak transverse fields, which generally exhibit order-by-disorder (in

strong transverse fields all such models are trivially disordered).

One of the best examples of order-by-disorder is found in the quantum Ising an-

tiferromagnet on the triangular lattice. Since every elementary plaquette has an odd

number of sites, at least one of its three bonds must be frustrated at any time by

holding two aligned Ising spins. Static configurations of Ising spins that minimize

exchange energy have exactly one frustrated bond on every triangle, and hence can

be mapped to hard-core dimer coverings of the dual honeycomb lattice (up to a global

spin-flip) where every honeycomb dimer intersects a frustrated triangular bond. A

small transverse field than introduces quantum dynamics, which can be captured by

a quantum dimer model on the honeycomb lattice. Systematic numerical calcula-

tions (as well as some theoretical approaches) have provided ample evidence that the

honeycomb lattice quantum dimer model is always in an ordered phase, except at
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certain quantum critical points. In terms of the original Ising spins, these ordered

phases have no Ising magnetization, but break the lattice symmetries in terms of the

frustrated bond arrangement.

Another example is a fully frustrated quantum Ising model on the square lattice.

It can be mapped to a square lattice quantum dimer model, which again has only

long-range ordered phases. In fact, every frustrated quantum Ising model in weak

transverse field on a lattice whose dual lattice is bipartite will experience order-

by-disorder. This is so because every two-dimensional quantum dimer model on a

bipartite lattice can be represented as a discrete height (solid-on-solid) model in 2 + 1

dimensions, which is known to always live in the "smooth" long-range ordered phase.

However, even the other studied two-dimensional quantum Ising models that do not

have a height representation seem to typically order. They include models on fully

frustrated honeycomb lattice [4, 5] and "pentagonal" lattice [67].

3.1.2 Disorder-by-Disorder on the Kagome Lattice?

One of the main reasons for great interest in frustrated magnets is their promise for

realizing quantum disordered and spin liquid phases. As discussed in the previous

section, it turns out that at least among simple two-dimensional frustrated quantum

Ising magnets in weak transverse fields order-by-disorder is most common. The ques-

tion is then whether disordered ground-states can be supported at all by the quantum

Ising systems in weak transverse fields. Finding at least one example where existence

of such a disordered phase can be explicitly demonstrated proved to be a challenge.

The Kagome lattice Ising antiferromagnet in weak transverse fields is the only

so far explored exception. Monte Carlo calculations performed by Moessner and

Sondhi have not detected any phase transitions as the strength of transverse field was

varied from large values to zero [67, 68]. Furthermore, no apparent long-range order

was ever observed, and the spin-spin correlations turned out to be markedly short-

ranged as if the fluctuations were strictly local. In order to emphasize the contrast to

typical situations in other similar systems, Moessner and Sondhi called this behavior

"disorder-by-disorder".

89



Theory of the Kagome quantum Ising antiferromagnet in weak transverse fields

was not available until now. The complicated Kagome lattice structure prohibited

usual mappings, and standard Landau-Ginsburg analysis turned out to be problem-

atic due to appearance of dispersionless soft modes. The work that will be presented

in this chapter is the first theoretical proof that a disordered quantum phase indeed

exists in the Kagome system, and it provides explanation of why the Kagome lattice

is so special.

3.2 Lattice-Field Theory of Fluctuating Spins

The basic model that we want to study is the antiferromagnetic Ising model in trans-

verse magnetic field on the Kagome lattice (TFIM):

H= J SzS P - rZFs, (3.1)
(ij) i

Here i, j label the sites of the Kagome lattice, and Si is a spin S = l moment at

site i. J is the antiferromagnetic Ising interaction strength, and r is the strength of

the transverse magnetic field. More generally, we will focus on the regime where the

energy scale J, which fixes an easy axis, is much larger than all other energy scales

(J r), and consider various ways in which dynamics can be given to the spins,

without conserving any quantities (clearly, the alternate limits of large r is trivial).

The main goal is to study the structure of possible phases that can emerge when

the frustrated Ising antiferromagnet is endowed with weak quantum dynamics (that

preserves Ising, but no other spin symmetries).

Our strategy is as follows. We derive a low energy effective theory that is appropri-

ate in the easy axis limit. This may be represented as a compact U(1) gauge theory on

the honeycomb lattice that is coupled to a bosonic "matter" field (with gauge charge

1). There is in addition a non-zero static background charge at each site. The utility

of a compact U(1) gauge theory (with appropriate background charges) to describing

the low energy physics of frustrated easy-axis magnets has been pointed out several
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times in the literature. However, in contrast to the Kagome lattice, on other lattices

typically the gauge theory has no dynamical matter fields. In two spatial dimensions

on these other lattices the gauge theory is in a confined phase, and the presence of

background charges leads to broken translation symmetry. Presence of the additional

dynamic matter field distinguishes the Kagome lattice from these other lattices. As

we will see, it is now possible to have a phase that is also "confining" (more precisely a

Higgs phase), which preserves translation symmetry even in the presence of the back-

ground charges. For the original Kagome TFIM this describes a translation invariant

paramagnet. The general possibility of such translation invariant Higgs phases in

such gauge theories has been discussed before [69].

We analyze the gauge theory appropriate for the Kagome TFIM using duality

transformations. The dual theory will turn out to be equivalent to a certain XY

model with a three-fold anisotropy. The disordered phase of this model is the Higgs

phase discussed above. The ordered phase describes a situation where there is order-

by-disorder in the original Kagome magnet.

3.2.1 Effective Compact U(1) Gauge Theory

The nearest neighbor Ising coupling on the Kagome lattice can be conveniently written

as a sum of terms defined on the triangular plaquettes:

H=J E Ss; = (ZS) + const.. (3.2)
(ij) A iEA

This allows us to easily describe the sector of low energy states: total spin on every

triangle should be ±1/2. Spin configurations that satisfy this condition are least frus-

trated. Let us express these states using a set of variables defined on the honeycomb

lattice, whose sites we will label by p and q. Figure 3-1 illustrates relationship between

the Kagome and honeycomb lattices. The honeycomb bonds contain Kagome sites,

and we can associate with them the Kagome spins: Sz _ Spq). On the other hand,

the honeycomb sites reside inside the Kagome triangular plaquettes. It is useful to

keep track of the total spin (whether it is +1/2 or -1/2) on any triangular Kagome
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Figure 3-1: Relationship between the honeycomb and Kagome lattices

plaquette. We therefore introduce a variable sp that measures the total plaquette

spin:

(Vp) S;= E spq) (3.3)
qEp

We impose restriction to the low energy sector by requiring that sp take only values

- 1. Note that when a Kagome spin is flipped (provided that flipping does not

introduce more frustration), s on the triangles that contain it change sign in the

same direction. With only the Ising interaction present there is a large number of

classical ground states: every spin configuration that satisfies Equation (3.3) with

sp = 1/2 is a classical ground state. Inclusion of the r or other terms in the

Hamiltonian will split this huge degeneracy of the ground state manifold.

It is possible to perturbatively construct an effective theory that describes the

low energy dynamics in the ground state manifold, and express it on the honeycomb

lattice:

Heff = (+ S+ + h..)- (3.4)
(pq)

S+ S S S_ + h.c.)-...-t E ( (2) (23) (34) (45) (56) (61)
0

The Hilbert space of this theory is defined only by the least frustrated states. The

lowest order dynamical term is a single Kagome spin flip S± caused by the transverse

field, and the operators s± simply project-out the states that are not minimally

frustrated. At higher orders of perturbation theory multiple spins are being flipped,
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and the smallest "ring-exchange" term appears at the sixth order, so that t .

Alternately, we could have imagined adding such a ring-exchange term to the original

model (in addition to the transverse field term). We will examine the properties of

this effective Hamiltonian in the low energy subspace for arbitrary F and t. The pure

transverse field model then corresponds to the particular limit Fr t. All fluctuations

are constrained by (3.3). The effective theory will have this general form for all kinds

of Kagome spin models with an easy axis, provided that dynamics preserves only the

Ising symmetry.

The Hamiltonian (3.4) can be interpreted as a model of charged bosons moving

in presence of a fluctuating electromagnetic field. In order to formulate this inter-

pretation, we need to exploit the bipartite nature of the honeycomb lattice. Let us

introduce a fixed field ep that takes values +1 and -1 on two different sublattices, as

shown in Fig. 3-2. Then, define:

np = p(p + (3.5)

Epq = p(Szpq) +

Note that Epq = -Eqp, so that it can be viewed as a vector living on the bonds of the

honeycomb lattice. This will be interpreted as an integer-valued "electric" field. The

integer np will be interpreted as the gauge charge of a bosonic "matter" field that

couples to the electric field. The constraint (3.3) becomes:

(Vp) Ad Epq = p + Ep , (3.6)
qEp

where the sum on the left-hand side is taken over three honeycomb sites neighboring

to p. Natural interpretation of this equation is Gauss' Law: divergence of the electric

field Epq is equal to the total local charge. Note that the boson occupation numbers

np take values 0 and Fp. There is an additional fixed background charge distribution

ep.

At this level, the boson occupation number and electric field strength are con-
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Fixed background charge Ep = +1 on the honeycomb sites, and the electric field Ep(° ) created

by it (up to a multiplicative factor). On every honeycomb bond we define Ep) = ep/2 =

-Eq°) = -q/2 (divE(o ) =- 3P).

Figure 3-2: Background charge on the honeycomb lattice

strained to only two integer values by (3.5). It is useful to soften this "hard-core"

by allowing np and Epq to take arbitrary integer values, but penalizing fluctuations

where either quantity assumes values different from that dictated by the hard-core

condition. It will also be useful to introduce the corresponding conjugate operators,

op and Apq, which are angular variables in [0, 2r). The boson creation and annihila-

tion operators sp simply become exp(±ispcpp), and similar holds for the electric field:

Spq - exp(+ipApq). Now it is straight forward to rewrite the Hamiltonian (3.4)

as a compact U(1) gauge theory (up to a constant):

H = U (Eq -E()) + U2 (np (37)
(pq) p

-rEcos (pq -pO- As -A-- -t COS E pq)--
(pq) O (pq)

We have labeled by Ep(q) a fixed background electric field that originates due to the

background charge (see Fig.3-2). The terms proportional to U1 and U2 penalize

fluctuations of the boson number and the electric field away from the preferred "hard-

core" values.

We see that ,pq plays role of a vector potential. The term at the lowest or-

der of perturbation theory describes boson hopping on the honeycomb lattice, while
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the term at the sixth order gives energy cost to the "magnetic flux" (away from

2-r x integer values). It is also easy to write down other terms consistent with the

symmetries and the U(1) gauge structure. Fluctuations are subject to the Gauss'

Law (3.6). Note that the charged bosons cannot screen out the background charge

(np -- (O, ep)) without paying a large price (U1 ,U2 ). This is a consequence of mag-

netic frustration in the original Kagome spin model. In fact, there is a large number

of degenerate boson configurations that accomplish the best possible screening, and

they correspond to the least frustrated states. However, the very fact that there is

a matter field in this compact U(1) gauge theory distinguishes the Kagome lattice

from other commonly studied lattices. It gives hope that a translation symmetric

paramagnetic phase could exist on the Kagome lattice, in contrast to the situation

for the triangular Ising antiferromagnet, or the fully frustrated square lattice Ising

magnets (with weak transverse field dynamics).

3.2.2 Duality Transformation

In this section we perform a duality transformation on the compact U(1) gauge theory

derived above. This will enable us to analyze the structure of the possible phases.

The duality transformation proceeds in a standard fashion. We first derive the path-

integral form of the compact U(1) gauge theory. All terms denoted by ellipses in

(3.7) will be ignored. The action will contain a usual Berry's phase (we will omit the

time index):

SB = -i E ApqAEpq + (pp) Xr (3.8)

and a potential energy part:

S [UZE(EPq-Ep) + U2 E (np- E)] v (Pq) P
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where 6r is the imaginary time increment. The kinetic energy part will be obtained

by applying Villain's approximation to the cosine terms in (3.7):

00

etosO Z eKm2-im , t = 2e-K + 0. (3.9)
m=-oo

Two new integer-valued Villain fields will appear: a particle current jpq, and a mag-

netic field scalar Br that lives inside plaquettes of the honeycomb lattice, or equiva-

lently on the dual triangular lattice sites (see Fig. 3-3):

SK = E 1 E Br2 + K2 E jp (3.10)
Or (pq)

+i E jpq (q- p-Apq) +iEBr Apq ]
(pq) Or (pq)

We will treat the constants K1 and K2 as free parameters (they are in principle

determined in terms of the microscopic parameters that define the original Kagome

Hamiltonian). Our interest is in exploring the general nature of the possible phases

that are contained in this dual action. The angular variables Vp and Apq can now be

formally integrated out, yielding Kronecker-delta factors in the path-integral for all

integer-valued expressions that they couple to. Such factors simply express familiar

laws of electrodynamics. The integral over the boson phase angle will give rise to the

current conservation law:

jdpp 3 A/np + jpq = O0 (3.11)
qEp

while the integral over the vector potential will reproduce a two-dimensional Maxwell's

equation:

j 2 r dApq /Epq + jpq = Br - Br' . (3.12)

The direction of the triangular lattice vector B, - B,, in the last equation is related

to the direction of Epq by the right-hand rule (see Fig. 3-3).
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The triangular lattice sites sit inside the honey-
comb plaquettes, and vice versa. Duality between
a honeycomb lattice vector p - q and a triangu-
lar lattice vector r - r' is shown in the lower-left
portion of the graph: their directions are related
by the right-hand rule. Divergence on the honey-
comb lattice translates into negative lattice curl on
the triangular lattice (we always take circulation
in the counter-clockwise sense).

, \/ \/

Figure 3-3: Duality between the honeycomb and triangular lattices

The equations (3.6), (3.11), and (3.12) can be solved on the dual triangular

lattice, whose sites will be labeled by r and r'. As is standard, we first define spatial

components of a dual gauge field Art on the dual triangular lattice, and a fixed

background gauge field A,°) such that their circulations on a triangular plaquette are

determined by the charge contained "inside" the plaquette:

(Vp) ZArr= , np, =) = p (3.13)
(rr') (rr')

The background gauge field A() can be specified in many different ways, and we

will discuss a convenient choice later. For now, we will only assume that it does not

depend on imaginary time. If we substitute these definitions into the Gauss' Law

(3.6), and note that the honeycomb lattice divergence of the electric field translates

into the negative triangular lattice curl, we can solve it by writing:

Epq = Xr - Xr' - Arr, - Ar . (3.14)

Again, orientation of the vectors on the right-hand side is related to that of Epq by the

right-hand rule. The new field Xr is an allowed degree of freedom, since lattice curl of

a pure gradient vector field is zero. Care must be taken to ensure the integer-valued

nature of Epq. A convenient way to enforce this will be discussed below. Let us also
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define temporal components of the dual gauge fields:

(Vr) Ar,r+ = Br-Xr , A = 0. (3.15)

Substituting this and (3.14) into (3.12) gives us an expression for the particle current:

jpq = Ar,r+ - Ar',r,+, + ATArrl = pq curlA . (3.16)

Therefore, the current becomes expressed as lattice curl of the dual vector potential,

taken on the triangular lattice temporal plaquette that is pierced by the current vector

j = j. Finally, we note that the current conservation (3.11) is not independent from

the Gauss' Law (3.6) and the Maxwell's equation (3.12).

We can now obtain dual form of the following action that remained after integrat-

ing out the conjugate angles:

s=E [USa (Epql -pE)) + K, E B r
7 (pq) 0r

+U2Z6(np - P) +K2E 2J (3.17)
P (pq)

We will eliminate Epq, Br, n, and jpq using (3.14), (3.15), (3.13), and (3.16)

respectively. The particle number and current terms together yield curls of the dual

vector potential on spatial and temporal plaquettes of the triangular lattice. Though

not necessary, for simplicity we set U26r = K2 = g9/2, and U16r = K1 = e2 /2 and

consider the phase diagram in the resulting section of coupling constant space. In

order to complete the duality transformation, we must also translate the quantities

Ep ), and ep into the dual language. A natural dual counterpart of the background

electric field vector Ep( ) is A(, since both are determined by the background charge

distribution ep. In the spirit of equation (3.14) this suggests the identification Ep°q) =

-3 Ar), show n in the Fig. 3-4. However, the values of A(o) are then not integers, and

compensation is necessary in order to keep Epq integer-valued in (3.14). A convenient

solution is to require that Xr fields take particular non-integer and site-dependent set
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of values. Specifically, we demand that Xr - X°) be integers, with the fixed fractional

offsets Xr as illustrated in the Fig. 3-5. Then, the dual action is:

S 2 (Xr- Xr-ArrA ) + 2 Arr)) 2 (curl(A-A (3.18)
(rr I) plaq.

where the first summation extends over all space-time links, and the second over all

spatial and temporal plaquettes. Let us also shift

1
A -A- Ao. (3.19)

2

The action then reads:

2 2 S 2 (Xr- Xr'- Ar, + Z (curlA)2 (3.20)
(rrI 2 plaq.

In this theory Xr - X ), and Arr, + A()/2 take integer values. The fractional residua

Xr ) are given in the Fig. 3-5(d).

It will actually be convenient to impose these integer conditions on the Xr and

Arr, fields softly (in the same spirit as the usual sine-Gordon description of Coulomb

gases). The result is a generalized sine-Gordon theory with the structure:

S = 2 (Xr - Xr Ar + (curlA) (3.21)
(rr') plaq.

-K E cos 2r (Arrt + .A.) - yZ E cos 2r(x r - -...
(rr) r

In principle, higher harmonics of the lowest order cosine terms shown above must also

be included. The fields Xr and Arr, now take real values. Let us absorb the field Xr

into Arr, by the shift:

Arr, --* Arr + Xr - Xr (3.22)
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On every bond A(°) = 1/3 in the given direction
r -+ r', so that its (counter-clockwise) circulations
yield p on every plaquette. This vector field is

formally dual to that of E(°q) on the honeycomb
lattice (up to a factor).

Figure 3-4: Convenient definition of the fixed dual background gauge field

(a)

2 2 4

3 3 3

(c)

(b)

1 1 1
A

3 1

1W
3 3 3

(d)

(a) Fixed background gauge field A(). (b) A curl-less vector field A'r,. Every arrow
contributes 1/3 in the given direction, so that the sum A() +A', is an integer-valued vector
field. (c) A scalar field Xr whose gradient gives the curl-less vector field: Ar, = X,- X

(d) Fractional parts Xr°) of the scalar field Xr. Requiring that the fields Xr in (3.14) have
fractional parts equal to X) compensates for fractional values of A(°, and makes Epq an
integer.

Figure 3-5: Fractional offsets of the dual gauge and matter fields
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to get the action:

~' 2
S = Ar, + (curlA)2 (3.23)

(rr') plaq.

- K E c 2(Xr - Xr + Arr + 2cs), - ( E Co 2 (Xr -)
(rr') r

Note that the term proportional to e2 appears as a "mass" term for the gauge field

Ar,'. We therefore integrate out Arr'. This may be explicitly done in the following

manner. We formally expand exp(-S) in powers of K, and decompose every cosine

factor from the expansion using the Euler's formula 2 cos 0 = exp(i0) +exp(-iO). The

expansion takes the following form:

eS = exp{y Ecos27r(xr -X?))} X (3.24)
r

X E C{mrr,} exp{- [ E Arr, + E (curlA)2

{mrr/ } (rr') plaq.

+ E 2imnrr' (Xr - Xr, + Arr, +2 r) } )

where mrr, are integers, and {m,rr} denotes their distribution on the whole lattice.

This is a Gaussian form, and Ar, can be easily integrated out. Clearly, this causes

{mrr,} dependent renormalization of the C{m,} factors, which in turn corresponds

to renormalization of K. After re-summation over m,r,, an XY model is obtained at

the lowest order in (renormalized) K:

S =-K cos 27r (Xr- Xr, + Ar, -? cos2 (Xr- ) -O(K 2) . (3.25)
(rr') r

The variables 2rXr should be treated as angles. Adding integers to Xr in the gauge

theory (3.20) can always be compensated by a gauge transformation, so that the

gauge inequivalent states in (3.25) correspond to different fractional parts of Xr

This is why the obtained effective theory is an XY model. Physically, the dual field

27rXr represents the phase of an operator that creates 27r units of vorticity in the
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bosonic matter field of the original honeycomb lattice U(1) gauge theory (3.7), and

thus must fundamentally be a phase, after the redundant gauge degrees of freedom

have been removed. The structure of this theory is such that the XY field fluctuates

in presence of a fixed staggered flux, and there is also an external field that apparently

explicitly breaks the XY (and apparently also lattice) symmetries (see Fig. 3-6). The

physical meaning of this explicit symmetry breaking term is as follows. In the original

honeycomb lattice gauge theory 27r vortices of the bosonic matter field carry 27r units

of the U(1) gauge flux. As the theory is compact, instanton events where this gauge

flux changes by 2r are allowed - thus the vorticity is not strictly conserved. The

explicit XY symmetry breaking term in the dual representation precisely describes

these instanton events.

What is the actual symmetry of this action? As discussed above, when 'y = 0 there

is a global XY symmetry that is apparently broken when y # 0. However, a discrete

Z 3 subgroup of the global XY symmetry survives when combined with translation by

one lattice spacing. For instance, the action is invariant under translation along the

horizontal x-axis by one unit:

2
Xr -- Xr- + (3.26)

3

Similar transformation properties obtain under other translations (as well as the other

lattice symmetries).

Let us finally note that manipulations similar to those presented in this chapter

have been used in some analogous problems of quantum paramagnets [70, 71] (see

also [72, 73] for more introductory reading). Also, theories similar to the one de-

veloped here emerge in the context of paramagnetic phases of frustrated Heisenberg

magnets: they then describe instanton events which originate from the non-trivial

Berry's phases in the Heisenberg model path-integral [74, 75].
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3.2.3 Field Theory

Armed with the dual formulation, we can now see qualitatively why a translation

invariant phase is possible in this model. Consider the limit 7 = 0. Then the resulting

global XY model will (for K small enough) possess a disordered phase with short-

ranged correlations for the Xr field. Upon increasing K a transition to an ordered

phase with some pattern of XY ordering will occur. Now consider turning on a small

'y. Its effects will be innocuous in the small-K disordered phase. In particular, the

discrete Z3 symmetry of shifts of the Xr field, which realize lattice translations

(3.26), will continue to stay unbroken. This is therefore a translation-invariant phase.

It is readily seen that this phase is also invariant under all other lattice symmetries.

The existence of the disordered translation-invariant phase is our primary con-

clusion. How do we think about it in terms of the original gauge theory? From the

physical discussion above, the field e2iiXr creates 2w flux of the original gauge field,

which in turn is bound to a 27r vortex in the phase of the bosonic matter field. Thus

the disordered phase is to be thought of as a "Higgs" phase where the bosonic matter

fields have condensed - which gaps out their vortices. Indeed, our gauge model is

closely related to a similar one discussed in Ref. [69] (the "N = 1 SJ model") where

similar phenomena were shown to arise. Note that the Higgs phase is preferred by

the boson hopping term in the gauge theory. Thus it is reasonable to expect that this

phase is realized in the limit r > t. This expectation is indeed consistent with the

numerical results of Ref. [67, 68].

We can formally back up this discussion by considering an alternate soft-spin

version of the dual XY model. To that end we define:

b, e2.riX,. (3.27)

We have labelled the triangular lattice sites by their corresponding vectors r. After

substituting this into the XY model (3.25) and relaxing the "hard-spin" condition
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(a) Field lines of the background gauge field A(°)/2 that produces a staggered flux. (b)

External XY field 2rX ( °) that breaks XY and translational symmetries (compare with Fig. 3-

5(d)). This field is constant on any given sublattice of the triangular lattice.

Figure 3-6: Staggered flux and staggered external XY field

on OIr we obtain a "soft-spin" lattice theory:

K
2

. + h..) + r12+ u, 4+ ...
(rr')-hy E (e-iQrti p+ h.c.) - - - .

The quadratic part of this action can be diagonalized to obtain:

(3.28)

(3.29)Z (-Keq + r) IqI 2 ,
q

where

q =os( - Cos -Qx + cos
3/ 2 ) +cos( 23/ 2

It is straight-forward to show that 6q is maximized at two differend wavevectors:

q = 0, and q = -Q, where Q is the wavevector that describes spatial variation of

the external XY field:
47-Q = -x3 e27riX() = eiQr (3.31)
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c

x

(a) (b)

(a) Direct triangular lattice, and a choice of primitive vectors: a = , a2 = 2 + 2. (b)
Reciprocal lattice with primitive vectors bj = 2r(: - 1), b2 = 27r Shaded region
represents the first Brillouin zone. Emphasized corners of the Brillouin zone represent the
wavevector Q = 4 (three equivalent points).

Figure 3-7: Direct triangular and its reciprocal lattice

In order to aid understanding of this special wavevector, we plot its location on the

reciprocal lattice in the Fig. 3-7.

In the following, we focus on the limit K > y. The fluctuations at low energies

will be dominated by the modes in vicinity of the two different wavevectors, q = 0

and q = -Q. Such fluctuations can be expressed by:

Ir = $l,r + e-iQr r2,r , (3.32)

where b1l,r and 0b2 ,r are fields that vary slowly on the scale of the lattice spacing.

It is then useful to go to a continuum limit which focuses on the long wavelength

fluctuations of these two fields. This continuum theory must be expressed in terms of

4'l,r and '2,r only, and must be invariant under all symmetry transformations of the

lattice theory (3.28). First, we note that the quadratic part (3.29) is invariant under

global XY rotations , - eiOq>r, as well as all lattice symmetry transformations at

small deviations k from the wavevectors q E {0, -Q}:

(Va) - Kq+k = const. + rnk2 + O(k3) . (3.33)
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In addition, there is also a symmetry under exchanging the two kinds of slowly varying

fields, 1,,lr + 2,r. On the other hand, as discussed in the previous section, the y

term (and various similar higher order terms) break the XY symmetry explicitly, and

reduce the symmetry group to a discrete set of transformations. It is easy to show

that under a unit translation by r the fields transform as:

0 l,r-' eiQIbl,r-f , '02,r - e-iQ P2,r-f * (3.34)(3.34)

Note that this rotates the phases of /1 and /2 by 120 degrees in opposite directions.

Similarly, the symmetry transformation /l1,r ,- 2,r of the quadratic part of the action

must be accompanied by lattice inversion r -- -r in order to keep the whole action

(3.28) invariant:

lr 2,-r , 2,r -- l, · (3.35)
The remaining lattice transformations do not give rise to further reduction of the

symmetry group. We may now write down a Landau-Ginsburg effective field theory,

symmetric under transformations (3.34) and (3.35):

S = dk [(r + k 2) (01t12 + 12k 1|2) + (a + bk 2) (,1k/2,-k + h.c.)]

- Jdr [6(2,, + i,1, + h.c.) + Y(, + .+ h.c.)]

+ Jdr [Iu(I,r 14 + I 2,r 14) +U '/ ,r 12 1+'2,r 12 + (3.36)

Utt(,2,r + h.c.) (11,r12 + 1?2,r 12)] +-".

3.2.4 Phase Diagram

It is clear that at least for the coupling r sufficiently large and positive in (3.36)

a stable disordered phase will exist where the Z3 symmetry is unbroken. This then

corresponds to the translation symmetric phase of the original lattice model.

Ordered phases are also possible in this theory. In order to reveal their structure,

we simply consider the static classical XY field configurations that minimize the action
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of the effective XY model (3.25). Let us ignore the terms O(K 2, y2), and restrict

our attention to configurations where the value 2rXr depends only on the sublattice

to which the site r belongs. The energy per unit-cell of such configurations is:

E = -3K[cos 2r (X1-X2 + ) +cos 2r(X2- X3 + 6) +cos2r(X3-Xi+ )]

3

-- y COS 2(Xn -- (O)) , (3.37)
n=l

where we have labeled the sublattices by 1, 2, 3 in such a way that the background

gauge field vector A) circulates in the direction 1 - 2 - 3 - 1. Two kinds

of states can be found. For sufficiently large y, the XY field simply follows the

"external" XY field: Xr = X ), and an XY "spin density wave" is established at

the wavevector Q. Naively, the XY rotation and lattice symmetries appear explicitly

broken in this state. However, the angular order parameter 2rX, = 27rX(°) is invariant

under the lattice translations (3.26) (and other lattice transformations), so that this

state of the effective XY model corresponds to the disordered state of the original

spin model. On the other hand, if y = 0 the ordering will be determined by the

nearest-neighbor interaction K. As we have argued before, there are two ordering

wavevectors (q = 0 and q = -Q) preferred by the K term, but neither of them

coincides with the wavevector that describes spatial variations of the external XY

field X(° ). Consequently, any small non-zero y will introduce frustration, and deform

the spontaneously ordered XY "spin density wave" preferred by the K term. Even

though the precise description of the ordering pattern is complicated, it is at least

apparent that the XY fields Xr align with the external field X(°) on one sublattice of

the triangular lattice, while on the other two sublattices they cant toward the external

field, simultaneously trying to preserve the preferred ordering wavevector. Arbitrary

choice of sublattice for the alignment gives rise to a three-fold degeneracy, so that

the y term breaks the continuous XY symmetry down to a Z3 subgroup, associated

with lattice transformations (as evident in the Equation (3.34)). However, choice of

the "parent" ordering wavevector (q = 0 or q = -Q) for sufficiently small y is also

available, and we will briefly discuss its physical origin later.

107



D

K

D corresponds to the disordered phase of the original Kagome spin model. LRO is a
spontaneously long-range ordered phase.

Figure 3-8: Schematic phase diagram of the effective XY model

We can finally sketch the phase diagram of the effective XY model (3.25), as

shown in the Fig. 3-8. The phase D is invariant under lattice translations (3.26) and

global spin-flip (3.38), so that it corresponds to the disordered phase of the original

spin model (3.4), realized for r > t. The spontaneously long-range ordered phase

LRO is obtained in the opposite limit of strong hexagon ring-exchange r<< t. This

phase is interesting in its own right, and we will discuss it more in the next section.

After understanding it better, we will argue that the phase transition is probably of

the second order.

3.2.5 Phase With Broken Translational Symmetry

We have seen that translational symmetry is broken in a three-fold degenerate manner

in the LRO phase. However, the order parameter has an additional Ising-like degree

of freedom. Formally, it is the freedom to choose the ordering wavevector q = 0 or

q = -Q in the effective XY model, and we will now reveal its physical meaning.

One symmetry transformation that we have ignored so far is the global spin-flip

in the original spin model on the Kagome lattice: Sz - -S. It is straight forward

to trace back how this transformation affects the quantities of the U(1) gauge theory,

and its dual theory on the triangular lattice. For example, at the level of Equation

(3.18), which describes the dual theory on the triangular lattice with integer-valued
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The most symmetric pattern of three-fold transla-
tional symmetry breaking on the Kagome lattice.
Roughly speaking, the six spins on the emphasized
hexagons are alternating, and coherently resonat-
ing as a singlet ITtltlllt), while the remain-
ing spins are ferromagnetically aligned with each
another and break the global spin-flip symmetry.
Note that in the Hamiltonian (3.4) the energy is
reduced by 0(t) on every resonating hexagon.

Figure 3-9: Long-range ordered phase

gauge field Arr,, and integer-valued X, - Xr), the global spin-flip corresponds to:

Arr' (A + X -X)) -
Xr -Xr - X() * (3.38)

Note that the action (3.18) is invariant under this transformation, and that the

integer constraints are not affected. Only the second part of this transformation

(involving the Xr field) survives in the effective XY theory (3.25). If we now turn to

the continuum limit, we find from (3.31), (3.32) and (3.38) that the global spin-flip

is represented by:

,lP,r ,r 2,r ,r. (3.39)

Since the fields 1,r and b2,r describe the XY "spin density waves" at wavevectors

q = 0 and q = -Q respectively, we see that the spin-flip formally exchanges these two

kinds of order in the effective theory. Apparently, this transformation is completely

independent from lattice translations. Therefore, the choice of the "parent" ordering

wavevector (q = 0 or q = -Q) in the spontaneously ordered phase must correspond

to the choice of direction of the global magnetization.

In conclusion, the LRO phase is spontaneously magnetized. This provides impor-

tant for understanding the order parameter more microscopically. Since the trans-

lation symmetry is broken in a three-fold degenerate manner, the spatial pattern of

symmetry breaking is most naturally given by the Figure 3-9. From knowing that

the LRO phase is shaped by dominant hexagon ring-exchange ( << t) we can expect

109



that every emphasized hexagon in this pattern represents a group of six anti-aligned

spins that coherently fluctuate in a singlet fashion (this minimizes the ring-exchange

energy). Then, the broken Ising symmetry requires that the remaining spins (which

do not belong to the emphasized hexagons) carry net Ising magnetization. We would

like to note that such a state fits description of a state with one-third of saturated

magnetization on the Kagome lattice that was found responsible for plateaus in the

magnetization curves of some Kagome-based systems [76]. Therefore, this phase

should be smoothly connected to the regions with the magnetization plateau.

It is also worth noting that a small longitudinal field in the original Kagome lattice

spin model would lift the two-fold Ising degeneracy, but not the three-fold lattice

degeneracy of the LRO phase. This is another support of the Ising symmetry breaking.

The three-fold anisotropic XY model in such circumstances would have symmetries

of a 3-state clock model on the triangular lattice, which is known to experience a

second-order phase transition into a disordered phase [77, 78, 79]. Therefore, the

phase transition in the Figure 3-8 is most likely second-order.

3.3 Discussion

The theory of the Kagome lattice quantum Ising model that we have presented reveals

that a disordered ground state is found for weak transverse fields. This disordered

phase breaks no symmetries and is not topologically ordered either. It is therefore

expected to be smoothly connected to the completely uncorrelated phase at large

transverse fields. The same conclusion has been strongly suggested by Monte Carlo

simulations [67, 68], where no phase transition was detected as the strength of trans-

verse field was varied.

We have demonstrated how the Kagome lattice quantum Ising model can be de-

scribed by a compact U(1) gauge theory with some fixed background charge at each

lattice site. Such a gauge theoretic description has been useful in studies of sim-

ilar Ising models on other frustrated lattices. The crucial distinction between the

Kagome and other common systems is in the fact that the U(1) gauge theory of the
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Kagome system contains a dynamical matter field. Without a matter field, these

gauge theories of the frustrated magnets in two-dimensions always ultimately live in

a confined phase that breaks translation symmetry. The latter is caused by the fixed

background charge in the gauge theory. However, in the presence of dynamical mat-

ter fields a translation invariant ("Higgs") phase is generally possible. In situations

where the matter field has gauge charge 2 (as happens in the gauge theoretic de-

scription of quantum dimer models on non-bipartite lattices) such a Higgs phase also

possesses topological order and associated "vison" excitations: for instance, there is

a non-trivial ground state degeneracy on topologically non-trivial manifolds. In the

problem discussed in this chapter the matter field had gauge charge 1. The result-

ing Higgs phase, while translation invariant, is topologically trivial. This then lends

strong support to the conjecture in Ref. [68] that weak transverse fields on the Kagome

Ising magnet lead to a phase that is smoothly connected to the trivial paramagnet

that obtains at strong transverse fields.

In fact, topological triviality of the discovered disordered phase is a very interesting

detail. From the beginning of the quest for interesting quantum spin liquids, the

frustrated magnets had been looked upon with great hope. In particular, the systems

with extremely large classical ground state degeneracy have attracted considerable

attention. The pyrochlore and Kagome lattices are thought to be ideal candidates for

the spin liquid, because their corner-sharing structure provides such extremely large

degeneracy, which is then dramatically lifted even by weak quantum fluctuations.

However, in the case of the Kagome lattice transverse-field quantum Ising model, the

corner-sharing geometry seemingly makes the lattice virtually disconnected. Even

though there is no long-range order in the ground state, the obtained disordered phase

is not a topologically ordered spin liquid. One may then ask whether a frustrated,

but somewhat more connected lattice is a better platform to seek topologically non-

trivial spin liquids. Another question is if a more correlated spin dynamics, such as

the one found in anisotropic easy-axis Heisenberg models, is more likely to yield such

interesting spin liquids. In the next chapter we attempt to find some answers to these

questions.
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Chapter 4

Bridging Between Ising and

Heisenberg Magnets on the

Kagome Lattice

Discussion in the previous two chapters provided insight into two characteristic prob-

lems. The Kagome lattice Heisenberg model was studied using a Z2 gauge theory,

which discovered likely phases of this system at expense of one not well controlled

approximation. On the other hand, somewhat less natural Ising model in weak trans-

verse field was understood with much more mathematical rigor, at least when it comes

to which phases are possible. Our main goal in this chapter is to explore the XXZ

model on the Kagome lattice. This model is dynamically very similar to the truly

challenging Heisenberg model, yet it can be studied with tools appropriate for the

quantum Ising models.

We will first develop a new U(1) gauge theory using a transverse field Ising model.

It will give us more insight into the weak transverse field quantum dynamics, repro-

duce the disordered phase found in the previous chapter and even suggest that the

Gutzwiller-like projection is a good route to constructing variational wavefunctions in

this problem. Then, the U(1) gauge theory will be extended to the XXZ model. By

maximizing entropy of quantum fluctuations (an extension of the mean-field theory

to frustrated systems) we will find a disordered and a valence-bond crystal phase. It
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will be argued that the former is a spin liquid (with topological order), and that the

latter is probably the same ordered phase that was found in the isotropic Heisenberg

model in chapter 2.

In this chapter we also attempt to learn general lessons on the role played by lattice

structure, symmetries and type of dynamics in shaping phases of frustrated quantum

magnets. The present analysis is focused on the prototype Kagome lattice Ising an-

tiferromagnets, but the range of explored models admits all characteristic quantum

paramagnetic phases: disordered, spin liquid, and valence-bond solid. Through con-

necting these outcomes with both the fundamental and microscopic properties of the

models, and with information that emerges from calculations, we can suggest some

conclusions of broader significance for the spin models on other lattices. The Kagome

lattice is an excellent choice for this pursuit because it is one of the few simple spin

systems (with only nearest-neighbor interactions) where disordered and spin liquid

phases are believed to exist.

4.1 Models and Overview

In this chapter we analyze the nearest-neighbor spin S = 2 quantum Ising antifer-

romagnets on the Kagome lattice (Fig. 2-2). Two kinds of spin dynamics will be

explored, represented by the following simple models:

* transverse field Ising model (TFIM):

H = J E SZS - s ; (4.1)
(ij) i

* XXZ model:

H = J, $SS J (Sz S" + SSy) . (4.2)
(ij) (ij)

In contrast to the transverse field case, the XXZ dynamics preserves total Ising mag-

netization, making the Hamiltonian (4.2) symmetric under global spin-flip. Further-

more, the transverse field gives rise to the most local kind of spin dynamics, while
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the XXZ dynamics involves pairs of spins, and thus introduces some correlation. It

will become apparent that these two fundamental differences yield very different low

energy physics. The consequent analysis will also admit introduction of other dynam-

ical processes, spatially extended to larger clusters of spins, but consistent with the

symmetries of these two basic models.

The calculations will be restricted to weak dynamical perturbations of the pure

Ising model: r, J± < J. This limit is a combination of analytical convenience,

and essential physical interest in the context of frustrated magnetism. The main

question being asked is how the quantum fluctuations (created by weak dynamical

perturbations) lift degeneracy of the pure Ising model. Is the ground state ordered like

in most other two-dimensional Ising systems? Under what general circumstances a

completely disordered ground state is possible, with or without non-trivial topology?

In attempt to answer these questions, we will formulate a lattice field theory and

apply to it a technique specialized for frustrated systems, but otherwise analogous

to the usual mean-field approach in the unfrustrated problems. Namely, instead of

finding the mean-field solutions that minimize energy in various parameter regimes,

we will seek solutions that maximize "entropy" of quantum fluctuations [71]. When

needed, those solutions will be subject to a verification of stability. This will provide

a reliable picture of the phases that exist in these models. Some more introductory

reading for methods that we will use can be found in the References [70, 72, 73].

Physics of the Kagome TFIM is trivial when the transverse field is large, while

in the limit r < J the quantum dynamics, as a matter of principle, has a chance

to yield interesting valence bond ordered or disordered ground-states. Even though

the effect of small transverse fields has been already understood in Chapter 3, the

following approach is going to bring some new insight. Of course, much closer to the

true challenge of Kagome Heisenberg antiferromagnet is the XXZ model, which can

be regarded as its anisotropic version when the proper sign for J is taken in (4.2).

That choice of sign, unfortunately, leads to a well known "sign problem". While

calculations will be ultimately performed in the case when there is no "sign problem"

(which is analogous to (4.1)), it will be argued that for questions of interest the
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choice of sign for J± does not matter. In fact, even though the easy-axis anisotropy

is strong in the limit J± < J, a sensible comparison with the isotropic Heisenberg

model will become apparent.

The TFIM model is discussed in Section 4.2, while the XXZ model is studied

in Section 4.3. Initial discussion of the XXZ model relies heavily on the definitions

and ideas introduced in the TFIM Section (sections 4.2 through 4.2.3). Readers

interested only in the physical nature of the valence-bond ordered and spin liquid

phases of the XXZ models can skip all calculations and go directly to the sections

4.3.6 and 4.3.7. All conclusions are summarized and bigger perspective is taken in

the Discussion.

4.2 Transverse Field Ising Model

4.2.1 Compact U(1) Gauge Theory of the Frustrated Bonds

We start from the Kagome lattice Ising model in a weak transverse field r < Jz:

H= J S:S;-r FZ S . (4.3)
(ij) i

Let us first understand the ground states of the pure Ising Hamiltonian (r = 0).

They are the least frustrated states in which the number of frustrated bonds (two

aligned spins) is minimized. If every frustrated bond is visualized by a dimer, then

every appropriate dimer covering determines a spin configuration up to a global spin

flip. Consider a loop on the Kagome lattice (Fig. 4-1). The unfrustrated bonds on

the loop mark locations where the two neighboring spins on the loop have different

orientation. When going one full circle around the loop one ends at the same spin

from which one started, so that the number of times the spin orientation is changed

must be even. Therefore, every loop contains an even number of unfrustrated bonds,

and the parity of the number of dimers on the loop is determined by the loop size.

The number of dimers on the triangular (hexagonal) Kagome plaquettes must be
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Every loop holds an even number of unfrustrated bonds. Dimers represent the frustrated
bonds, or pairs of aligned spins.

Figure 4-1: Frustrated bonds on the Kagome lattice

Dice lattice is plotted dashed. Duality transforms a Kagome site into the dice plaquette
inside which it sits, and vice versa. The 3-coordinated dice sites and Kagome triangles
transform into each other, as well as the 6-coordinated dice sites and Kagome hexagons.
Every Kagome bond intersects one dual dice bond.

Figure 4-2: Duality between the Kagome and dice lattices

odd (even). This is the only constraint for the Kagome lattice dimer coverings that

correspond to arbitrary spin states.

It will be convenient to immediately switch to the dual picture. Duality between

the Kagome and dice lattices is depicted in the Fig. 4-2. Since every Kagome bond

corresponds to one dice lattice bond, the frustrated bonds can be represented by

dimers on either lattice. An example is shown in the Fig. 4-3. There must be an

odd (even) number of dimers emanating from every 3-coordinated (6-coordinated)

dice lattice site. The number of dimers (and thus frustration) is minimized if there is

exactly one dimer emanating from every 3-coordinated dice lattice site. This condition

fixes the number of dimers in the least frustrated states, since the dice lattice is

bipartite. Degeneracy of the least frustrated states is apparently huge.
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Figure 4-3: Frustrated bonds represented by dimers on the dice lattice

Small dynamical perturbations will mix the least frustrated states and lift their

immense degeneracy. In principle, one can perturbatively derive an effective theory

that describes dynamics at energy scales well below J. This effective theory lives

in the Hilbert space spanned only by the least frustrated states. Therefore it takes

form of a soft-core quantum dimer model on the dice lattice, where exactly one

dimer emanates from every 3-coordinated dice site, while an arbitrary even number

of dimers emanate from every 6-coordinated site. For our purposes it will be sufficient

to concentrate just to the first order of degenerate perturbation theory:

r r bh.c.(4.4.))
eff = -2 E (1)E (o)(~I) + h.c.) (4.4)

The dimer dynamics consists of two different flips on the dice plaquettes that are

consistent with minimum frustration (see Fig. 4-5). Note that these two processes

involve flipping of only one spin on the Kagome lattice. For the purposes of simplicity

and staying close to the original spin dynamics, we will not consider a more general

dimer model with different energy scales for the two types of flips. Since the dice

lattice is bipartite, it is possible to apply standard techniques and cast this dimer

model as a compact U(1) gauge theory [70]. From that point on, duality transforma-

tions and lattice-field-theoretical methods are at disposal to study possible phases.

After understanding phases that the lattice theory yields, it will be apparent that

sufficiently small higher order perturbations cannot destabilize them.
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P, q...
P3

P6
(ii)
(pq)

Kagome lattice sites, or dual dice plaquettes
dual dice lattice sites, or Kagome plaquettes
3-coordinated dice sites, or Kagome triangles
6-coordinated dice sites, or Kagome hexagons
Kagome lattice bonds
dual dice lattice bonds

Table 4.1: Notation for the Kagome and dual dice lattices

Some comments are in order before proceeding. First, the dimer representation

is insensitive to global spin flip. This is of no concern for the models studied here,

since magnetically ordered phases will not be found. Secondly, the dice lattice dimer

model in its own right has non-trivial topology (topological order is possible), just

like the other quantum dimer models. However, only one of its topological sectors

corresponds to physical spin states on a torus. Therefore, the original spin model

need not have any topological order.

Calculations in this thesis rely heavily on duality between the Kagome and dice

lattices (see Fig. 4-2). In order to facilitate mathematical manipulations, we will treat

both lattices on the same footing, and regard pairs of objects related by duality as

identical. Notation that we will use from now on is summarized in the Table 4.1.

Note that, according to this principle, any quantity that lives on a Kagome bond

equivalently lives on the dual dice bond, and may be labeled by either Kagome, or

dice bond labels. Also, we will apply the following convention: if an equation shows

relationship between expressions defined on different lattices, the dual lattice objects

are always implied (for example, Kagome site X dual dice plaquette, Kagome bond

X dual dice bond...).

Let us also introduce a vector notation. We will distinguish vectors Rpq from

the corresponding bond scalars R(pq) in that the vectors will change sign if the bond

orientation is reversed: Rpq = -Rqp, while the scalars will not: Rq) = R(qp). In

order to establish a formal connection between the bond vectors and scalars, we

assign orientation to the lattice bonds. Let the vector qpq equal +1 if the bond (pq)

is oriented from p to q, and -1 otherwise. Then, the vectors and corresponding

bond scalars are related by Rpq = T7pqR(pq). These relations are applicable to both
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The bipartite dice lattice bonds are oriented from the 6-coordinated site to the 3-coordinated
site. Every Kagome bond orientation is locked to the orientation of the dual dice bond by
the "right hand rule". Note that the Kagome orientations circulate around triangles and
hexagons in the different directions.

Figure 4-4: Reference bond orientations of the Kagome and dice lattices

the dice and Kagome lattices. Bond orientation will transform by duality according

to the "right hand rule". Since the dice lattice is bipartite, we will orient its bonds

in a natural way, and chose the orientation to be from the 6-coordinated to the 3-

coordinated site on every bond. This fixes orientation of the Kagome bonds as well,

and we show both in the Fig. 4-4.

Now we can define the electric field Epq as a vector corresponding to the scalar

bond energy E(pq):

( O , vacancy (unfrustrated bond (pq))

l1 , dimer (frustrated bond (pq))

Epq = ?7pqE(pq) . (4.5)

Hilbert space of the least frustrated states has restrictions that are easily expressed

in the form of a Gauss' Law. The number of dimers Epq = rlpq emanating from any

3-coordinated site is one, and from any 6-coordinated site an even number (2np6).

We use the convention that every dice bond is oriented from the 6-coordinated to the
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3-coordinated site, and write:

(Vp3) Ep3q =-1
qEP3

(Vp6) E Ep6q = 2nP6 (4.6)
qEp6

Interpretation of this Gauss' Law is that there is a fixed background charge -1 on

every 3-coordinated dice site, and a number 0 < np,, 3 of charge 2 bosons on every

6-coordinated site. The charged bosons are independent degrees of freedom living on

the 6-coordinated dice sites. Formally, they emerge because the dice lattice dimer

model is not hard-core.

Dynamics of the fields and particles can be easily formulated if the Hilbert space

is expanded to allow arbitrary integer strength of the electric field, and arbitrary

particle occupation. Promoting Epq and np6 into free integers between -oo and +oo

makes it easy to write the creation and annihilation operators: exp(+iApq) for the

field lines, and exp(+iip 6 ) for the particles. The vector potential Apq and the boson

phase SOP6 are conjugate angle operators to the electric field Epq and particle number

np6 respectively:

[Apq, Epq] = [pP6, np6] = i. (4.7)

After the Hilbert space has been expanded, we must at least introduce a large energy

cost to all "unphysical" states, so that the low energy physics will still correspond to

the dimer model (4.4). This is achieved in the large U limit through the following

new term in the Hamiltonian:

H E = U (E(q) - U E;+ const. . (4.8)
(PQ) (pq)

The term linear in electric field is a global constant, since it expresses the fixed total

number of dimers on the dice lattice (in the least frustrated states).

Now we formulate dynamics of (4.4) in the U(1) language. The two processes

of interest are shown in the Fig. 4-5. Recall that every dimer means E(pq) = 1, and
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r3 r3

P6X q6 < > 6 )q 6
S3 83

(a)

r3 r3

P6 q6 > P6< > q6
B3 83

(b)

(a) Number of dimers emanating from every site is preserved; (b) a pair of dimers is ex-
changed between two 6-coordinated sites.

Figure 4-5: Elementary processes on a dice plaquette that preserve the minimum
frustration

every vacancy E(pq) = 0, and that np6 is the number of dimer pairs emanating from a

6-coordinated site. Therefore, we can easily exploit the dice bond orientations, and

arrange the creation and annihilation operators to describe the allowed dimer flip

processes (a) and (b) shown in the Fig. 4-5:

(a) v exp(iA(p 68 3)) exp(-iA(q 6 3 )) exp(iA(q6 r3 )) exp(-iA(p 6r3)) + h.c.

= 2 cos(Ap68 3 + A83q6 + Aq6r3 + A4r3P6) (4.9)

= 2cos q ,

(b) - exp(iq 6) exp(-ip 6) x

x exp(-iA(p6 3)) exp(iA(q6 S3)) exp(iA(q6r3)) exp(-iA(p,6 r3 )) + h.c.

= 2 cos(q 6 - P6 - P63 - A83q6 + Aq6r3 + Ar3 6) (4.10)

= 2 cos (Pq6 - (PP6 + 'P6q6 E 6(pq)Apq 

Pq

In the last lines of these expressions the sums are taken around a plaquette in the

counter-clockwise sense; this is the lattice circulation, or the curl. Expression (4.9)

is the usual "magnetic" energy, while expression (4.10) is boson hopping between
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(ij) E(pq) take the value -1 on the emphasized bonds, and +1 on all other bonds.

Figure 4-6: Special bond signs on the Kagome and dice lattices

neighboring 6-coordinated sites. In this thesis we will not use a more conventional

form of particle hopping that involves an "integral" of the vector potential along

only one path between the two sites. In the equation (4.10) we have introduced

two new symbols: e(pq) and ~Tp6q6 The former is needed to correct the signs of Apq

that appear in the circulation. Note that the signs have been altered with respect to

the ordinary circulation in (4.9) only on one of the two paths that connect the two

6-coordinated sites. This allows us to choose E(pq) as shown in the Fig. 4-6. The other

symbol, p6q6 is needed to ensure that expression inside the cosine of (4.10) transforms

properly when the sites P6 and q6 are exchanged. This is a new vector, defined on the

triangular lattice formed by the 6-coordinated dice sites, or equivalently the centers

of the Kagome hexagons. Since it takes values ±1, it defines bond orientations shown

in the Fig. 4-7. Notice that 1
7p6q6 must be related to e(pq): if one takes a closer look

at the cosines in (4.10), one can see that when the boson hops from P6 to q6, the

circulation starting from P6 must first go through the e(pq) = -1 bonds. When this is

satisfied for the counter-clockwise circulation, T p6q6 should be +1, otherwise it should

be -1. Exactly this is achieved by relating 7 and E vectors as shown in the Fig. 4-7.

Finally, we can summarize the compact U(1) gauge theory on the dice lattice.

The Hamiltonian is:

H=U]EE2q F E[COs EApq +cos (Pq6-PP6 +9p6q6 E(pq)Apq ,(4.11)
(pq) o pq
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(a) (b)

Bond orientations represent 77p6q6. Dice and Kagome bonds with E(q) E(ij) =-1 are
emphasized. Notice in (b) that every triangular lattice bond contains one Kagome site.

Figure 4-7: Bond orientations of the triangular lattice formed by the Kagome hexagon
centers

and the Hilbert space is constrained by the Gauss' Law:

(VP3) Ep 3q=-1,
qEP3

(Vp6 ) Ep 6 q = 2np6 + 2. (4.12)
qEp6

For convenience that will become apparent later, we have shifted np6 by one in the

bottom expression (this sets to zero the total background charge on the lattice). In

the limit of U oo this Hamiltonian is an exact rewriting of the effective theory

(4.4). For finite and large U, one perturbatively obtains a theory as a r/U expansion

that introduces dimer flip processes on larger loops. This physically corresponds to

further-neighbor and multiple-spin exchange that would be also generated by not so

small F in the original spin model (4.3). Owing to this approximate correspondence

between finite U and larger F, we might have means to qualitatively see some trends

beyond very small r/J.
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4.2.2 Duality Transformation

The path-integral corresponding to (4.11) describes a (2+1)D electrodynamics. All

fluctuations are constrained by (4.12). The action will contain a usual Berry's phase

(we will omit the time index):

7( ')TpP6) , (4.13)SB = -i (E ~pqAEpq + E (Pp6 ATnp6) (4.13)
(pq) P6

and a potential energy part:

Spot = UT E E 2q (4.14)
r (pq)

where Jr is imaginary time increment. The kinetic energy, which involves the cosines

in (4.11), can be brought to a more tractable form by applying the Villain's approx-

imation. Two new fields will appear and play a significant role: magnetic field scalar

Bi that lives on the Kagome sites dual to the dice plaquettes, and particle current

jp6q6 that lives as a vector on the triangular lattice bonds. Both will be integer valued,

reflecting the compactness of the U(1) gauge theory, and fluctuations of both will be

suppressed by the scale g = log(F6-r/2) . They take part in the action as follows:

Ski = E 9 ( Bi + E 6q6 ) (4.15)
P6q6)

+ i Bi Apq+i Z jP6q6 'Pq6 - P6 + P6q6 E 6(pq)4pq·
Pq (P6q6) pq

After writing this, the angles Apq and q P6 can be formally integrated out. Fluctuations

of the boson phases Vcp6 will give rise to the particle current conservation law:

(VP6) A7np6 + E Jp6q6 = 0. (4.16)
q6 EP6

Fluctuations of the vector potential will give rise to the Maxwell's equation for the

magnetic field curl: Apq is coupled to the magnetic field Bi, and current Jp6q6 in
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(4.15), as well as the time derivative of the electric field Epq in (4.13), which is the

"displacement" current. However, this equation will take an unusual form, because

the particle and displacement currents formally live on different lattices. The easyest

way to derive it is to rewrite the terms in which Apq appears using the Kagome lattice

notation. For this purpose, let us note that the particle current p6q6 is related to the

triangular lattice bond variable j 6 q6) by: p6 q6 = 7p6 q6J(p 6 q6 ), which in turn can be

regarded as actually living on the sites of the Kagome lattice (see Fig. 4-7). Therefore,

we can label j(p6q6) as ji, where i is the Kagome site that sits on the triangular bond

(P6q6). From (4.13) and (4.15) we have:

ApqArEpq -ijA7Eij
hi

Bi CApq B,)jAi (4.17)

pq jEi

The vector potential fluctuations set to zero the sum of everything coupled to 

The vector potential fluctuations set to zero the sum of everything coupled to Aij on

every Kagome bond (ij). This is the Maxwell's equation:

(V(ij)) AEj = Bi - Bj + e(ij)(ji -jj) (4.18)

Once the phase and vector potential fluctuations have been integrated out, the re-

maining action contains only integer valued fields:

S=g[E(B 2+ j2)+ EE?], (4.19)
r i (ij)

whose fluctuations are subject to the constraints (4.12), (4.16), and (4.18). For

convenience, we have chosen the imaginary time increment 6 such that g = U6r;

this will not affect the low energy physics, at least for large U.

Now we can proceed by solving the constraints. To this end, we want to completely

switch back to the Kagome lattice. The duality transformation that follows had been
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worked out in two typical cases. (a) If the compact U(1) gauge theory contains no

charged particles, then the dual theory is an integer-valued height model. (b) If the

particles and the electric field live on the same lattice, then the dual theory has a

non-compact U(1) gauge structure, and a charged matter field [70]. The case (a)

emerges from the hard-core dimer models on bipartite lattices, while the case (b)

has been proposed as an approximate description of the hard-core dimer models on

non-bipartite lattices. Our case is somewhat in between. It turns out that the dual

theory for our case resembles the height model.

It is convenient to redefine the magnetic field and current as time derivatives of

two integer-valued "height" fields, Xi and Ai:

Bi = Xi , i = A,,Ai. (4.20)

Now, by introducing a Ap 6 q6 vector analogous to jp6 q 6, we can write solutions of the

current conservation (4.16) and Maxwell's equation (4.18):

nP6 + E Ap6q6 = 0, (4.21)
q6 EP6

Eij = Xi - Xj + e(ij)(A - j) + (ij, (4.22)

where (ij is an integer that does not vary with time, and will be determined by

substituting this expression into the Gauss' Law (4.12). For consistency, let us first

rewrite the Gauss' Law using the Kagome lattice labels:

2P3

(VAP3) E Ei = 1,
ij

P6

(VoP6) Eij = -2np6 - 2. (4.23)
ij

The electric field divergence on the 3 and 6-coordinated dice sites in (4.12) transforms

by duality into the lattice curl on the Kagome triangles and hexagons respectively.

127



Taking curls of (4.22) will annihilate Xi on all Kagome plaquettes, as well as Ai on

the Kagome triangles, since (ij) is fixed on every triangle (see Fig. 4-6). However, Ai

will not be annihilated by the curls on the Kagome hexagons. One can easily show

that:
OP6

E(ij)(Ai- Aj) = 2 E AP6a6 X (4.24)

ij q6EP6

which in turn is equal to -2np6 according to (4.21). Consequently, the equations

that (ij must satisfy are:

4P3

(VAP3) C(ij = 1,

OP6

(VOp6) (ij = -2. (4.25)

There are many possible choices. In order to reveal them more tractably, let us use the

Kagome bond orientations in Fig. 4-4, and switch to the appropriate bond scalars C((ij)

(notice that the counter-clockwise circulations coincide with the bond orientations on

the triangles, but not on the hexagons):

ZP3

(VAP3) E (i) = 1,
(ij)
OP6

(VOp6) ((ij) = 2 . (4.26)
(if)

If we decide to use only values 0 and 1 for ((ij), and visualize the value 1 as a dimer,

we see that every triangular plaquette must hold one dimer, and every hexagonal

plaquette two dimers. One such configuration is depicted in the Fig. 4-8. The other

possible configurations need not be periodic on the lattice, but "breaking" of the

translational symmetry is unavoidable as long as ((ij) are integers.

This concludes solution of all the constraints (4.12), (4.16), and (4.18). The

final lattice field theory describes fluctuations of the two integer-valued height fields
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X X X XXxx)xxxx

x 'x x x
Every dimer represents ((ij) = 1, and vacancy ((ij) = 0.

Figure 4-8: One characteristic and periodic configuration of background field

on the (2+1)D Kagome lattice. We obtain the action by substituting (4.20) and

(4.22) into (4.19):

= g E[ ((A,i)2 + (AAi)2) + E (Xi -Xj + e(ij) (A - Aj) + (j) 2] . (4.27)
r i (ij)

4.2.3 Degeneracy and Fluctuations

Before proceeding with analysis of fluctuations in the lattice theory (4.27), we have

to reveal several of its important properties. We begin by finding all configurations

of integer-valued Xi = X °) and Ai = A °) that minimize the action. Clearly, X(°) and

A °) should have no time dependence. However, in terms of spatial variations, there

will be a large degeneracy. Let us define:

ij = X - X ) + (ij)(AP O) - A0)) + i. (4.28)

At a saddle-point, the action reduces to the sum of ~} on all Kagome bonds. The

constraints that ij must obey can be extracted by tracing back 6ij to Eij. Recall

that this lattice field theory describes a particular soft-core dimer model in which

E(ij) = 1 represents a dimer. Therefore, the action will be minimized for all allowed

dimer coverings of the Kagome lattice, by taking (ij) = 1 for a dimer, and 0 for

a vacancy. There will be one dimer on every Kagome triangle, and an arbitrary
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even number of dimers on every Kagome hexagon. Note that every action minimum

corresponds to two least frustrated spin configurations of the Kagome Ising model

(4.3), which are related to each other by the global spin flip.

Shifting the height fields by X) and A °) allows us to study fluctuations about a

particular saddle-point. The action takes a more general form:

S = g [Z((A,xi)2 +(a 2(T)2) + (Xi - Xj + (ij) (i - Aj) + j) (4.29)
T i (ij)

After "summation by parts", we can write it in a matrix form:

S = E E [2Xi E ij + 2Ai (i)ij (430)
i jEi jei

+Xi (6Xi -(Xi,r+l + Xi,r-i) - E(Xj + e(ij)A))
jEi

+Ai (6Ai - (Ai,+l + Ai,-) - (A + e(ij)X))]
jEi

= TCX + (XT + (TX) .

We have dropped the term (ij) 2j since it evaluates to a constant (total number

of frustrated bonds) in all minimally frustrated states. Vectors X and ~ are defined

on the entire lattice, and have two components per Kagome site (grouped within

brackets in the following representation):

X = ["' (x)i, (x, (X, )i ( (4.31)

= [ E I(ij)j i ]
jEi jEi i

It is crucially important to understand properties of the saddle-point vectors .

and the coupling matrix C. They follow in a straight-forward manner from (4.30)

and (4.31), but due to tediousness of algebra, we deffer derivation to the Appendix

D. Here we will only summarize results:
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* all saddle-point vectors S have the same norm:

~T = const.; (4.32)

· all saddle-point vectors 5 are degenerate eigenvectors of the coupling matrix C:

C = 6 . (4.33)

In fact, the coupling matrix C is completely dispersionless: its eigenvalues have

only frequency dependence, and no dependence on spatial wavevectors. If the height

fields were real instead of integer numbers, there would be six localized bare modes

per Kagome lattice unit-cell. Two would be "gapless" (zero eigenvalue at zero fre-

quency) and degenerate, while the other four would be "gapped" and degenerate.

The "gapless" bare modes are actually unphysical, and merely a redundancy of the

state representation in terms of the height fields. Exciting them at arbitrary places

and frequencies does not affect at all the only physical quantity in the problem, the

bond energy Eij (see Fig. 4-9). Their existence can also be confirmed by counting

arguments: there are six bond variables (Eij), and two constraints on the Kagome

triangles (Gauss' Law) per unit-cell, leaving only four independent variables per unit-

cell. Also note that because of (4.33) the gapless bare modes do not couple to the

saddle-point vectors in (4.30). In other words, they behave much like some "gauge"

degrees of freedom.

The lattice theory (4.29) that we want to analyze is very similar to the simple and

well understood integer-valued height model. In 2 + 1 dimensions the height model

is known to order and give a "smooth" phase. This means that fluctuations of the

height field Xi are such that the average ((Xi-Xj) 2 ) does not diverge as the sites i and

j go far apart. The question that we now ask is whether the Kagome double-height

theory (4.29) also lives in a "smooth" phase, and what kind of lattice symmetry

breaking (if any) is obtained. We will try to find answers in a fashion inspired by

the Reference [71]. First we investigate which microstates (among those that mini-

131



mize action) are entropically selected by quantum fluctuations. Such microstates are

most frequently visited by the system as it fluctuates. If we somehow found that

the preferred microstates possessed long-range order, then we would have to verify

whether that order is truly stable against fluctuations. Note that the formal lack of

dispersion in the coupling matrix C does not automatically signal localization, and

hence the "rough" phase: the bare modes are strongly interacting in order to give

only integer-valued height fields on all sites.

Finding the microstates that are most frequently visited by the system is an

extension of the standard mean-field approach. If there were no frustration, the

most frequently visited microstate would be the one that minimizes energy (action).

However, in presence of frustration and classical ground-state degeneracy, entropical

effects play a role, and the appropriate quantity to minimize is "free energy". We are

looking for a way to visualize the pattern of possible lattice symmetry breaking that is

selected by fluctuations. Since a long-range order would unavoidably imply existence

of a static order parameter, we can consider a quantity which reflects whether the

system spends an extended amount of time in a neighborhood of some trial microstate

e-F() c E (?, ')eS(') . (4.34)
1I'

(a) (b)

The pairs of numbers in the figure indicate all non-zero values of (Xi, Ai) that constitute a
redundant integer-valued field configuration (up to a multiplicative integer constant). One
can easily see from (4.22) that arbitrary superposition of these configurations does not
affect the bond energy Eij on any bond. (ij) is -1 on the bonds of the shaded triangles,
and +1 on the other bonds.

Figure 4-9: Unphysical fluctuations in the lattice field theory
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The neighborhood of the trial microstate 4' is specified by the positive function

90(,, 4"): it should be largest when 4' = -l, and monotonously decrease when the

number of local differences between the microstates and 4" increases. Physically,

F(4') is the "free energy" associated with fluctuations from the vicinity of the mi-

crostate ', and we seek the "mean-field" state 4' that minimizes it. There is a variety

of choices for the neighborhood function that would yield the same (and correct)

microstates at the minimum of free energy, especially in the systems with discrete

degrees of freedom (although at present there is no exact criterion for making a good

selection).

There are two ways to relate the procedure outlined above to more conventional

ways of thinking. First, the expression (4.34) is calculation of a complicated re-

sponse function. The system is probed by non-local probes that couple to entire

microstates and detect arbitrary-ranged spatial and temporal correlations. If lattice

symmetries are spontaneously broken, the system will respond most noticeably to the

probe that matches the symmetry breaking pattern. Alternatively, one can calculate

some correlation function of local operators and detect long-range order, but in our

Kagome problem such a standard approach turns out to be much more difficult when

discreteness of fields has to be taken into account. Second relationship relates the

"free energy" to probability amplitudes of quantum states. In frustrated systems

we analyze how the degeneracy of minimally frustrated states is lifted by quantum

fluctuations, that is by off-diagonal perturbations which mix such states. The result-

ing ground-state wavefunction may be a superposition of many minimally frustrated

states. If some of these states were entropically selected by quantum fluctuations,

their probability amplitudes in the ground-state superposition would be larger (by

modulus). Their corresponding microstates (in the lattice field theory formulation)

would also have smaller "free energy". Therefore, the "free energy" is a rough indi-

cator of probability amplitudes. This can be seen more formally if the probability

amplitude a of a state is calculated from the imaginary-time (or finite tempera-
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ture) path-integral:

lal 2 = tr(efdT - L)(l) oc E (I '(0a(T))2e- s('(T)}) (4 35)

The overlap (IV'(0o)) 12 in the path-integral plays a role of a very sharp neighborhood

function (and has its essential properties), so that this expression has a very similar

structure to that of (4.34). The only crucial difference is that here the overlap is

calculated for only one instant of time T0 (for which the operator Ii)(4l is specified

in the Heisenberg picture).

We now turn to our specific problem given by the action (4.29). Recall that

the saddle-point vectors correspond to static spin states. Since the action is ex-

panded about the saddle-point d in the expression (4.29), any non-zero values of the

height fields mean moving away from that saddle-point. This allows us to define the

neighborhood function 0 in a soft, but controlled way:

0(4, ') = exp(-gm 2X T X), (4.36)

where m2 is a tunable parameter that controls the neighborhood size. Then, the free

energy of a state is:

e-F() -= Z e-S(x;) , e-g[TCX+(XT+Tx)+m2xTX] (4.37)
X X

Without the "mass" term m2 the free energy would not depend on the saddle-points,

because mere shifts of variables in the path integral that leave the action invariant

would switch between them. This addition to the theory does not alter its funda-

mental properties. The physical bare modes are "gapped" to begin with, and the

mass only changes the gap in the coupling matrix. On the other hand, the "gapless"

unphysical bare modes do not couple to the physical degrees of freedom, and giving

them mass is only a convenient way to handle them (integrate them out). Also note

that the neighborhood function does not alter symmetries and the nature of disper-
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sion in the action, and thus cannot introduce unwanted effects at the neighborhood

boundary.

We can make progress in two limits: very small and very large coupling constant

g. For g < 1 the summation over integer fields X in (4.37) can be approximated by

an integration:

e-F(4) j Dxe - S(x ;) c exp [g+T( + m2)-l] . (4.38)

However, since all saddle-point vectors are degenerate eigenvectors of the coupling

matrix (4.33) and have the same normalization (4.32), the free energy will have no

dependence on the saddle-points.

It is instructive to compare this calculation with the appropriate sine-Gordon

theory (which was used for a similar problem in Reference [71]). An alternative

procedure to the one shown here is to soften the integer-valued height fields Xi and

Ai by adding sine-Gordon terms -y cos(2rXi) and -y cos(27rAi) to the action (4.29).

This formulation is useful for renormalization group arguments that establish stability

of ordered phases. However, the only tractable approach for finding entropically

selected states is to Taylor-expand the sine-Gordon terms. If expansion is terminated

at quadratic order (as was done in Reference [71]), one obtains precisely the free

energy in the small-g limit (4.38), with gm2 = 2r 2-y. Unfortunately, as we have

seen, this does not yield any entropical selection of states in the Kagome problem.

Therefore, one must explore what happens when quartic and higher order corrections

are included in expansion of the sine-Gordon terms. In fact, we will be able to include

all such corrections at once in the following calculation in a large-g limit.

For gm 2 1 it is convenient to perform the Poisson re-summation in (4.37). Let

us introduce a vector it with integer components 14k) (k = 1, 2), and write:

eF() =E X exp [-S'(X; )-ir(IzTX + X T)]

c Eexp[g ( +u (C + m 2')-l ( + ]g .
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This expression simplifies considerably due to (4.32) and (4.33):

7r2 ir
e F() oC exp [-- T(C + m2)-l (TE + T)] (4.39)

Note that we could also add an explicit "vortex core" term u/ T/1 to the free energy.

It would soften the integer-valued constraints for the height fields, and yield a sine-

Gordon theory in the large u limit. Doing this would be useful if we needed to discuss

stability of phases, but for the purposes of present problem this will prove to be

unnecessary. The smallest eigenvalue of the matrix C + m2 in the last equation is

m 2 . Therefore, in the limit of gm 2 » 1 (and u < 1), the only rapidly varying part

of the exponent on the right-hand side is the purely imaginary part. We can easily

understand the oscillatory effect that it induces as long as m 2 < 1. First, note that

components of the saddle-point vectors 5 always have integer values: all possibilities

are shown in the Table 4.2. Then, we can decompose the integer-valued components

of the vector /z into two parts:

uk) = 6M k) + 6 k 6(k, ) E {0...5) . (4.40)

Since the quadratic part of the exponent in (4.39) varies only very slowly, we can

neglect fluctuations of 6/L in it. Similarly, since m 2 < 1, we can neglect fluctuations

of M in the oscillatory part (they approximately contribute a 27r x integer phase).

We approximately have:

eF(4) oc exp[-- (6) 2 AT(C + m2)- + 6 2( +TSp)] (4.41)

Clearly, the oscillatory part will give rise to a destructive interference for every non-

zero component of the saddle-point vector ~ (yielding factors of the order of m2 , or

(gm 2 )- 1 in the path-integral weight). In order to minimize the free energy F(~),

the saddle-point vector should have as many zero components as possible. The
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appropriate quantity to consider is:

np = 2no + na, (4.42)

where na, nb and n¢ are respectively the total numbers of the A, B, and C type sites

from the Table 4.2 in a saddle-point vector. Configurations that maximize np are

preferred, and entropically selected by fluctuations.

Simple algebra can be worked out to find np. The total number of Kagome lattice

sites is:

n, + nb + n = N, (4.43)

while the total number of dimers in a least frustrated state is:

1 2N
I(2n + nb) = 3 (4.44)

since one dimer sits on every Kagome triangle, and the triangles share corners instead

of bonds. Combining these two equations we find:

N 2N
na = +nc, nb= 3 2n, . (4.45)

3 3

In order for all n, nb, and nc to be positive and smaller than N, n, must be bounded

between 0 and N/3. We see that np is maximized simply when the number of C-sites

is maximized, which means: na = 2N/3, nb = 0, nc = N/3. Note that the preferred

configurations also have the maximum number of flippable spins, whose flipping costs

no energy. Every A-site is a flippable spin, because the numbers of frustrated and

unfrustrated bonds emanating from it are equal (flipping a spin toggles bond energy

on every emanating bond). Some untypical preferred configurations are shown in the

Fig. 4-10.

The total number of preferred configurations is macroscopically large. This can

be demonstrated by observing that they map to the hard-core dimer coverings of the

honeycomb lattice. The preferred configurations have only A and C type sites. Two
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IA,1XA2 IBzICZ
E ij ±2 0 ±1 0

e(>i)o(iij 0 2 ±i1 

All possible local configurations of dimers (frustrated bonds) at the saddle-points, and the
corresponding values of the saddle-point vector components. The site i sits at the center of
the bowtie, and may be of type A (two varieties), B, or C. Description of the saddle-points
in terms of dimers is given in Section 4.2.3.

Table 4.2: Site classification

XXXX
(XXX)

(a) (b)

Two periodic (not typical) preferred dimer configurations (with maximum flippability).
Every site with two dimers emanating from it holds a flippable spin, and only every third
site holds an unflippable spin.

Figure 4-10: Examples of preferred states

C-sites cannot be neighbors, but their number should be maximized, so that every

C-site can be represented by a dimer on the corresponding honeycomb lattice bond,

as depicted in the Fig. 4-11. A transition graph can be found by overlapping any

two honeycomb lattice dimer coverings, and it consists of isolated loops, the smallest

having six honeycomb bonds. Therefore, the preferred configurations on the Kagome

lattice are only locally different from one another, and may be transformed into one

another by flipping six or more flippable spins (one at a time).

4.2.4 Disorder-by-Disorder

The conclusion so far is that the maximally flippable states may be entropically

selected by fluctuations, to smaller or greater extent depending on the value of g. If

we naively traced back connections between g and the parameters of the original spin
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Maximally flippable states map to the honeycomb lattice hard-core dimer coverings. The
Kagome triangle centers form a honeycomb lattice whose bonds go through the Kagome
sites. For every Kagome bowtie with a C element from the Table 4.2 put a dimer on the
honeycomb lattice.

Figure 4-11: Maximally flippable states

model, we would find that, generally speaking, smaller g describes stronger further-

neighbor and multiple-spin exchange processes.

In principle, the maximally flippable states will be mixed together in the ground

state, since it takes only local fluctuations to change between them. Our findings

so far have included only effects of "small" fluctuations about various saddle-points.

Even though a smaller value of m 2 can always be chosen to expand the scope of

included fluctuations, too small m 2 may invalidate the approximations that made

the calculations possible. Hence, certain "large" fluctuations are beyond reach of

this formalism. Precisely these fluctuations decide whether the maximally flippable

states are evenly mixed with all other states or not. If they are, the ground state

is chaotic and disordered. The only chance for a valence bond order is if something

suppressed the fluctuations into all but the maximally flippable states. Then, the

effective degrees of freedom would be only the honeycomb lattice dimer coverings,

and their local dynamics would yield a plaquette dimer long-range order typical of

dimer models on bipartite lattices. It is our goal here to determine whether such

long-range order might be stable.
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There are several arguments that can be made in favor of the disordered phase.

The first thing to observe is that the minimum of the free energy is extremely widely

and evenly distributed over a large number of disordered states (mappable to the

honeycomb lattice dimer coverings). This means that the system does not spend

much time fluctuating near any particular one of them, likely ruling out a static order

parameter, and thus lattice symmetry breaking. Secondly, due to the degeneracy in

the action, it is possible to make local field changes that correspond to flipping a

single spin without paying energy on the spatial links. Since such small fluctuations

of the flippable spins are energetically controlled only along one dimension (imaginary

time), there is nothing to stop them from proliferating. This would be true even if the

"smooth" phase were obtained in the "height" action: the macroscopic degeneracy

due to geometric frustration allows many spatially different patterns that break the

"height" symmetry. In fact, every least frustrated state has a macroscopic number

of flippable spins (see from (4.45) that na > '). Therefore, there is no mechanism

to suppress fluctuations into any possible least frustrated state. Note that for all but

the maximally flippable states to be suppressed, the only favorable flipping processes

would have to simultaneously involve at least six spins (dimer flip on a honeycomb

lattice hexagon).

Another consequence of abundant single-spin fluctuations is absence of magnetic

order in the ground state. In our problem this also contradicts possibility of the

valence bond order, since it would be accompanied by a net Ising moment. All

maximally flippable states have macroscopic magnetization M = ±N. To see this,

note in the Fig. 4-10 that all flippable spins (A-type sites) must be aligned, since they

are connected to each other either through one frustrated bond (dimer), or through

two unfrustrated bonds.

It is apparent by now that all minimally frustrated spin configurations are mixed

into the disordered and featureless ground state. The correlations are short-ranged

since there is a macroscopic number of flippable spins in every least frustrated state,

making the spins virtually independent. A property that distinguishes the Kagome

from the other lattices is the formal lack of dispersion in the lattice field theory. We
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interpret this as a signal that excitations are very heavy or perhaps even localized

(exactly true in the small-g limit). Indeed, strictly short-ranged spin-spin correlations,

consistent with very undispersive modes, have been observed in the Monte Carlo

simulations [67, 68].

4.2.5 Variational Wavefunctions for the Ground and Excited

States

The analysis of the lattice field theory has yielded two essential results that can help

us sketch the ground and excited states of the Hamiltonian (4.4). They are: a)

no symmetry is spontaneously broken, b) excitations have localized character (very

large effective mass). We use the free energy F(C) from the previous section as a

rough indication of the probability amplitudes that different dimer configurations

have in the ground state. The ground state is a smooth superposition of all possible

configurations I/) of frustrated bonds:

10) = ay) . (4.46)

The amplitudes of the similar states are roughly equal in magnitude. This is required

in order for two states different by a single spin flip to give a large matrix element

(1I (-rS)1 2) and yield a significant energy gain. However, the amplitudes depend

on flippability of the states 4+). The state with a larger number of flippable spins will

have a larger probability lai,l2 .

Due to a very localized nature of excitations, we can say that the physics of this

model is very similar to the physics of completely disconnected quantum spins in

transverse field, for which all eigenstates are known. Although the actual flippable

spins interact, their interaction seems to be largely inconsequential. This suggests

that many good variational wavefunctions (for ground and excited states at Fr Jz)

can be obtained by a simple Gutzwiller's projection: take the states of the non-

interacting Kagome spins in a transverse field and project them to the manifold of
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least frustrated states. All excitations are gapped, and the gap is F.

Finally, we recall that this disordered quantum phase does not have topological

order in the original spin model. Clearly, it is stable against small higher order

perturbations in F/Jz. In fact, it obtains for all values of the transverse field F,

without any intermediate phase transitions [26, 67, 68].

4.3 XXZ Model and Heisenberg Model With Easy-

Axis Anisotropy

In this section we analyze the XXZ model on the Kagome lattice, and its extensions:

H = J' SZS + JL(S"Sx + SS , (4.47)
(ij) (ij)

with Jz > 0, and IJ±I < Jz. The analysis will closely follow that of the transverse

field Ising model in Section 4.2, and rely on the notation and conventions defined

there. Many similarities will be encountered, except that the formalism will be of

greater complexity. One apparent difference, however, is that the total magnetization

in z direction is a good quantum number in this model.

In order to make connection to the isotropic Heisenberg model, which is our pri-

mary motivation, we will attempt to calculate with J± > 0. This will give rise to a

Berry's phase in the path-integral formulation, which in turn creates a well known

"sign problem". Our calculations ultimately rely on absence of the "sign problem",

so that they can be rigorously performed only for JL < 0 (which is an interesting

problem in its own right, describing repulsive hard-core bosons). However, we will

provide strong arguments that the actual sign of J1 does not matter when it comes to

how the lattice symmetries are spontaneously broken. The argument will be partially

based on the form that the Berry's phase takes in the path-integral.

As before, we begin by considering an effective theory that describes the physics
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at the energy scales well below Jz:

Heff = J_2 Po(SSJ + S.s )Po ( )* (4.48)
(ij)

This theory lives in the Hilbert space spanned by the least frustrated states of the pure

Ising model, and Po is the projection operator to this space. It describes dynamics of

the flippable spin-pairs on the Kagome lattice bonds. In order for a pair of spins to

be flippable, the spin configuration must be minimally frustrated before and after the

pair is flipped. Note that this automatically requires that the two spins be antialigned

(Fig. 4-12). The effective theory can again be expressed as a soft-core dimer model

in the same Hilbert space as the one that described the TFIM model, but with more

complicated dynamics. We will reformulate it as a U(1) gauge theory, derive a dual

lattice field theory for it, and explore the possible phases. This time we will find a

valence bond crystal and a spin liquid.

4.3.1 U(1) Gauge Theory and Duality Transformation

The only difference between the XXZ effective dimer model and that of the TFIM

model (4.4) is that now the elementary loops on which the dimers can be flipped

enclose two dice lattice plaquettes, instead of one (since two spins are flipped at a

time). There are four such processes, and they are shown in the Fig. 4-13.

The U(1) gauge theory is built the same way as in Section 4.2.1. The electric

field and the charge-2 bosons, whose fluctuations are controlled by the Gauss' Law

(4.12) and the potential energy (4.8), represent low energy degrees of freedom. The

new form of the kinetic energy can be easily obtained by comparing the two-plaquette

processes in the Fig. 4-13 with the single-plaquette processes in the Fig. 4-5. The two

Figure 4-12: Flipping a pair of aligned spins creates extra frustration
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q6 q6

P6 L P6 R P6LI-P6a

(a)

q6 q 6

P6L P6 R P6L P6R

(c)

q6 q6

P6 L P6 11 P6 L 3 R(b)

(b)

g16 16

P6L , P6R P6L e 6R

(d)

Minimum of frustration is achieved if there is one dimer emanating from every 3-coordinated
dice site, and an even number of dimers emanating from every 6-coordinated site. Dashed
arrows show between which two 6-coordinated sites a pair of dimers is exchanged (charge-2
boson hopping in the U(1) gauge theory). These processes preserve global Ising magneti-
zation: the bond between the two plaquettes is always unfrustrated.

Figure 4-13: Four possible processes that keep frustration at the minimum

Hka) = J E cos(hq 3 )) , aEa, b, c, d}kin cy-~ (q6 43)

h(a)h(q6q) = (q6q3) Apq + (q6q3) E 4pq
pq Pq

h(b)
(q6q3) -= (q6q3) E Apq + (Pq6

Pq

h(cq) = ((~P6L

h(q6q3 ) ((P6L

- (Pq6) 7 q6P6L +

- Pq6) T7q6P6L +

- P6R) 7P6Rq6 + E Z(pq) q
pq

pq ~Pq
-E(Pq)pq) + (Pq6 PPR)P6Rq6
pq

Kinetic energy operators corresponding to the processes in the Fig. 4-13. Notation for the
sites is defined in the figure: (q6q3) is the bond shared between the two dice plaquettes, while
P6L and P6R are the bottom 6-coordinated sites on the left and right plaquette respectively.
Only the bonds with arrows are included in the sums.

Table 4.3: Kinetic energy operators in the XXZ U(1) gauge theory
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single-plaquette processes consistent with the low energy physics can be combined

in four different ways to give the allowed two-plaquette processes. In combining

them, the middle bond (q6 q3 ) is flipped twice, so that there is no net change on it.

This gives us operators in the Table 4.3. Argument of each cosine is the sum of two

corresponding single-plaquette circulations and boson hopping(s) from the expressions

(4.9) and (4.10), but multiplied by the factors of r(pq) and e(pq) in such a way that

contribution of the central bond (q6q3) is properly canceled out. Then, if we label the

four processes by a = a, b, c, d, the U(1) effective Hamiltonian is:

H = U E + EH ) . (4.49)
(pq) a

The U - oo limit is an exact rewriting of the effective dimer model, while a finite

U introduces various new dynamical processes, defined on larger dimer loops (spin

clusters), but consistent with the global spin-flip symmetry of the XXZ model.

We proceed by writing the path-integral for the U(1) Hamiltonian, respecting the

constraints given by the Gauss' Law (4.12). The action will contain the Berry's

phase (4.13) and the potential energy term (4.14) as before. However, this time

the Villain's approximation will give rise to four integer-valued massive fields K(a)(pq)

(a = a, b, c, d) that live on the dice lattice bonds, and couple to the arguments of

cosines h(a ) from the Table 4.3:
(pq)

Skin -= ~ [g ( (pq), -[K~)' (P) + h(pq}) + 7r .
Skin = (pq) (pq) ( q)

(pq) a

An additional Berry's phase i7rK(p) appears because the coupling Jo is positive.

It is again possible to define the magnetic field Bi and the particle current jp6q6. The

magnetic field couples to the plain plaquette curl of the vector potential, while the
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current couples to the boson hopping:

Skin -= ' [g(K(°t)) 2+irK(1)) (4.50)
(pq) a

+Z [iEBi Z Apq +i i q6 (q6 - P6 + 7P6q (iPq)pq 4q)]
T i pq (P6q6) Pq

In terms of the fields K(), magnetic field and particle current (labeled by the Kagome

sites) are:

pi -q E @q) (pq) 2 q) 21 + (pqpq) 
Pq

i = (d) + K() + rlpqb) (4.51)
pq\2 (pq) I2 p (4(p q ) 51

Pq

We sketch the derivation of these equations in the Fig. 4-14 and its caption. Magnetic

field and the particle current are integer-valued fields, and the action is seemingly

reduced to the form that pertains to the TFIM model. When the vector potential

Apq and the particle phase P6 are integrated-out, the same current conservation

(4.16) and Maxwell's (4.18) equations are recovered.

4.3.2 "Sign-Problem" Can Be Avoided

We can again introduce the height fields Xi and Ai as in (4.20). For this purpose, it

would be convenient to express the K()) fields as time derivatives. Since the path-
(pq)

integral has a closed boundary condition in imaginary time, and ZE K()),r need not

be zero, we can generally write:

K(p) - A(p) + ka) (4.52){pq) - l(pq),r T,/3 (pq,

where the time dependencies have been explicitly shown ( -, oo is the "last" moment

of time). Ignoring for a moment the magnetic field and current terms from (4.50),
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(a) (b) (c) (d)

The goal is to associate Bi to the curl of Alpq, and ji to the curl of (pq)Apq. For each of the
four plaquette pairs in the figures (a) through (d), a counter-clockwise circulation (of Apq
or e(pq)Apq) is taken on the central plaquette, labeled by its dual Kagome site i. The fields

K(pa) on the emphasized bonds will be coupled to this circulation, and we simply collect
those coupled to the curl of Apq into Bi, and those coupled to the curl of E(pq)Apq into ji.
However, there is a small complication. Let us call a plaquette "left" or "right" according
to its position when the plaquette pair is rotated to point "upward" like in the Fig. 4-13.
Then, for the pairs (a) and (c), the plaquette i is "left", while for the pairs (b) and (d), i
is the "right" plaquette. The fields K(b) and K(c) couple to circulations of the different(pq) (pq) couple
quantities on the "left" and "right" plaquettes (see Table 4.3). Therefore, the "left" and
"right" must be distinguished. Notice that the oriented emphasized bond in the figures (a)
and (c) points from the 3-coordinated site toward the 6-coordinated site (pq = -1), and
the opposite in the figures (b) and (d) (r/pq = +1). This can be used to determine when the
circulation is made on the "left" or on the "right" plaquette, and this is the origin of the
0pq terms in (4.51).

Figure 4-14: Explanation for the derivation of equations (4.51)

the kinetic part of the action becomes:

in I Cg(·( · ·E [I(C) )+ 9((Cq) p)q + K (") )iK a>
(pq),a r=0

(pq),a Ser O

The field k(cp) was integrated out in the last line, and an emerging additive con-

stant was discarded. The boundary conditions in imaginary time now appear open,

and the extra Berry's phase, due to the positive J±, appears only at the boundary.

In fact, the Berry's phase is sensitive only to the parity of the integer-valued fields

at the boundary. Whenever fluctuations render this parity short-range correlated

along time, one may expect that the Berry's phase will not affect macroscopic prop-

erties of the theory. This will certainly happen in any disordered phase. However, it

can also happen in a "smooth" phase that describes a plaquette valence-bond order:
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macroscopic degeneracy created by geometric frustration allows many locally differ-

ent "smooth" states, and small fluctuations between them are extremely abundant,

especially on the corner-sharing lattices such as the Kagome.

Therefore, we will assume in the following that the Berry's phase shapes only

certain local properties of fluctuations, and neglect it for the purposes of discussing

the possible phases of the theory. The affected local properties can be revealed from

a microscopic point of view. Positive value of the coupling J in the XXZ model

(4.47) prefers the spin singlet formation on the Kagome bonds: T) - IT). If J±

were negative, the antiferromagnetic triplets would be favored instead: I H') + I T).

Note that at least due to the strong Ising antiferromagnetic interaction, the "true

ferromagnetic" nature of the negative J± would be suppressed. Macroscopic physics

of such triplet bonds must be very similar to that of the singlet bonds, because in both

cases every spin can be paired with only one of its neighbors. Even the same higher

order processes, such as the valence-bond movements on the closed loops, would be

preferred by either sign of J±.

Essentially, for certain purposes, "sign problem" that would be created by the

Berry's phase in a Monte Carlo calculation can be simply avoided by changing the

sign of J1.

Passing completely to the Kagome lattice notation, and neglecting the Berry's

phase, the action of the final field theory becomes:

S = 9 E E (A 2(ij) + (Xi- X + (ij)(Ai - Aj) + (ij) , (4.54)
T (ij) a

where the fluctuations of the height fields are constrained by the equations (4.51) in

the dual form:

Xi = Z e(uiQ (a) 1 - 7ij (b) + r +ij (c) )Xi ij) 2 (ii) 2 (ii)
jei

Ai 1(C) (C l+ ij (b) ) (4.55)
=( ,(j)+ 2 (ij) 2 (ij)

jEi
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((Cpot)(a) = (ij) (4Xi - (Xk + E(ik)Ak))+ 6(ij) (4x - Z(Xk + E(jk)Ak))
(i) kEi )+6i) kEj

(CP ) (bij) [=(4Ai- (Ak+ (ik)Xk)) +(ij)(4Xj - (Xk + E(jk))] ,jkEi kEj

(CpotK) ( = [e(i) (4Xi- Z(Xk + E(ik)Xk)) + (4j - E (Ak + E(jk)Xk))]~(i) kEi kEj
(Cpot) (d) = (4Ai- E(Ak + E(ik)Xk)) + (4Aj- E(Ak + (jk)Xk))

kei kEj

For the components of type (b) and (c), the sites i and j must be chosen in such a way that
the bond orientation is from i toward j.

Table 4.4: Action of the spatial (potential) part of the coupling matrix on the field
vectors

(0 = O(i) E ik + (ij) E jk
kEi kEj

{(b) =[E ()k + (ij) E1 jk

it j ) an £ (ik)&k + E s (jk) jk
ki kEj

For the components of type (b) and (c), the sites i and j must be chosen in such a way that
the bond orientation is from i toward j.

Table 4.5: Components of the XXZ saddle-point vectors

4.3.3 Degeneracy and Fluctuations

The action (4.54) resembles very much that of the TFIM model (4.27). However, it

could give rise to a very different physics. Certain kind of fluctuations are forbidden

by the action (4.54), and the remaining ones might be able to entropically select

some ordered state. The forbidden fluctuations are those that change the total mag-

netization of the Kagome Ising antiferromagnet. Mechanism for this is provided by

the constraints on the spatial configurations of Xi and Ai, which emerge from (4.55).

Natural degrees of freedom in this field theory are 'i(ij), and they live on the Kagome

bonds, reflecting the nature of XXZ perturbation.

Therefore, we will adapt the analysis of the TFIM model to these new degrees

of freedom, and write the action (4.54) in the matrix form. First, we note that the

action is minimized by the same height field configurations Xi and Ai as before. By
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shifting variables and expanding about a particular saddle-point, the potential part

of the action becomes:

Spot = 9 (Xi - Xj + (ij) (Ai - Aj) + i) , (4.56)
r (ij)

where ij has been defined in Section 4.2.3. Then, we apply the re-summation

formula:

ai E b(ij) = Z(b( ij)ai + b(ji)aj) (4.57)
i jEi (ij)

to the expressions (4.55), and substitute result in (4.30). This gives us a matrix

form of the action (4.54):

S TS = eTCe + (T~ + T) (4.58)
g

Components of the vector K are the ,(") fields. Structure of the coupling matrix in(ij)

terms of the natural degrees of freedom, and the saddle-point vectors are given in the

Tables 4.4 and 4.5 respectively.

Now, we repeat the analysis from the sections 4.2.3 and 4.2.3 in order to find the

effect of fluctuations. Crucial pieces of information are how the saddle-point vectors

are normalized, and how the coupling matrix acts on them:

* all saddle-point vectors 5 have the same norm:

~T = const.; (4.59)

* all saddle-point vectors t are degenerate eigenvectors of the coupling matrix C:

Ct = 36 . (4.60)

In full analogy to the TFIM case, the coupling matrix C is completely dispersionless.

There are 24 bare modes per unit-cell of the Kagome lattice (unit-cell has six bonds),

and all of them are localized. Only four of them have a non-zero eigenvalue at zero
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frequency (equal to 36), while the other 20 are "gapless" and unphysical fluctuations

(due to redundancy of representation).

4.3.4 Revealing the Long-Range Order

In the quest for potential order-by-disorder, we proceed in exactly the same fashion as

before. The XXZ model only brings a new complication: total Ising magnetization is

conserved. Every value of total magnetization defines a separate sector of states, and

fluctuations in the lattice field theory (4.54) cannot mix states from different sectors.

In principle, entropical effects of fluctuations should be investigated for every sector

separately. However, we only need to focus to the sector of zero Ising magnetization,

since the XXZ coupling clearly favors it.

We introduce the free energy F(S) of fluctuations about a saddle-point , and

search for the saddle-points that minimize it. For small g the same situation occurs

as in the TFIM case (see equation (4.38)): there is no entropical selection of the

saddle-points. Thus, a disordered ground state is obtained, which in the XXZ case

in fact has topological order, as will be argued at the end of Section 4.3.6. New

interesting things happen for large g. The free energy F(~) in the large g limit,

after the Poisson re-summation, is given by the approximate expression analogous to

(4.41):

eF( ) ocj exp [-- (36 MT(C + m2)A4 + 36 2 ( 6 + T6)] , (4.61)

where the integer Poisson fields z(z ) (a = a ... d), forming the vector , have been

decomposed as:

k(a) = 36M(( ) + ,
( ) , (a) E {0... 35 . (4.62)(ij) ' (ij) (ij) (ij)

The free energy is minimized when the saddle-point vector , given in the Table

4.5, has the maximum number of zero components. All other possible values of the

components S are integers and factors of 36, so that only the zero components avoid
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destructive interference in (4.61).

In order to discover which saddle-point dimer coverings are preferred and minimize

the free energy, we need to characterize them in terms of the local dimer configurations

at the Kagome sites, bonds and triangles. The Kagome sites have already been

characterized by the number of dimers emanating from them, in the Table 4.2.

All non-equivalent dimer arrangements in the neighborhood of a Kagome bond are

systematically shown in the Table 4.6, together with the corresponding numbers of

the zero components of the saddle-point vector. Finally, triangles can be characterized

by types of sites at their corners, and all possibilities are given in the Table 4.7.

For every allowed type of triangle one can find three situations in the Table 4.6,

corresponding to three bonds on the triangle (one of which is frustrated), and collect

the total number of the saddle-point zero components that such a triangle would

contribute. By adding contributions of all triangles, that is all bonds, we obtain the

following "scoring" number that should be maximized:

nP = 8bbb + 2 nabb + 2 naab + 6naac + 2 nabc + 4 nbbc · (4.63)

The quantities nbbb ... . nbbc denote total numbers of various kinds of triangles in a

given saddle-point dimer configuration. At this stage, we have to investigate possible

relationships between these numbers. The first thing to note is that the total number

of Kagome triangles is:

2N
nbbb + nabb + naab + naac + nabc + nbbc = 3 (4.64)

Then, using the Table 4.7, we can count the total numbers of A, B, and C sites:

1

a = 2(2naab + 2naac + nabb + nabc) , (4.65)

nb = I(3nbbb + 2nabb + 2 nbbc + naab + nabc) 
2
1

nc = ((naac + nabc + nbbc) ·
2
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B C BC BYC AE AB AB AE
4 0 2 0 2 0 2

All possible non-equivalent configurations of frustrated bonds in the neighborhood of a
Kagome bond. The types of sites are labeled according to the scheme from the Table 4.2
(for the bottom site on the central triangle there are always two options). This table shows

the number of zero-valued components (ij), a = a... d of the saddle-point vector, for the
horizontal bond (ij) on the central triangle.

Table 4.6: Bond characterization

B B B C C C

A4N A ALA AA AA BA8
BBB ABB AAB AAC ABC BBC

All possible kinds of Kagome triangles are shown. The site types A,B, and C are defined in
the Table 4.2. Note that two C-sites can never be neighbors, and that three A-sites cannot
sit on the same triangle. The dimers emphasize which bond must be frustrated in a given
situation (there are multiple choices only for the case BBB).

Table 4.7: Triangle characterization

By combining these equations with (4.45), one finds that n,, nb, n, nabb, and nabc

can be expressed in terms of independent variables nbbb, naac, nbbc, and naab. The

"scoring" number np can now be simplified using the identity (4.64). The quantity

that has to be maximized is:

np = 3nbbb + 2 naac + nbbc, (4.66)

and the variables appearing in it are independent, although subject to inequalities

0 na N,..., 0 < nbbc < 2N/3.

Finding the absolute maximum of np is a well posed problem of linear program-

ming. It can be shown that it is obtained when the number of C-type sites is max-

imized, which gives rise to the very same states preferred by the fluctuations of the

TFIM model (see Fig. 4-10). However, these are not the saddle-points that we are

looking for: they have a macroscopic Ising magnetization. Besides, instead of be-

ing maximally flippable, as in the case of the TFIM model, they are now minimally

flippable; in fact, they have no flippable spin-pairs at all. If we want to find the config-
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The lattice symmetries are "broken" in the stripe-like fashion. There are only type A and
B sites in this state, and the number of BBB triangles is large (they sit between the straight
chains of dimers). The total magnetization is zero: every two spins connected by a vacant
bond are antialigned, so that the straight chains alternate in magnetization, as well as the
dimers in the middle along the chains.

Figure 4-15: Preferred saddle-point configuration with zero magnetization, entropi-
cally selected by the XXZ fluctuations

urations with zero magnetization that maximize np, we must explore a path different

from having a large number of C sites. This is, in principle, a difficult problem, and

an exact analytical solution is not available at this time. Instead, we guess that nbbb

should be made as large as possible. This yields the configurations without any C

sites, and with a large number of B sites (see (4.45)). The best choice is: na = N/3,

nb = 2N/3, nbbb = naab = N/3. It is possible, though relatively complicated, to

demonstrate that configurations with these parameters break lattice symmetries in a

unique stripe-like fashion shown in the Fig. 4-15. It turns out that such states are not

magnetized at all, and that they have a large number of flippable spin-pairs. Their

scoring number (np = N) is significantly larger than that of a typical unmagnetized

state (a fraction of N). Therefore, they are excellent candidates for the preferred

configurations. No better configurations were found when every least frustrated state

with zero magnetization was explicitly examined using the computer (the sample had

24 sites and closed boundary conditions).

In conclusion, for large g the preferred configurations of frustrated bonds that

minimize the free energy break the lattice symmetries in the stripe-like way, as shown

in the Fig. 4-15. This indicates that a valence-bond ordered phase could be realized

in the XXZ model when dynamics is dominated by the short-ranged spin-pair flips
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(the larger g, the weaker further-neighbor and multiple-spin exchange). It is now

necessary to verify stability of such an ordered phase.

4.3.5 Stability of the Ordered Phase

A usual way to determine whether fluctuations ultimately destroy long-range order

involves renormalization group (RG). The lattice field theory (4.54) of the XXZ model

resembles an integer-valued height model, and one might naively hope that the RG

arguments could be applicable to it. In a standard and simple integer-valued height

model (on the square lattice, for example) one first softens the integer constraints

for the height fields by writing a sine-Gordon theory. Then, one checks how the

sine-Gordon coupling flows under RG, starting from various parameter values in the

theory. If it flows toward zero, then the integer constraints are irrelevant at the

macroscopic scales, and the height model may be found in the "rough" disordered

phase. Alternatively, the flow can be toward infinity, in which case the "smooth"

long-range ordered phase is realized. In the context of frustrated magnetism, the

appropriate height model typically comes with a static background field ( in our

case), so that the "smooth" phase also breaks lattice symmetries [71].

Therefore, let us write a sine-Gordon theory for the XXZ model, based on the

action (4.58):

Ssg = gTC + g(T + ( T ) - E cos(2rnwI)
,(o) , )

The I(') fields are now real-valued, and their deviation from integers is penalized by

the sine-Gordon term, especially in the large limit. It is convenient to shift the

variables Kt by C-14 = /36, and remove the linear terms:

Ssg- gKT C- y E COS (2r,(i)-- 36 ()
,( it is not possible to directly apply the RG treatment to this theory.

Unfortunately, it is not possible to directly apply the RG treatment to this theory.
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The bare modes (modes of the coupling matrix C) are not only dispersionless, but

some of them appear gapless as well. The "gapless" bare modes are redundancy of

representation, but they still pose a technical difficulty. It is through the sine-Gordon

coupling that they at least acquire dispersion. The sine-Gordon term mixes the bare

modes when they describe non-integer fluctuations of the height fields. Let us relabel

the fields (aI as ri,, where r is a vector specifying a Kagome lattice unit-cell, and

n E {1, 2... 24} is an index specifying the bond (ij) (one of six) and the flavor a (one

of four) within the unit-cell. Then, we can express the fields as linear combinations

of the 24 local bare modes Dn,r

24

Kn,r = E E Wnm,Ar(m,r+Ar. (4.67)
m=1 Ar

One can formally integrate out the four physical (massive) modes: (D21,r, 4(22,r, D23,r, D24,r,

and obtain an effective theory as perturbative expansion in y. The effective theory

is a complicated expression involving cosine terms whose arguments are linear com-

binations of the remaining twenty modes:

20

Seff = g E (A4In,r) 2 (4.68)
n=l r

- S E Ccos (2W 5 E Wnm,Arm,r+Ar -2r-36/nr + (_Y2)
n,r m=1 Ar36

The redundancy of representation survives in the effective theory through periodicity

of the cosines. However, the redundancy is easily removed by treating the mode

amplitudes in the effective theory as angles: the physical degrees of freedom (which

have been integrated-out) enter the effective theory precisely trough the residual

[0, 2r) amplitudes of the remaining modes.

Let us for a moment expand the cosine terms to the quadratic order, and obtain

a Gaussian theory for the twenty modes. In absence of the saddle-point background
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= 0, such a theory would be trivial:

,= o Sgauss Z [(ArDn,r) + m nr]
n,r

This means that the effective theory (4.68) retains the nature of the original sine-

Gordon model: small fluctuations of the bare modes are gapped. However, we are

concerned only with the vicinity of the candidate valence-bond ordered state (Fig. 4-

15). For the saddle-point vector that describes this stripe pattern the effective

band structure in the Gaussian approximation is shown in the Fig. 4-16. Apart from

having frequency dependence, the lowest lying mode is dispersive in the direction

along the stripes, but not in the perpendicular direction. Nevertheless, full spatial

dispersion can be expected if one goes beyond the Gaussian approximation, because

the lowest lying mode is actually coupled to some higher modes that are dispersive

in the perpendicular direction. The results of this approximation are only good for

arguing that dispersion emerges. There is no simple way of telling what changes

beyond the quadratic approximation. Therefore, the correct way in which lattice

symmetries are eventually broken may not be possible to guess from this information.

We can now write the effective theory in a form that manifestly separates the

dispersive and sine-Gordon parts. If we partially expand the cosines from (4.68) in the

following way (supressing the n and r indices of ~n,r and xn,r = E Wnm,ar,(m,r+r):
m,Ar

Cn COS (27rx - = E Cn {27rx sin (2)
n,r n,r

+a cos(2x)+ [cOs(3 ) -a](1 2)2 )} O( 3)

then for a proper choice of the constant a the effective theory becomes:

Seff ~ gbTCeff() ( -- (hT() + QTh()) (4.69)

- ay E Cn Cos 27ir E Wnm,ar4(m,r+Ar
n,r m=l Ar
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Calculations were performed at zero frequency in quadratic approximation, for the pattern
of frustrated bonds in the Figure refEAHMstripeSP. The wavevector q is taken (a) along
the stripes, (b) perpendicular to the stripes. The vertical scale is given in arbitrary units,
but proportional to y. The Kagome lattice unit-cell had to be doubled, so that 40 modes
are shown; only the dispersionless branches are degenerate. Note that the lowest lying mode
is dispersive in only one spatial direction, but also that some higher modes have dispersion
in the other direction.

Figure 4-16: Effective band structure of the sine-Gordon theory for the entropically
selected state
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where the coupling matrix Ceff(~) collects all space-time dispersion (brought up by

the non-trivial j # 0), and has no gap at q = 0. The remaining cosines open up a

gap for small fluctuations, thereby justifying the quadratic expansion that took place.

This is an effective sine-Gordon theory. As a matter of principle, the RG treatment

is now applicable. Even if the dispersion were ultimately created only in one spatial

dimension (along the stripes), combined with the dispersion in time it would give a

"smooth" phase for sufficiently large g and -y. If the full (2 + 1)D dispersion were

obtained, then only the "smooth" phase would exist, since the sine-Gordon coupling

would always flow toward infinity. In any event, existence of the "smooth" phase

means that the valence-bond long-range order for large g is stable. For small g,

however, the "smooth" phase is disordered since the fluctuations cannot select an

ordered state from the degenerate manifold.

This concludes our discussion of the lattice field theory. In the following, we

take a completely different point of view, and provide a more physical picture of the

discovered XXZ phases.

4.3.6 Valence-Bond Picture of the Ordered Phase

In this section we use some simple physical arguments and show that the short-range

valence-bond picture applies extremely naturally to the XXZ model on the Kagome

lattice. This will allow us to identify a physical "order parameter" for the valence-

bond ordered phase of the Kagome XXZ model, and construct qualitatively good

variational wavefunctions.

Let us seek variational ground states of the Hamiltonian (4.47) with J > 0

that are described in terms of the singlet bonds (symmetric triplet bonds for J± < 0).

Energy minimum requirements shaped by the J and J± terms can be met by following

these criteria:

* number of frustrated bonds is minimized,

* total Ising magnetization is zero,

* number of flippable spin-pairs is maximized.
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Figure 4-17: Covering the lattice with flippable pairs of spins

First, we explore circumstances in which a pair of spins on a Kagome bond is flippable.

The XXZ perturbation J± in (4.2) can flip a pair of antialigned spins, but one must

make sure that both initial and final states are minimally frustrated. Figure 4-17

shows a flippable pair of spins on the central horizontal bond. Regardless of whether

the two antialigned spins on the central horizontal bond are in the state I T) or I IT),

every triangle has exactly one frustrated bond, which is a condition for minimum

frustration. This requires that the two opposite bonds on the neighboring triangles

hold a pair of antialigned spins each. Clearly, energy will be gained by allowing

the flippable pair of spins to resonate between the two possible states and form a

singlet bond. If the other two pairs of antialigned spins were also flippable, more

energy could be gained by turning them into singlet bonds as well. Attempt to

create as many flippable pairs as possible leads to the hard-core dimer coverings of

the Kagome lattice, where every dimer represents a singlet bond (in contrast to the

earlier representation, when dimer was a frustrated bond). Corner-sharing structure

of the Kagome lattice and easy-axis anisotropy make this short-range valence-bond

picture extremely natural: singlet pairs can be close-packed without (almost) any

extra frustration.

However, the hard-core dimer coverings of the Kagome lattice are not quite ac-

ceptable. It is known that they unavoidably have a fixed number of so called defect

triangles that hold no dimers on their bonds (see Section 2.2.4). This means that

there would be macroscopically many triangles with all three bonds occasionally frus-

trated, and the first criterion would be violated. An example of a defect triangle is

shown shaded in the Figure 4-18(a). In order to make sure that two of its bonds are

always unfrustrated, two of its spins must be always anticorrelated. One variational
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mechanism that achieves this is the following. Let us choose two spins on the defect

triangle and force them to be always antialigned. Then, we can denote those two

spins by a dimer, like in the Figure 4-18(b). This allows at least the dimer on the

top triangle to resonate as a singlet bond, but there are now four spins connected by

the dimers, thus antiferromagnetically correlated. Certainly, those four spins could

also resonate together while keeping their correlations, but the energy gain would be

much smaller than that brought by a singlet bond (this is a higher order process).

Generally, two singlet bonds are lost for every defect triangle. The dimers no longer

represent only the singlet bonds, but any pair of anticorrelated spins.

This situation can be improved. It is possible to arrange the defect triangles close

to each other in such a way that they share the singlet bonds that are going to be lost.

Consider a perfect hexagon in the Figure 4-19(a). It holds three dimers on its bonds,

and therefore has three defect triangles around it in a hard-core dimer covering. By

putting three extra dimers on the hexagon, the defect triangles are removed, and

the six spins on the hexagon are forced to be antiferromagnetically correlated. Only

three singlet bonds are lost per three defect triangles. This is clearly energetically

favorable, and consequently the singlet bonds will arrange in a way that maximizes

the number of perfect hexagons. Every perfect hexagon can then gain additional

energy by correlated fluctuations of its six spins. Furthermore, the groups of singlet

bonds may be able to collectively resonate on the closed resonant loops. Variational

states that maximize the number of perfect hexagons have been discussed in Section

2.2.4 (see Figure 4-20).

This variational picture seems to apply very well whenever physics of the Kagome

spin models is describable by the short-range valence bonds. We now apply it to

the ordered phase of the XXZ model. The lattice field theory in the preceding sec-

tions was able to establish stability of a valence-bond order without full precision in

determining how the lattice symmetries should be ultimately broken. It only pro-

duced information on which particular microstate is most frequently visited by the

system (pattern of frustrated bonds in Fig. 4-15); the other nearby microstates are

not energetically suppressed, so that they are visited extremely often as well. We can
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(a) (b)

(a) A defect triangle (shaded) holds no dimers on its bonds. As the neighboring singlet
bonds fluctuate independently, all three spins on it are occasionally aligned, making all
three bonds frustrated. (b) A dimer is placed on the defect triangle, relaxing its frustration
at all times, but simultaneously correlating antiferromagnetically a group of four spins.

Figure 4-18: Unfrustrating the defect triangles

2 _ 
I - V

x7V X7
A LX LL

(a) (b)

(a) A perfect hexagon holds three dimers, and has three defect triangles (shaded) around
it in a hard-core dimer covering. (b) Covering all bonds of the perfect hexagon by dimers
removes the defect triangles, and correlates antiferromagnetically all spins on the hexagon.
Only three singlet bonds are lost per three defect triangles.

Figure 4-19: Perfect hexagons minimize XXZ exchange energy
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(a) (b)

(a) stripe pattern, (b) honeycomb pattern. The number of emphasized perfect hexagons is
maximized (:l/6 of all hexagons). In the honeycomb pattern there are star-shaped resonant
loops of singlet bonds, one sitting inside every honeycomb super-cell. There are two possible
singlet bond arrangements on every loop, and more energy can be gained by resonant
fluctuations between them.

Figure 4-20: Characteristic variational ground-states

now combine this information with the variational states and try to find out how the

frustrated-bond and singlet-bond pictures can be compatible. Our assumption is that

the correct ordering pattern must be "synchronized" with the state most frequently

visited by the system. The Figure 4-21 compares the entropically preferred stripe-

like configuration of frustrated bonds with the only two compatible variational states.

The scenarios (a) and (b) involve the stripe pattern of perfect hexagons. Intuitively,

the case (a) does not seem likely, because the two stripe orientations of the compared

states are different. In the case (b), the stripe orientations of the two compared states

are the same, but the overlap period in the direction perpendicular to the stripes is

relatively large. Perhaps the best match is accomplished in the scenario (c). The

honeycomb pattern of perfect hexagons is also the most symmetric among all varia-

tional states, and the set of its symmetries is the closest to that of the Kagome lattice.

Unfortunately, at this stage there is no unambiguous way of telling which match is

truly the best, but we recall that exactly this honeycomb pattern emerged from the

analysis of the isotropic Heisenberg model (Chapter 2) as a likely ground-state. Based
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(a) (b)

(c)

Dimers represent the frustrated bonds, and the emphasized hexagons are perfect. (a) and
(b) demonstrate two possible ways of overlapping the stripe variational states, and (c)
demonstrates the overlap with the honeycomb variational state. The repeating unit-cell of
the overlap has 18 sites in (a), and 36 sites in (b) and (c).

Figure 4-21: Overlap between the preferred configuration of frustrated bonds and the
variational states

on all these arguments, we can propose the honeycomb variational state as the most

likely qualitative description of the ordered ground state of the XXZ model.

4.3.7 Spin Liquid Phase

Let us now turn to the disordered phase. Our goal is to show that conservation of

total Ising spin has profound consequences for the topological properties of disordered

phases. Consider an arbitrary Hamiltonian that is invariant under the global spin-flip.

It can be always expressed as a sum of local Hermitian operators that flip an equal

number of "up" and "down" pointing spins. Eigenstates of all such operators either
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have any particular spin on the lattice fixed, or involved in a group of an even number

of coherently fluctuating spins (for example, such group of two neighboring spins is

a singlet or an antiferromagnetic triplet valence-bond, appropriate for the pure XXZ

dynamics). These eigenstates are somehow eventually superposed to give the ground

state of the Hamiltonian. If all the spins fluctuate in the ground state so that there is

no average magnetization on any site, then the ground state is a superposition of only

the "valence-group" states in which every spin belongs to a finite even-sized group

of coherently fluctuating spins. This is a generalization of the valence-bond states

(whose superpositions would yield the singlet ground states).

It is now possible to define topological sectors of these "valence-group" states.

Choose an arbitrary pairing of spins within every group: every spin must be paired

with one other spin (need not be a neighbor). Visualize the pairings by strings on

the lattice that connect the paired spins (overlaps and shapes of the strings do not

matter). A transition graph between any two string configurations can be constructed

by overlapping them, in analogy to the hard-core dimer coverings. Then, any two

"valence group" states from the superposition that forms the ground state will have

the transition graph composed of finite closed loops (as long as the Hamiltonian

has only local dynamics). If now the lattice is placed on a torus, there will be two

topologically non-equivalent closed paths that go around the torus and intersect the

bonds of the lattice. The topological sector of a string configuration is determined

by the parities of the number of strings that each of these paths intersect. Two

string configurations will belong to different topological sectors only if any of the

paths intersects their transition graph an odd number times. Clearly, this can never

happen if the transition graphs always consist of finite closed loops: the ground state

has a topological order.

Therefore, any disordered state of the XXZ model is automatically a spin liquid,

with four degenerate ground states on a tours. A characteristic feature of the Kagome

lattice (and other corner-sharing lattices) is a manifestly weak dispersion in the far

limit for which the spin liquid obtains. This indicates that correlations in the spin

liquid (away from the critical point) must be strictly short-ranged, virtually vanishing
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beyond a few lattice constants.

4.4 A Big Picture

4.4.1 Phase Diagram of the Kagome Quantum Ising Models

We have explored two kinds of the Kagome lattice quantum Ising antiferromagnets.

The first kind was endowed by spin dynamics that did not conserve total Ising spin,

and was represented by the transverse field Ising model (TFIM). The second kind

conserved total spin, and its simplest form was given by the XXZ model. Both TFIM

and XXZ models contain only the shortest-range dynamical processes consistent with

the required symmetries, acting as small perturbations to the pure Ising model. The

considered extensions include further-neighbor and multiple-spin exchange dynamics,

and thus they may reflect physics of the TFIM and XXZ models with stronger dy-

namical energy scale (closer to the Ising interaction Jz). The quantum phases found

in these models are summarized in the Table 4.8.

The disordered phase of the TFIM and related models was found to have no

topological order. Consistently, the table indirectly suggests that the same phase

should be realized for all values of transverse field. Our approach allowed us to gain

some information about probability amplitudes that various spin configurations have

in the ground state superposition. Together with this information, the finding that

excitations appear heavy or localized even for weak transverse fields suggested the

following variational wavefunctions for many states: eigenstates of decoupled spins in

transverse field should be projected to the manifold of minimized Ising frustration. It

dominant dynamical simple multiple-spin and
processes: short-ranged ring exchange...
do not conserve E Si disordered disordered

conserve E Si valence-bond crystal spin liquid
i I

Table 4.8: Quantum phases of the Kagome lattice Ising antiferromagnets with differ-
ent kinds of spin dynamics
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is evident that the corner-sharing structure of the Kagome lattice is responsible for

the very weak dispersion or perhaps even localized nature of fluctuations.

Much richer physics is found when total Ising spin is conserved. The XXZ and

related models give rise to at least two non-trivial phases. The calculations indicated

that the valence-bond order was most likely to be found for short-ranged and small

dynamical perturbations, such as the one in the Heisenberg model with strong easy-

axis anisotropy (simple XXZ model). Furthermore, a combination of arguments led

to essentially two most probable ordered states, the stripe and honeycomb shaped

patterns (Fig. 4-20). While no good arguments to rule one of them were provided, we

suspect that the more symmetric honeycomb pattern is realized in most typical situ-

ations (no specially favored dynamical processes). This result is of potentially great

importance, because the same type of lattice symmetry breaking has been proposed

to occur in the ideal isotropic Heisenberg model (Chapter 2), and accounted for the

seemingly gapless band of singlet excitations observed in numerics. Physics of the

ideal Heisenberg model is still largely mysterious: its ground state could be a spin

liquid. Indeed, these calculations indicate that as complexity of dynamical processes

increases, which is similar to what happens when the amount of easy-axis anisotropy

is reduced in the XXZ model, a phase transition into the spin liquid must occur. If

our calculations could indeed qualitatively describe the anisotropy reduction, a ques-

tion would arise whether the phase transition happens before or after the full isotropy

is reached. In any case, both the valence-bond crystal and spin liquid phases found

here are gapped (gap energy scale may be very small), and the same is expected to

be true for the isotropic Heisenberg model, regardless of what phase it actually lives

in (unless it sits at the critical point).

4.4.2 Roles of Geometry and Quantum Dynamics

One important question, driven by efforts to discover unconventional Mott insula-

tors, is under what circumstances can disordered and spin liquid phases be found in

frustrated spin models. One mechanism that clearly emerges is adding sufficiently

strong further-neighbor and multiple-spin exchange processes. This has been already
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indicated in various other cases [14, 47, 48, 65]. However, corner-sharing lattices

have been in focus due to a belief that even with the shortest-range dynamical pro-

cesses one can still obtain spin liquid physics. At least for the transverse field Ising

model a disordered ground state is found in the Kagome system, making a sharp

contrast to other usually studied systems [26]. This disordered phase is conventional

(not topologically ordered). Also, the system behaves almost as completely decou-

pled. Apparently, completely local transverse field dynamics is unable to bring up

correlations in a poorly connected lattice. However, as soon as the transverse field is

replaced by the next least correlated kind of dynamics (XXZ), a valence-bond ordered

phase seems to emerge instead of a spin liquid. Since this happens in one of the most

prominent systems for the short-range spin liquid, it is reasonable to speculate that

the spin liquid in similar weakly perturbed quantum antiferromagnets quite generally

requires further-neighbor, multiple-spin and ring exchange dynamics. Having a less

connected lattice makes it easier for a trivial disordered phase to appear as a result

of short-range dynamics, but perhaps not so much easier for the spin liquid phase.

Also, the arguments from the end of Section 4.3.7 indicate that conservation of to-

tal Ising spin is a sufficient condition for topological order of translationally symmetric

phases that have no net magnetic moment on any site. The SU(2) symmetric models,

such as the Heisenberg model, are included as a special case, in agreement with an

extension of the Lieb-Schultz-Mattis theorem to higher dimensions [80]. Clearly, the

spin liquid can exist beyond this condition: as a stable phase, it can resist sufficiently

weak spin non-conserving perturbations.
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Chapter 5

Quantum Ising Models on Other

Frustrated Lattices

Methods that were applied to Kagome models in the previous chapter are suitable

for exploring order-by-disorder in frustrated quantum Ising systems on various other

lattices. In this chapter we will demonstrate those approaches using two examples:

transverse field Ising model on the square lattice, and XXZ model on the triangular

lattice. The first example is easy to handle, and final results have been obtained in

literature by various means, including analytical [71] and numerical [6], thus providing

a testing ground for the methods. The second example has a historical value as being

similar to the first system in which a Resonant Valence Bond state was proposed by

Anderson [8]. The calculations will begin by deriving appropriate lattice field theories

for these two problems. Then, stability of their ordered phases will be established.

Emphasis will be placed on revealing how lattice symmetries are broken in these

ordered phases. Since foundation for the following calculations is laid down in the

previous chapter, discussion will be concise. These problems will also provide a sharp

contrast to the equivalent problems on the Kagome lattice, and serve as an illustration

of how special the Kagome lattice is.
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5.1 Fully Frustrated Square Lattice

In this section we explore the quantum Ising model in weak transverse field on the

fully frustrated square lattice:

H = J E (iiiS'Z -r E Si (5.1)
(ij) i

Factors (ij) take values +1 on the square lattice bonds in such a way that product

of (ij) on the four bonds of every plaquette is -1; one possible choice is given in

Figure 5-1. The role of (ij) is to introduce frustration (otherwise, spins order an-

tiferromagnetically), which results in requirement that there be an odd number of

frustrated bonds (with (j)SzSjf > 0) on every square plaquette. Frustrated bonds

can be visualized by dimers on a dual square lattice: we place a dimer on every dual

lattice bond that intersects a frustrated bond of the original lattice (see Figure 4-3 for

analogous visualization on a different lattice). Since dimers cost energy we minimize

their number in the least frustrated states, and arrive at hard-core dimer coverings of

the dual square lattice where only one dimer emanates from every dual square lattice

site. Transverse field then gives dynamics to those dimers, which is captured by a

quantum dimer model. At the first order of perturbation theory in small F << Jz we

Ising couplings on emphasized bonds have opposite sign (E(ij) = -1) from the couplings on
other bonds (e(ij) = +1).

Figure 5-1: Fully frustrated square lattice
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have:

H=--E ()(] + h.c.) . (5.2)

Following Chapter 4 we switch to appropriate gauge-theoretical description. We will

label the original lattice sites by i, j ... , and the dual lattice sites by p, q .... The dual

square lattice is bipartite: there are two kinds of sites, denoted by + and - in Figure

5-2(a), and the sites of one kind are connected only to the sites of the other kind. If

the dual bonds are oriented from + to - as in Figure 5-2(a), then we can introduce

an electric field vector Epq = -Eqp. Electric field lines along the bond orientation

will represent dimers: one dimer is Epq = 1 if the bond is oriented as p - q. For

mathematical convenience, we expand our model and allow more than one dimer on

a bond so that Epq may take arbitrary integer values. This only introduces benign

changes at high energies, since the dimers are costly and at low energies we still have

the physical states with zero or one dimers on every dual lattice bond. The dimer

hard-core condition is expressed in form of a Gauss' Law:

(Vp) Epq = p, (5.3)
qEp

where due to alternating dual bond orientations a fixed background charge ep had

to be introduced. This background charge takes values il on the dual lattice sites

precisely as indicated in 5-2(a), so that the dual bond orientations reflect orientation

of electric field lines. Quantum dynamics from (5.2) is then expressed using a vector

potential operator A, which is an angle conjugate to the integer-valued electric field:

/

H = U E~-r cos Apq . (5.4)
(pq) E pq

This is a pure compact U(1) gauge theory with a staggered background fixed charge

p = +1 shown in Figure 5-2(a). In the large-U limit the low-energy field configu-

rations correspond to the physical minimally frustrated states of Ising spins on the

original lattice. Note that there are no fluctuating charge degrees of freedom (in
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(a) Fixed background charge distribution ep = ±1 on the dual lattice, and orientation of
the dual lattice bonds. Bond orientation corresponds to natural electric field lines created
by the background charge. (b) Orientation rij of the original lattice bonds. Dual lattice
is plotted dashed for comparison. Note the "right-hand-rule" relationship between bond
orientations on the original and dual lattices. Dual background charge Ep transforms by
duality into a "staggered flux" on the original lattice.

Figure 5-2: Square lattice staggered flux and dual background charge

contrast to the Kagome models).

Following the Chapter 4 further, we write the appropriate path-integral with aim

to perform duality transformation and eventually obtain a lattice field theory:

f_4pq E exp-E [U&r E E2q -rt cos (
_ E.} > pq) O pq

A)
ApxAEpq] }.-i(

(pq)

The cosine terms with vector potential curls can be expanded using the Villain's

approximation. This introduces an integer-valued magnetic field scalar Bi that lives
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on sites of the original square lattice:

J 4pq E Eexp{- U 6T E2q+ g B
--r (Epq} {Bi} (pq) i

1
+ iEBi Apqi A-ipTEpqJJ

i pq (pq)

Here, g = I log(rr/2) and 5T is an imaginary time increment. Without going into

technical details, which are a simpler version of those from Chapter 4, we integrate

out the vector potential Apq and write a simple action (in the same universality class

as the original problem) with one coupling constant:

S = g [I B +Y E2q] . (5.5)
r ] .i (pq)

This is accompanied by a new constraint (Maxwell's equation) in addition to the

Gauss' Law:

(V(ij)) AE = Bi - Bj . (5.6)

In the last formula the dual lattice electric field Epq is represented as a vector on

the original square lattice Eij. The dual bond (pq) and the original lattice bond

(ij) intersect each other, and their orientations are related by the "right-hand rule":

x Eij = Epq (see Figure 5-2(b)).

Duality transformation is applied to solve the constraints (5.6) and (5.3):

Eij = Xi - Xj + (ij

Bi = ATXi. (5.7)

The integer-valued fields Xi live on the imaginary time-stacked original square lattice,

and ij is a background integer vector field that creates a "staggered flux" through
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the original lattice plaquettes:

(V p) ij = -E (5.8)

Such background is needed in order to satisfy (5.3) on the dual lattice. One possible

choice for (ij is to set it to 1 on all emphasized bonds in Figure 5-1 (zero on other

bonds), and make its vector orientation follow the arrows from Figure 5-2(b). Switch-

ing to the three-dimensional labeling of the original lattice sites r - (i, r) (x, y, ),

and introducing (r,r+ = 0, we write the final lattice theory (height model):

S = E (Xr-Xr, + 'rr.) (5.9)(5.9)
(rr')

It is known that the three-dimensional integer-valued height models always live

in the "smooth" phase. The height symmetry is broken (Xr is long-range correlated),

so that it only remains to find whether (and how) the lattice symmetries are broken

due to the non-trivial background (rr'. We proceed by using the same strategy as in

the Chapter 4. The action (5.9) has many degenerate minimums that correspond to

the hard-core dimer coverings of the dual lattice, that is to the minimally frustrated

spin states on the original lattice. Quantum fluctuations can entropically select few

of them, which is reflected in the minimum of "free energy". We compute the "free

energy" F of a saddle-point configuration X(°) by expanding the action about that

saddle-point and introducing by hand a small "mass" to all deviations from it:

E exp -g [Z ((Xr - X)-(Xr'-Xr) +r) +M2 E (-X))] }
{Xr} (rWt) r

(5.10)

The generalized background field rr' = Xr°) - Xr) + (r' satisfies the same constraints

as (rr', and directly represents different minimally frustrated spin states. The goal is

now to find which configuration of frustrated bonds in the original spin model yields

minimum of the free energy. For this purpose we can introduce background field
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scalars 5(ij) = 7lijfij, where the "bond orientation" vectors 7rij take value 1 on every

bond in directions specified by Figure 5-2(b). The constraint (5.8) that &ij must also

obey now reads:
]

(V i1) E (ij) = 1, (5.11)
(ii)

so that (ij) = 1 means that the bond (ij) is frustrated (zero means unfrustrated

bond). This expression directly illustrates that the minimally frustrated states have

one frustrated bond on every plaquette. In the three-dimensional notation we write

6(ij) as =,+ ' - on horizontal, and 6,+ -- on vertical bonds (zero on temporal

bonds). The constraint (5.11) is then:

(Vr) + .+ + C+v + i = 1. (5.12)

When evaluating (5.10) we are faced with two difficulties: it is hard to integrate

out integer-valued height fields, and the action has three-dimensional dispersion which

makes it diagonalizable only in momentum space. The first difficulty can be avoided

in the small g limit, where the summation can be approximated by an integration. In

the following we focus on that limit. Treating the height fields Xr as real variables,

it is straight-forward to evaluate the Gaussian integral obtained from (5.10):

F() = J( d2k I(div ) 2 + g 62 (5.13)
(2r)3 Ck + M2 (i )(if)

Note that we are not interested in time variations of the background . Presence of

such variations would only move us away from the action minimums, and yield larger

values for the free energy than the ones we will find. Therefore, we assume that ((ij)

and ,r do not depend on imaginary time, and restrict ourselves to two-dimensional

integration over momenta. Here Ck is diagonalized coupling matrix from the action

(5.9) at zero frequency:

Ck = 4 - 2(cos k + cos ky) . (5.14)

The new quantity (div6)k is Fourier transform of the background field divergence
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(div6)r = r,r + + + rr+ + r, + . We can express it using the background

field scalars introduced earlier:

(div6)h = - - k-Q + ei(k-Q)- Q _- e-i(k-Q)yy, (5.15)

where Q = 7r(x + ). Due to the constraints (5.12) there is only one independent

background field Pr per square lattice unit-cell, which determines both x and g!.

Fourier transform of (5.12) gives us for k Z 0:

= -(1 + eikz)p, (5.16)

6k = (1 + ei)k 

We want to express the free energy in terms of the independent background fields pk.

First, for k Z 0 the background field divergence becomes:

(dive)k = CkP , (5.17)

with Ck given by (5.14). Next, we note that the second term in (5.13) is not necessary

to keep. We want to compare through free energy only the integer configurations of

6(ij) that correspond to minimally frustrated states. For such configurations this term

evaluates to a constant (total number of dimers), and thus we will drop it from now on.

This will yield an incomplete expression for the free energy that is not independent

of real-valued 6r when m2 = 0.1 This artifact is of no concern for us, since we are

interested in effects of having a non-zero m2. By substituting (5.17) into (5.13) we

obtain:

F() = -gJ (2 k)3 C +m Pk 12 (5.18)

which does not fully include the k = 0 mode.

The free energy is a weighted sum of contributions at various wavevectors: F =

lIf m2 = 0 in (5.10), there is no dependence on r,. Any gradient-part of r,r' can be absorbed
into the height fields, so that the full free energy depends only on the curl of ,r', which is fixed by
the constraints.
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Figure 5-3: Free energy
model

spectral weight of the square lattice transverse field Ising

Entropically selected arrangement of frustrated bonds is shown on the original lattice (full
lines) and the dual lattice (dashed lines). Picture on the dual lattice corresponds to the
columnar dimer long-range order. This is the closest static configuration of frustrated bonds
to the preferred ordering wavevector Q = irS: + 7r. However, the lattice rotation symmetry
can be restored :in the "plaquette phase" where the pairs of parallel dimers resonate between
two possible states on every emphasized dual square plaquette. Such state is characterized
precisely by the ordering wavevector Q.

Figure 5-4: Valence-bond crystal in the square lattice transverse field Ising model
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-gSf d 2kfklpk 2. The "spectral weight" fk in the first Brillouin zone is plotted in

Figure 5-3. Clearly, the free energy is minimized best by increasing the amplitude

Pk at wavevector k = Q = Irn + r. This indicates how the lattice symmetries

are broken. Actual values that the independent background amplitudes Pk may take

at various momenta are limited by the requirement that ~ and take values 0

or 1 when calculated from inverse Fourier transform of (5.16). Such configurations

correspond to the minimally frustrated spin states. The best choice is an arrangement

of frustrated bonds with periodicity as close to k = Q as possible. When frustrated

bonds are visualized as dimers on the dual square lattice, this arrangement is the

columnar-ordered dimer covering, displayed in Figure 5-4. Therefore, in the limit

g < 1 a valence-bond crystal is established entropically by quantum fluctuations.

Note that this conclusion remains valid for all values of m2 .

The most interesting question is what happens in the large-g limit, where we

must handle the height fields Xi in (5.10) as integers. This limit describes best the

pure quantum Ising model in weak transverse field, with only the lowest order (most

local) resonances. In other words, this is when neglecting dimer flips on large loops

in (5.2) is most justified. In Chapter 4 we were able to perform calculations on the

Kagome lattice in this limit because the action was diagonalizable in real space where

all integer constraints hold. On the square latice, the action must be diagonalized

in momentum space, and this makes the problem very hard. We will not attempt to

solve it here. Instead, we can argue on physical grounds that translational symmetry

will still be broken.

In the small-g limit fluctuations entropically select certain long-range ordered

states from the degenerate classical manifold. These states are selected because the

number of ways in which the small fluctuations can transform them into other low-

energy states is the largest among all states. Thus, the system simply spends most of

time fluctuating in their vicinity. Structure of the degenerate classical manifold and

nature of local fluctuations do not depend on g (this is set by the form of action (5.9)).

Therefore, at large g the same entropical selection mechanism will be in place. The

only thing that changes by increasing g is amount of fluctuations. When fluctuations
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are reduced at larger g, the entropically selected long-range order can be only more

stable. Therefore, we conclude that translational symmetry is broken in the large-g

limit the same way as for small g.

At the end, let us note that these calculations are performed essentially identi-

cally on the triangular lattice transverse field Ising model, where analogous order-by-

disorder is found.

5.2 Triangular Lattice XXZ Model

This section will present preliminary calculations that discover order-by-disorder in

the XXZ model on triangular lattice. We will analyze the following Hamiltonian:

H = J SZ S; - Ji (S 3 S + S S ) . (5.19)
(ij) (ij)

This is a frustrated model: for J = 0 there are many classical degenerate ground

states. While our calculations can be "rigorous" only for small J1 > 0, chances are

that the valence-bond crystal that we will find obtains also for J < 0, only with

singlet instead of triplet valence-bonds. The XXZ model with J < 0 is a more

standard spin Hamiltonian, and was originally proposed by Anderson to give rise to

a spin liquid [8].

The mapping used in Chapter 4 and in the previous section leads us to a rep-

resentation of the classical ground-states as hard-core dimer coverings of the dual

honeycomb lattice. In the limit J > J > 0 we apply perturbation theory to the

first order and obtain an effective dimer model. Every plaquette of the honeycomb

lattice corresponds to a triangular lattice spin, and since dimers visualize frustrated

bonds, flipping a spin toggles dimer occupancy on the dual hexagon's bonds. The

XXZ exchange J1 flips two spins at a time, hence the dimer model has dimer-flip

terms on pairs of hexagons. We immediately write such effective theory in the form
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of compact U(1) gauge theory on the honeycomb lattice:

H = U E E2 - J E cos Aq (5.20)
(Pq) p

As usual, this is accompanied by the Gauss' Law:

(Vp) E Epq = p, (5.21)
qEp

where ep is staggered background charge on the honeycomb lattice sites (see Figure

5-6(a)). Just like in the previous section, there is no fluctuating charged matter field.

Next, we formulate a path-integral and expand the cosines in (5.20) using Villain's

approximation. The action is:

o(ij)
s= E[9 E~+9 E B( +i E B(ij) , (pq)-i E , (5.22)

r (pq) (ij) (ij) Pq (pq)

where the Villain's "magnetic field" scalar B(ij) lives on the triangular lattice bonds.

We again label by i, j ... the original (triangular) lattice sites, and by p, q... the dual

(honeycomb) lattice sites. Note that every triangular lattice bond (ij) specifies a pair

of honeycomb lattice plaquettes, and that bond labels in brackets (ij) indicate scalar

quantities (B(ij) = B(ji)), while without brackets pq they indicate vector quantities

(Epq = -Eqp). It is convenient to rewrite terms with vector potential Apq in dual

form on the triangular lattice:

E pqTEp q = E AijA-Eij (5.23)
(pq) (ij)

(ij)
B(ij) E Apq = Ej Aj (Z B(ik) - E B(k)-

(i j) pq (ij) kEi kEj

As usual, duality transforms oriented bonds according to the "right-hand rule", and

180

-



thus exchanges curls for divergencies between the two dual lattices. After integrating

out the vector potential we have:

(5.24)
r (ij)

and a new constraint (Maxwell's equation):

(V(ij)) ATEij = E B(ik)
kEi

The constraints (5.21) and

(5.25)-E Bok) -
kEj

(5.25) can be solved just like in Chapter 4:

Eij = Xi - Xj + (ij (5.26)

B(ij) = ArE(ij) ,

where Xi and c(ij) are integer-valued fields. The Gauss' Law (5.21) turns by duality

into a curl on the triangular lattice, and determines the integer-valued background

vector field (ij:

4p
(vAp) E (ij =-Ep

ij
(5.27)

The simplest acceptable configuration is shown in Figure 5-5 (vector ij is 1 on all

emphasized bonds in the same lattice direction, while it is 0 on all other bonds).

Relationship between Xi and rl(ij) follows by substituting (5.26) into (5.25):

(5.28)Xi = E n(ij) 
jei

We can now write the final lattice field theory on the triangular lattice:

+S = E E [(A,,)) +
T (i j)

( N(ik)
kEi

-- I (jk)
kEj

+ (i 21 (5.29)

If we were to consider the XXZ model (5.19) with J± < 0, we would have obtained an
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Figure 5-5: A background field configuration on the triangular lattice

additional Berry's phase in this action. As demonstrated in Chapter 4, the Berry's

phase would couple to the fields only on the imaginary time boundaries. In spin

liquid and even plaquette phases (where the valence-bonds resonate) this is unlikely

to affect pattern of lattice symmetry breaking. Hence, we expect that the same order-

by-disorder that we are going to find for small J± > 0 exists in more standard spin

models with Jo < 0.

We again note that every minimally frustrated state of the original spin model is

represented by a (ij) field configuration that minimizes action. We expand the action

(5.29) about any such configuration (0)), and absorb the shift of variables that took
place into (ij -- = X° 0) - X ) + (ij, where X(° ) is obtained from r (O) according to

' (ij)

(5.28). The generalized background bond-vector field ij satisfies the same constraints

as (ij, and directly represents different minimally frustrated states of the original spin

model. Relationship between ij and spin states is expressed using the bond-scalar

notation: (ij) = rijij, where qij are triangular latice bond-orientation vectors that

take value +1 on every bond in directions depicted in Figure 5-6(b). Then, (ij) = 1

stands for a frustrated bond (ij), while ~(ij) = 0 is an unfrustrated bond.

In order to facilitate calculations we express the lattice field theory (5.29) in

matrix form. Let us introduce a lattice-vector K whose components are the fields n(ij)

on all triangular lattice bonds, and rewrite (5.29) as:

S = TCr + (div Tr + KTdiv) + j . (5.30)
(ij)
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(a) Fixed background charge distribution p = +1 on the dual lattice, and orientation of
the dual lattice bonds. Bond orientation corresponds to natural electric field lines created
by the background charge. (b) Orientation rij of the original lattice bonds. Dual lattice
is plotted dashed for comparison. Note the "right-hand-rule" relationship between bond
orientations on the original and dual lattices. Dual background charge p transforms by
duality into a "staggered flux" on the original lattice.

Figure 5-6: Triangular lattice staggered flux and dual background charge

Components of the lattice-vector dive are divergencies of bond-vectors ij on all

lattice bonds. In order to see this and reveal structure of the coupling matrix C, we

note that the action (5.29) has form:

S = gE (Xi -X +) 2 (5.31)
(ij)

Then, we expand the square, substitute (5.28) and obtain:

(div)(ij) = Z ik + jk (5.32)
kEi kEj

(CI)) = 6(·rl(ik) +Z E r(k)) r- (Z (kl) + ZZ -(kl)) , (5.33)
kEi kEj kEi 1Ek kEj lEk

where we did not take into account parts of the coupling matrix C that are defined

on temporal bonds. Time derivatives will not play any role in the following calcula-
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x

Every triangular lattice bond (solid line) can be viewed as a site of a Kagome lattice (dashed
line). The unit-cell used in this section is emphasized, and it has three depicted and labeled
Kagome sites. A choice of coordinate system is also shown; edge of a unit-cell has unit
length.

Figure 5-7: Kagome lattice representation of triangular lattice bonds

tions, which aim to reveal the pattern of lattice symmetry breaking. The role of time

derivative terms is only to stabilize a long-range order. Note that our representation

has more degrees of freedom than the original spin model. This can be easily under-

stood by recalling that the starting U(1) gauge-theoretical formulation (5.20) had

three electric field quantities Epq and two Gauss' Law constraints (5.21) per unit-cell,

while the present theory has just three independent bond-scalars (ij) per unit-cell.

This redundancy of representation was introduced by the Villain's approximation,

and as a consequence the coupling matrix C has degenerate non-physical modes with

zero eigenvalue (at zero frequency). However, our approach will naturally project the

action (5.30) to the sector of physical modes, and reveal a (2 + 1)D dispersion of

the projected coupling matrix C. The physical degrees of freedom essentially make a

discrete (2 + 1)D height model, so that this theory lives in the "smooth" phase where

a long-range order is stable. This conclusion is reached along the same lines as in the

case of the Kagome XXZ model in Chapter 4.

We now embark on finding how the lattice symmetries are broken in the stable

ordered phase. From this point on we will simplify calculations by dropping the last

term of (5.30). It evaluates to a constant (total number of frustrated bonds) for
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every integer-valued configuration of ~(ij) that corresponds to a minimally frustrated

state. It will be also convenient to change lattice labeling to that of a Kagome lattice.

All degrees of freedom live on the triangular lattice bonds (ij), which are equivalently

sites r of a Kagome lattice (see Figure 5-7). Let us represent (5.32) in matrix form:

divC = W , (5.34)

where components of the lattice-vector S are the background fields (ij) = on

triangular latice bonds, or equivalently Kagome lattice sites. In Figures 5-8 (a) and

(b) we show structure of the matrices C and W respectively by evaluating how they

act on a unit site-localized lattice-vector. These matrices can be diagonalized in

momentum space by working with 3 x 3 blocks that correspond to Kagome lattice

unit-cells in Figure 5-7. It turns out that the matrix W projects-out the non-physical

modes (due to redundancy of representation). When projected to the space of physical

degrees of freedom, the 3 x 3 blocks obtained after diagonalization reduce to scalars

in momentum space (one for every Kagome unit-cell):

vfr3 I / , 1, CS _y 
Ck = 36-4[ cos(- kk+k) + k y) +cos(-ky)]2 2/ 21 
Wk = 2i[sin(---kx + 1k) + sin k + ) sin (-k)] . (5.35)

Constraints that the background fields &, must satisfy (the same as 5.27) can also be

expressed in matrix form. There are two of them per Kagome unit-cell, one for every

Kagome triangle. In the Kagome momentum space representation on 3 x 3 blocks

these constraints read:

1 (h,kk + h.c.) = (2r) 26(k) (5.36)

2
2 (h~2,k + h.c.) = (2x)26(k) 

where the correspondint unit-cell-vectors hl,k and h2,k are depicted in real-space in

Figure 5-8(c). In this notation, bold symbols with a position or momentum index
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(a) (b) (c)

(a) Action of the coupling matrix C in the lattice field theory. Non-zero values of (CK),r
are shown at all sites r for r, = 6,,, where the site at the origin is circled. (b) Action of the
matrix W on r = 6,,o. (c) Unit-cell vectors h, and h 2 ,,, which implement background
field constraints. A constraint is imposed on every triangular lattice plaquette, that is on
every Kagome lattice triangle, so that there are two of them in every unit-cell.

Figure 5-8: Triangular lattice XXZ model represented on the Kagome lattice

denote unit-cell-vectors with three components.

We are finally ready to explore possible order-by-disorder. As argued before, the

lattice field theory (5.29) is essentially a (2 + 1)D height model (after the redundancy

of representation is removed), so that the height symmetry is always broken. Possible

breaking of translational symmetry is achieved entropically by quantum fluctuations,

and this is reflected in the "free energy" F:

e- F( = e- ( ; - gm 2n T . (5.37)

The action S (Equation (5.30)) is expanded about one of its degenerate ground-states,

which is specified by 9, and a "mass" tunable parameter gm2 is included to penalize

fluctuations away from the chosen ground-state configuration t. The free energy is

minimized at the most favorable states by entropy. We proceed by calculating F in the

only presently tractable limit. If g is small enough, we can approximate summation

over integer-valued height fields r, by a Gaussian integration. Ignoring the last term
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of (5.30), which is a constant for valid backgrounds ~, we find:

d2k I WkI 12F(f) = -g (27r)3 Ck + m2 klephys. (5.38)

where k 2hys is modulus squared of the Kagome unit-cell-vector Gk projected to the

space of physical degrees of freedom. We want to minimize this free energy subject

to constraints (5.36). The vectors /k that satisfy (5.36) have the following form for

k 0:

~k = [1-eik , ei(-kz+ky) - 1 ei(2kz+k) - 1 Pk T (5.39)

Projecting them to the space of physical degrees of freedom, and taking modulus

squared gives:

8 sin2 ( kx + ky) sin2 (-kx + k)ky
]~ke Iphys.' = pkl (5.40)

14phs.3 + cos k -k) + cos ky

where Pk is scalar amplitude of the physical background mode at wave-vector k (one

per Kagome unit-cell). This expression needs to be substituted into (5.38) in order

to obtain the final formula for free energy.

The final free energy is a weighted sum of the physical background Pk at all

wavevectors:

F(p) = -g d2kfklpk12. (5.41)

Figure 5-9(a) shows a plot of the weight-factors fk as a function of wavevector. For

reference, the first Brillouin zone and peak positions of the weight are shown in

Figure 5-9(b). Peaks reveal wavevectors that are entropically favored by quantum

fluctuations. There are two sets of peaks: primary at q' = 44y (and equivalent

wavevectors), and secondary at q = ±3 3 ) (and equivalent wavevectors).

Lattice symmetries are broken with two characteristic periods Ar obtained from

Arq = 2r. The primary period exactly corresponds to the columnar dimer order

when frustrated bonds are visualized as dimers on the honeycomb lattice (see Figure
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5-10). The secondary period breaks lattice rotation symmetry, and is characteristic

of the XXZ model. In contrast, transverse field Ising model on triangular lattice

produces only the primary period, in analogy to the square lattice model considered

in the previous section.

Interestingly, the lattice rotation symmetry breaking is also evident if we try to

guess the arrangement of frustrated bonds that is entropically selected by quantum

fluctuations. Such configurations should conform to the discovered periodicities, but

include only values 0 and 1 for the background fields J(ij) on every triangular lattice

bond (1 means that the bond is frustrated). In addition, the entropically selected

states should have zero Ising magnetization (which is a good quantum number),

since this minimizes the XXZ exchange energy. Precisely the requirement of zero

magnetization is responsible for lattice rotation symmetry breaking. This can be

easily understood by observing that the unit-cell of the primary ordering pattern

(dimer-columnar order in Figure 5-10) has an odd number of spins (nine). The unit-

cell must be doubled so that it could carry a zero total spin, and this requires picking

a direction on the lattice. A guess for an acceptable entropically selected arrangement

of frustrated bonds is shown in Figure 5-11.

As we have seen, in the small-g limit a valence-bond crystal is obtained in the tri-

angular lattice XXZ model. It is similar to the order-by-disorder on triangular lattice

caused by weak transverse field dynamics, but it breaks lattice rotation symmetry.

However, only in the large-g limit one truly captures dynamics of small XXZ ex-

change, without proliferation of multiple spin-exchange and other higher-order (more

non-local) processes. While presently we cannot perform calculations in this limit,

we can argue that the same long-range valence-bond order persists. The argument is

the same as given at the end of the previous section.
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(a) Free energy spectral weight (plotted beyond the first Brillouin zone). (b) The first
Brillouin zone and peak positions of the spectral weight. Primary peaks (large dots) lie

at the Brillouin zone edges (q' = 43! and rotations by 600), while the secondary peaks

(smaller dots) lie within the zone (q" = ±(3 X ± 3)). Reciprocal lattice vectors are b
and b2. Recall that the unit-length in real space corresponds to the Kagome unit-cell size.

Figure 5-9: Free energy spectral weight of the triangular lattice XXZ model
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If frustrated bonds of the original spin model are
visualized as dimers on the intersecting bonds of
the dual honeycomb lattice, then the best match
to the dominant period at q' is achieved by the
columnar state. This is precisely the state that
would have been entropically selected by the trans-
verse field Ising model on triangular lattice. An-
other possibility is the plaquette phase in which
every shaded Benzene-like hexagon resonates.

Figure 5-10: Columnar order of dimers on the honeycomb lattice

A guessed arrangement of frustrated bonds on the
triangular lattice that is entropically selected by
quantum XXZ dynamics. The unit-cell of this
structure is shaded and contains 18 sites. This
is the smallest size that allows total Ising mag-
netization to be zero within the unit-cell, while
it captures the underlying order at the primary
ordering wavevector q'. This unit-cell is doubled
with respect to that of the dual honeycomb dimer
picture in Figure 5-10. Periodic rings emphasize
corresponding positions of the shaded Benzene-like
hexagons in the Figure 5-10, whose periodicity is
characterized by q' (note that these are triplets of
frustrated bonds that emanate from the same site).
In addition, the structure of frustrated bonds has
been modified to form a large number of flippable
spin-pairs.

5-11: An entropically favored state in the triangular lattice XXZ model
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Chapter 6

Conclusions

This thesis includes several ideas and projects on frustrated quantum magnets from

its author's last three years of graduate studies at MIT. Since the contents of this work

could never match ambitious and general scope of its title (which sounds like a title of

a review book written by a well known expert), the author hopes that it at least brings

some fresh insight into the field of frustrated quantum magnetism, and opens some

doors for future research on various related topics. Sadly, the subject is so complex

and undeveloped that it took an entire Ph. D. to learn available and discover new

theoretical tools on just one frustrated system, the Kagome lattice antiferromagnet.

Luckily, however, this particular two-dimensional lattice, with very peculiar and

almost unnatural crystal structure, turned out to be much less frightening than it

might seem at first glance. Typically, after certain barriers of initial creativity and

mathematical complexity are crossed, problems on the Kagome lattice are solvable

to a large extent. In Chapter 2 we have explicitly revealed ground-state and excita-

tions of a complicated ordered paramagnetic phase in the Kagome quantum Heisen-

berg model; in Chapters 3 and 4 we have found field-theoretical descriptions of the

Kagome lattice quantum Ising models with transverse field and XXZ dynamics, and

explored their phase diagrams. These kinds of results are typically obtained on other

lattices either numerically (Monte Carlo or exact diagonalization), or in semiclassical

limits (large-N). From this experience, it seems that the friendliness of the Kagome

lattice comes from its poorly connected crystal structure, which sometimes makes
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it dangerously close to a collection of disconnected sites and hinders conventional

approaches.

Therefore, in retrospect, the Kagome antiferromagnets may be a small subset of

interesting problems, but they are tractable, and they apparently host certain impor-

tant examples of unconventional quantum paramagnetic phases. The combination

of these two advantages makes the Kagome systems very valuable in learning about

new exotic states of strongly correlated electrons, and in some instances even provides

pointers to understanding microscopic roots of such exotic behavior. Besides, with

current trends in numerical and experimental research, chances are that the Kagome

antiferromagnets will be among the first systems whose theoretically predicted exotic

properties will be independently verified.

In the folowing concluding sections we will briefly review the phases found in the

Kagome antiferromagnets, and the new methods used to find them. Then, we will

finish by discussing further directions in which this research could continue, and some

open problems.

6.1 Phases of the Kagome Lattice Antiferromag-

nets

In this thesis we have studied quantum Ising and Heisenberg antiferromagnets on the

Kagome lattice. Even though the quantum Ising models may perhaps be less natural

than the Heisenberg model, they admitted reliable field-theoretical treatment and

possessed great flexibility in terms of perturbations whose effects could be analyzed.

We can now systematically review the discovered Ising phases on the Kagome lattice

and perturbations that create them.

When the Kagome lattice Ising antiferromagnet acquires quantum dynamics from

a weak transverse field, the ground-state is a conventional disordered paramagnet.

No symmetries are broken at zero temperature, and there is no topological order.

This phase is expected to be smoothly connected to regions with large transverse
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fields or high temperatures, where the spins become decoupled. In fact, the lack

of spatial dispersion in the field-theoretical description indicates that the spins are

almost decoupled even at zero temperature and small transverse fields. Apparently,

the poorly connected Kagome net is responsible for such localized nature of quantum

fluctuations. All excitations are gapped at an energy scale set by the transverse field.

Simplicity of this model allowed us even to construct decent variational wavefunctions

for the ground and excited states, and reach all these conclusions with two indepen-

dent approaches in Chapters 3 and 4. It is important to realize that in spite of all

triviality, the Kagome lattice is already very special. Even trivial disordered phases

are not found in any other explored two-dimensional quantum Ising model in weak

transverse field. Instead, if the Neel phase is unstable, quantum fluctuations seem to

always entropically select some valence-bond ordered phase.

The transverse field gives dynamics to isolated spins and hence gives rise to the

least interesting phases. More exotic paramagnetic phases occur when the quantum

dynamics is more correlated. In the XXZ model, and some generalizations to models

with conserved total Ising magnetization, we found two phases. One of them is a

complicated valence-bond crystal, with a large unit-cell. The order is stabilized by

non-trivial interactions between the valence bonds (at higher orders of perturbation

theory in small XXZ exchange coupling). Particular pattern of lattice symmetry

breaking is not completely clear from the approach that led to these conclusions in

Chapter 4, but two candidate order parameters have been proposed. Size of the unit-

cell hints a possibility that the gap to excited states may be significantly smaller than

the energy scale given by the XXZ exchange, which would make this ordered phase

unconventional. The other phase found to be possible in generalized XXZ models is

a spin liquid. It naturally occurs in presence of further-neighbor and multiple-spin

exchange. Coherent nature of quantum fluctuations that preserve total Ising mag-

netization was found to yield topological order in otherwise disordered phases. In

the Kagome system, excitations in this topological phase appear to be very heavy or

localized, making individual spins virtually independent, as well as any finite clusters

of spins, but keeping some coherence at macroscopic scales. It is interesting to note,
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however, that without help from further-neighbor and multiple-spin exchange pertur-

bations, pure and weak XXZ dynamics prefers the valence-bond order, even on the

very frustrated Kagome lattice.

Yet another peculiar phase was found in Chapter 3 when the Kagome lattice Ising

model is given quantum dynamics in form of a ring-exchange on hexagonal plaquettes.

For weak ring-exchange, but strong enough in comparison to transverse field and XXZ

exchange, an ordered phase with spontaneously acquired ferromagnetic Ising magne-

tization seems to occur. One third of all spins participate in creating non-zero total

magnetization, while the other spins fluctuate on periodically distributed hexagonal

plaquettes (being set in motion be the ring-exchange). Translational symmetry is

broken with a nine-site unit-cell. The features of this phase make it strikingly similar

to the phase with one-third of saturated Ising magnetization that is induced by large

external longitudinal magnetic fields in the XXZ models. Such a phase was found

responsible for a plateau in the magnetization curve.

Clearly, the Kagome Ising antiferromagnet is a factory of exotic quantum phases.

Due to a large variety of different phases, we can consider it a prime specimen among

two-dimensional frustrated magnets suitable for learning more general lessons. If

any lesson is to be learned, it is that a long-range order in two-dimensional systems

with discrete degrees of freedom and local dynamics is extremely robust, even in

very poorly connected lattices. Only two ways to restore all symmetries were found.

One is a poorly connected lattice combined with the most local dynamics (trans-

verse field); this gives rise to a trivial paramagnetic phase with no topological order.

The other is proliferation of less local perturbations, such as further-neighbor and

multiple-spin exchange; this mechanism should work on every lattice. Another les-

son is that topological order generally obtains when perturbations that conserve total

Ising magnetization are dominant and restore all symmetries.

The XXZ model on the Kagome lattice has an added importance: it is an anisotropic

Heisenberg model. In Chapter 2 we studied the isotropic Heisenberg model on the

Kagome lattice using completely different methods than those applied to the Ising

models. The Heisenberg model attracts considerable attention in the condensed mat-
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ter community, mainly because of its puzzling spectrum, claimed to contain gapless

singlet modes in absence of any symmetry breaking and in presence of a finite spin-

gap. Our approach to this problem started from a qualitatively constructed effective

theory, which supported two quantum phases. One of them is an exotic valence-

bond crystal. Its unit-cell is large (36 sites), and translational symmetry is broken

in a 12-fold degenerate way. Elementary singlet excitations appear at an extremely

small energy scale, much lower than the exchange coupling, but they are gapped.

They also seem to be very heavy (large effective mass). The other phase is a spin

liquid characterized by a clear and large gap to all excitations, and again by an ex-

tremely large effective mass. From comparison with available numerical studies of the

Kagome Heisenberg model, and from some analytical considerations, we concluded

that the valence-bond ordered phase is the best candidate to explain the mysterious

spectrum. Unusually small gap is thus a consequence of frustration, which yields

emergent physics at low energies, and not necessarily a consequence of proximity to a

quantum critical point. These conclusions are further backed up by comparison with

our results on the XXZ model: one of the candidate ordered phases found in the XXZ

model is exactly the same as the valence-bond crystal of the Heisenberg model. A

possible scenario is that the XXZ and Heisenberg models on the Kagome lattice are

smoothly connected.

6.2 New Methods for Frustrated Quantum Mag-

nets

All methods used in this thesis are centered about quantum models with discrete

degrees of freedom. They are either a starting point (Ising models), or low energy

effective theories of models with continuous degrees of freedom (a Z2 gauge theory

obtained from the Heisenberg model). Discreteness is clearly the heart of success in

this work.

The Heisenberg model on the Kagome lattice was treated by a slave-fermion formu-
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lation in Chapter 2, where interactions between the slave particles were implemented

through a Z2 gauge field. Certainly, other types of gauge fields could have been used

in this kind of formulation, but a choice of discrete fields yields added simplicity at

later stages of analysis. The Kagome problem involves gapped spinfull excitations,

and abundant spinless excitations below the spin-gap. Therefore, an effective the-

ory for the spinless states is naturally obtained by integrating out the spinful slave

particles. This effective theory is a pure Z2 gauge theory on the Kagome lattice,

or equivalently a fully frustrated quantum Ising model on the dual dice lattice. A

qualitative Hamiltonian for the spinless singlet excitations was constructed by sym-

metry arguments. In the Kagome case it was possible to find the ground and excited

states of the effective theory within a second order degenerate perturbation theory.

This is perhaps a unique example of a complicated problem which can be handled by

elementary perturbative techniques.

A more controlled kind of calculations is possible when the starting point is a

frustrated quantum Ising model on a lattice whose dual lattice is bipartite. Then,

there are standard techniques based on quantum dimer representations, compact U(1)

gauge theory, duality transformations and field theory, which are very powerful for

exploring phase diagrams. Due to mathematical complexity such approaches have

not been applied to the Kagome systems until now. In the Chapters 3 and 4 we

demonstrated two ways to apply these techniques on the Kagome lattice. The first

directly exploits corner-sharing structure of the lattice, and its microscopic degrees of

freedom are fluctuating spins. Its advantage is ultimate simplicity, which allows a neat

demonstration of an elusive disordered phase created by transverse field dynamics.

The second approach is applicable to a larger variety of lattices, and its microscopic

degrees of freedom are fluctuating frustrated bonds. Though more complicated, it

proved to be more suitable for revealing patterns of lattice symmetry breaking in the

Kagome quantum Ising models.

An extension of a mean-field method to frustrated systems was also introduced

in this thesis (Chapter 4). If there are numerous degenerate states that minimize

action of a particular frustration problem, it is possible to partially integrate out
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quantum fluctuations and calculate which degenerate states are favored by entropy.

Such states are represented by larger probability amplitudes in the ground-state wave-

function, and if they posses long-range order an ordered quantum phase may result.

Our method should also work generally, when ordered states are shaped both by min-

imizing energy and maximizing entropy. In fact, one can say that we find states with

minimized quantum free energy. This method was first applied to the Kagome Ising

models with transverse field and XXZ dynamics in Chapter 4, and then to models on

the square and triangular lattices in the Chapter 5. In all cases it revealed valence-

bond ordered phases, except in the transverse field Ising model on the Kagome lattice,

where no long-range order was entropically selected.

6.3 Open Problems

There are several directions in which the research presented in this theses could im-

mediately continue. The methods developed here are applicable to various frustrated

magnets, and can be used for more systematic study of the physics of frustration.

The Z2 gauge theoretical approach from Chapter 2 could be applicable to all frus-

trated quantum magnets that have abundant singlet states deep below a finite spin-

gap. Apart from the Kagome system, examples include the checkerboard Heisenberg

antiferromagnet, and perhaps the pyrochlore antiferromagnet. A naive expectation is

that a valence-bond crystal (plaquette phase) generally settles down in this approach,

with highest possible density of smallest resonating valence-bond loops that the given

lattice can support. This precisely describes the ordered phase found numerically in

the checkerboard system [62]. In the pyrochlore system, this picture would predict

two possibilities, one with clear gap to all excitations, and one with extremely small

gap (similar to the Kagome case), but both ordered in a staggered fashion (every

other tetrahedron carries a resonant loop). These conclusions are very preliminary

and intuitive, so that more research is needed in order to verify them.

The U(1) gauge theoretical approach from Chapter 4 is applicable to a wide range

of frustrated quantum Ising systems in two dimensions. As long as Ising interactions
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are nearest-neighbor and frustrated on a lattice whose dual lattice is bipartite, vir-

tually any kind of spin dynamics can be studied. This provides an opportunity to

systematically explore many cases (different lattice geometries, further-neighbor and

multiple-spin exchange, etc.), and seek correspondence between microscopic details

of the frustrated models and macroscopic properties of the realized phases. An inter-

esting question is what a weak ring-exchange can do to the Ising model on triangular

lattice. This problem is related to at least two important physical systems. One is an

SU(2) symmetric spin model with ring-exchange on the triangular lattice, which was

studied numerically and showed in certain regimes a very similar spectrum to that

of the Kagome Heisenberg antiferromagnet (seemingly gapless singlet states below a

finite spin-gap [47, 48]). The other is given by the BEDT-TTF organic superconduc-

tors, which are potential hosts of spin liquid phases.

Clearly, much work is yet to be done on three-dimensional frustrated quantum

magnets. Approaches from this thesis are applicable in three dimensions as well,

where only the duality transformations proceed differently than in two dimensions.

Specifically, in this thesis we have exploited simplicity of the Ising-like models that

are dual to gauge theories in two dimensions. In three dimensions, appropriate dual

models are again gauge theories, and may lead to reduced stability of entropically

selected ordered phases (when there is too much entropy). This has been already

demonstrated in a pyrochlore XXZ-like model, where a spin liquid was found as a

stable phase [81].

Finally, several big questions remain. Fundamental importance of frustrated sys-

tems lies in their ability to produce emergent physics at low energies that has very

little or no resemblance to the physics at high energy scales. In that sense these

systems can be viewed as condensed matter analogues of phenomena observed in the

standard model of elementary particle physics. Just like strong nuclear interactions

balance each other out at very high energy scales and leave much weaker electromag-

netic and ultimately gravitational forces to rule in our world, violently competing

forces in frustrated magnets reach some sort of equilibrium at energy scales set by

the exchange and let much weaker perturbations decide about particular macroscopic
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features. The research presented in this thesis has already encountered some com-

plex phenomena familiar from our world. For example, exchange interactions on

the Kagome lattice led to a complicated honeycomb crystal arrangement of valence

bonds with a unit-cell large enough to shield independent degrees of freedom inside

the honeycomb cells (Chapter 2). Similar situation occurs in every crystal of atoms,

where atoms lend some of their electrons to stabilize the crystal, but keep some other

electrons shielded in core orbitals as local independent degrees of freedom. Another

phase that could be stabilized in the Kagome antiferromagnets has a stripe-like long-

range order with a large unit-cell, so that electron fractionalization happens in one

dimension, between the stripes (Chapter 2). Such unusual spin liquid behavior (co-

existing with crystalline order), in which one direction is spontaneously selected for

a translationally invariant order parameter, somewhat resembles situations found in

liquid crystals. Possibilities seem endless. From a theoretical point of view, frustrated

magnets may be a great laboratory for learning about new phases of matter and ways

in which laws of nature emerge from collective behavior. Some ideas even consider

possibility that the laws of nature in our universe are shaped by collective behavior

at some high energy scales. From an experimental point of view, there is an exciting

hope that in condensed matter systems one could probe physics both at high energy

scales and emergent low energy scales, in contrast to the particle physics where some

high energy scales are just too high. However, at present it seems that in condensed

matter systems the low energy scales may be just too low. We are only yet to observe

complicated valence-bond crystals and spin liquids in clean materials at extremely

low temperatures.

Another big question is how applicable the points of view presented in this theses

are to the other strongly correlated systems that share certain things is common with

frustrated magnets. Cuprates may belong to this class of systems, since physics of

their pseudo-gap phase seems to be that of magnetism frustrated by charge fluctu-

ations. It is the author's hope that the extended mean-field approach explained in

Chapter 4 can be improved and applied to fermionic systems as well. This approach

can handle both energetic and entropical effects of quantum fluctuations, and could
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be appropriate to shed more light on the order parameter in the pseudo-gap phase

(which might be entropically determined by quantum fluctuations). At present, it

is only possible to illustrate this approach on a bosonic caricature of the cuprates.

Suppose that a t - J model of the cuprates is tweaked so that electron creation

and annihilation operators become bosonic. Then the model describes three kinds

of particles: spin-up electron, spin-down electron, and hole. When the J interaction

is decomposed into Ising and XXZ parts, the XXZ exchange describes hopping of

spin-up and spin-down electrons, while the Ising part corresponds to a short-range

repulsion between same-spin electrons. Similarly, holes can hop on the lattice, and

one can include into the model their short-range repulsion as well (this is very re-

alistic). All three kinds of particles could be controlled by "chemical potentials":

doping for holes, and magnetic field for spin-up and down electrons. All particles are

hard-core in this toy model. One way to study such a model is by Monte Carlo - this

is how the whole phase diagram of the model could be explored. For more physical

insight, an effective low energy theory can be derived in certain limits, and set up

as a lattice field-theoretical problem. Then, order-by-disorder could be studied using

the extended mean-field technique, and stability of ordered phases could be addressed

using field-theoretical methods. Hopefully, there are many ways in which ideas from

this thesis can be extended.
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Appendix A

Ground-State Average of the

Gauge Field

Here we derive the ground-state average (j) in the Z2 gauge theory (2.4). We

are interested in the limit of ho tij, ij where we can apply perturbation theory.

Ground-states la) of the unperturbed part Ho = -ho Z(ij) aij are degenerate: they

have aij = 1 on every bond, while the spinon degrees of freedom are arbitrary (subject

to the gauge constraint (2.5). The perturbation H' can be written as:

H' =- U [tijE (flifj+hc) +A(f ifj-fif t jh.c.)]j (A.1)
(ij) =T1 (ij)

Let us express the true ground-state 10) of the total Hamiltonian H as a superposition

of unperturbed ground-states la) and first excited states ijlP3ij). Note that both la)

and I,3ij) have uj = 1 on every bond. In order to satisfy the gauge constraint (2.5),

all states la) must have exactly one spinon on each site, while all states flpij) must

have zero or two spinons on the sites i and j and one spinon on every other site.
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Ignoring everything beyond the second order of perturbation theory we have:

10) = IA) + IB) (A.2)

IA) = Zala)

B) = E E b oa;lij)
(iD) fij

Note that the states IA) and IB) are not normalized in this notation. Amplitudes a,

and b, can be obtained by calculating the matrix elements (alHIO) and (ij luOHIO)

respectively. Taking into account that H' has non-zero matrix elements only between

two unperturbed states whose aim, configurations differ only at one bond, we derive:

a,,= E- E bpi(aIH'aijPij) = E- Eo( H'IB (A.3)
(ij) Pij

1 1 (iIH'IA)
bpi= E - El E a(pilazH'la) E-E - EIA),

where E is the true ground-state energy, and En = -(N - n)ho are energies of the

unperturbed ground and excited states. Substituting this into (A.2) yields:

1

JA) = E-E Eoa)(alH'B) (A.4)

1

lB) = E - El E aIzjl3i)(ijla H' A) .
(ij) fij

202



We are now ready to calculate the ground-state average (OlaIJO) at the second order

of perturbation theory. Noting that (ijeIajH'IA) = (ij[lijlA) we have:

(Oji10O) = (Ao-jIA) + (Bja-IB) (A.5)

= (A}A) + (E E) x(E - E1)2

x E E E E (Ab plqllpzql)(lQ [Orlqlpjj'72q2 .p2q)( P2q2[ lP2q2[A)
(plql) PPlQl (P2q2) PP2q2

= (AIA)+ (E ) (1 - 26pq,()) (Alpqi,(3pq )(pqFpqIA)
(pq) 3pq

(E 1 S (1 - 2(pq),(ij) (AIqIA)AA + (Z- E)2~ -[(pq)
Finally, we note that -2j is proportional to SiSj when one spinon occupies every

site (the proportionality constant is positive); this fact leads to the antiferromag-

netic Heisenberg model at the second-order perturbation theory. The state IA) has

normalization close to unity, while the correction to the zeroth-order (Olaj 1O0) is small:

(O°F10o) = C1 + C2(sisi) 1 C1 > C2 > , (A.6)

where the average on the right-hand side is calculated only in the spinon sector.
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Appendix B

Estimates of the Couplings in the

Z2 Gauge Theory

Let us express the Hamiltonian (2.4) in the slave-particle path-integral, as it was

done in the Reference [16]. The action involves the spinon Grassmann field fi living

on the sites i of the (2+1)D lattice, and the gauge Ising-like field aij living on the

lattice bonds:

s = - [ij (tilfaj +C-c.) +a i(JTi71j -I7JTj+c.c.)] -J j if i+SB , (B.1)
(ii) i

where the Berry's phase SB that realizes projection to the physical Hilbert space is

given by:

e-SB = 1 ij (B.2)
i,j=i-~

The action (B. 1) is an exact rewriting of the Heisenberg model in the limit tij, Aij < 1

[16]. We obtain it upon integrating out aij, and JA-r i ), where A- - 0O

is the imaginary-time lattice spacing used in the path-integral (of the Heisenberg

model). We can relate the action coupling constants tij and Aij to the Hamiltonian

(2.4) coupling constants, tij and Aij. In order to simplify notation, from now on we

will use one symbol t to represent all the couplings in the action, and t for all the
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couplings in the Hamiltonian. The connection is:

1 , on the temporal links (ij)

t6, on the spatial links (ij)

where 6 = /A7/ho -4 0. Now we integrate out the spinon field, and obtain a pure

Z2 gauge theory with the action:

S = -log det A(aij; tij) + S = - K H i + SB. (B.3)

The matrix A above is the matrix that couples the spinons in (B.1). In the expanded

form, this action must contain various gauge-invariant products of aij on the closed

loops, with the loop-dependent coupling constants KO. The very assumption that

this expansion is possible and convergent is an essential one, and it requires a large

spin-gap (of the order of J), determined at a microscopic scale. A large spin-gap

guaranties that the effective theory will have only local terms, and significance of

various closed loops in (B.3) will rapidly decrease with increasing loop size, making

the expansion convergent. At this point we are not providing any formal estimate of

the spin-gap. We simply use some external sources to obtain information about it,

for example the numerics.

Using the fact that a aij factor always comes together with a tij factor in (B.1),

we can estimate the coupling constants KS (to the lowest order):

Kod'~ I~T~~ii~ ~(B.4)

and this implies that Kr can be treated as small numbers, scaling as 6n with n being

the number of spatial links in the loop. In order to formally derive the connection

between this action and the Hamiltonians (2.8) and (2.13), we consider only the

simple lattices with two spatial dimensions, and neglect all higher order loop terms

(enclosing more than one elementary plaquette). If the action contains only the

elementary plaquettes, we can readily construct the dual theory, as outlined in [16].
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It takes the form of the Ising model on the fully frustrated dual lattice:

S =- E lmelmvlvm (B.5)
(Im)

The Berry's phase SB in (B.3) is responsible for appearance of the frosen field Elm

that lives on the links of the dual lattice; products of Elm on all dual lattice plaquettes

must be -1. The only fluctuating field is the vison Ising field vl. This duality

transformation establishes connection between the coupling constants KO defined for

a plaquette and Klm defined for the dual bond piercing that plaquette:

tanhK_ = e- 2 m , tanh Kim = e-2 ° . (B.6)

For simplicity, assume that there is only one kind of elementary plaquettes. Then,

the Hamiltonian that describes the dual theory has the form:

H =-h E imvv '-K vl . (B.7)
(Im) I

The connection between the action (B.5) and Hamiltonian above is:

KAr = e- 2Km , on the temporal dual links (m);

hAT = Kim , on the spatial dual links (im) .

Now we can estimate the values of the Hamiltonian coupling constants. The temporal

elementary plaquettes always have 4 bonds (two spatial and two temporal), while we

assume that the spatial elementary plaquettes have n bonds. It follows that:

KAr = e-2K Im(dual temporal link) = tanh Ka (spatial plaq.) (B.8)

-r) t(\t)n/2

1
hA- = Klm(dual spatial link) = - logtanh K0 (temporal plaq.) (B.9)

2

Aa-+ -log[tAT/ho] 
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Taking the ratio of (B.8) and (B.9), and noting that the Heisenberg model exchange

coupling is J _ t2/ho, we obtain:

K 2(JAr) n/ 2 (B.
h [ log(JAr\T)

The energy scale of J is also a measure of the spin-gap. Since the spinons have to be

integrated out, the starting path-integral must accurately represent the energy scales

above the spin-gap. The energy cut-off must be much larger than the spin-gap, and

hence JAr < 1. This is also compatible with request tij, Aij < 1, needed for the

path-integral with action (B.1) to reduce to the Heisenberg model. Consequently,

h > K (for arbitrary n > 0).

This simple analysis suggests that the large-h limit of (2.13) is a good effective

theory for the singlet physics below the spin-gap. It also seems natural to expect

from (B.10) that the higher-order loop terms, present in the more accurate effective

Hamiltonian, have the coupling constants Kn which decay with the loop length n as

Kn oc xn , where x = A << 1.

As a matter of principle, this approach can be useful even for extensions of the

Heisenberg model. The next-nearest and further neighbor exchange interactions are

reflected in the action (B.1) as additional spinon hopping and pairing terms mediated

by the Z2 gauge field. The spinons can still be integrated out (provided that there

is a large spin-gap), and the pure Z2 gauge theory (B.3) would effectively live on

the more complicated lattice which has bonds between all pairs of sites that host an

exchange coupling. The dual theory would, in general, be more complicated than the

frustrated Ising model (the effective lattice may not even be planar), but we could

still write an effective Hamiltonian like (2.8) together with the gauge condition (2.9),

and expect a large-h limit to be realized. Similarly, the ring exchange interactions

can be implemented in the action (B.1) by explicitly adding the loop products of the

gauge field to it. This would yield larger values for the loop couplings Kn in the pure

Z 2 gauge theory, possibly making them comparable with h in magnitude.
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Appendix C

Degenerate Perturbation Theory

Let the Hamiltonian H be sum of two components, Ho and H'. Let the unperturbed

part Ho have a degenerate manifold of ground-states la) with energy E0, and gapped

excited states 1/I) with energies Ep. Assume that the perturbation H' is small com-

pared to Ep - Eo (typical values used here). We first expres a true ground-state I)

of H with energy E as a superposition of all Ho eigenstates, which will be generically

labeled 1.y). The set of equations for the amplitudes in this superposition a- = (M')

is:

(E - E,)a- = E (ylH'ly)ayl (C.1)

Amplitudes a of the high-energy states can be eliminated iteratively from this system

of equations:

(E- Eo)a.o

where wi =

(n-lIH'an>),

= Z(aolH'al)aal + E Z(aoIH'/I) E - E 1 H'I'2)a2 (C.2)

= E(olH'la>l)a, + E (aolH'l')EE ( IH'I2)a2+...
Cil 31 ia2

i=1...n-1

E [WOE1 W12 W2,3 ***Wn-l,n] aan

(PilH'lPj), for 1 < i,j < n - 1, wo,1 = (aolH'Pl,1), and Wn-l, n =

while AE = E - Eo and ui = Ei - Eo. This is now a system of
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equations that resembles an eigen-problem: non-trivial solutions for a, exist only

for certain values of AE. However, the dependence on \E is non-linear, and the

"eigen-vectors" will not be orthogonal beyond the second order of perturbation theory.

Ideally, we want to construct an effective Hamiltonian, defined in the Hilbert subspace

spanned by the low-energy states Ice), whose energy spectrum coincides with the actual

low-energy spectrum of the full Hamiltonian, and whose eigenstates are as close as

possible to the true physical low-energy states 0). If we represent (C.2) in matrix

form A(AE)a = 0, where a is an "eigen-vector", then we can define a unitary matrix

U(AE) that diagonalizes A(AE). Since AE is a small number, all dependences on it

can be expanded, and the matrices U could be obtained perturbatively, in principle.

This would also allow solving perturbatively for the "eigen-values" \E. Finally,

knowing the ground-state energy AE, and the excited state energies AEi, the ideal

effective Hamiltonian would be

Heff = Eo + Ut(AEo)diag(AEo, A\E, AE 2 .. )U(AE o ). (C.3)

Situation is much simpler up to the second order of perturbation theory: AE does

not appear at all on the right-hand-side of (C.2), so that we have a proper eigen-

problem. The remaining E on the left-hand-side can be directly turned into the

effective Hamiltonian:

HE(2) - + )wo,(1 - E E oo) WOJW' 2 ( 2 (.)
aO,0a aO,a2 ]1
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Appendix D

Properties of the TFIM Lattice

Theory

Here we derive two important properties of the lattice field theory (4.27) with regard

to its saddle-points. The saddle-point vectors are given by (4.31), where the bond

variables (ij) describe the dimer coverings of the Kagome lattice with one dimer

on every triangle, and an arbitrary even number of dimers on every hexagon. The

value (ij) = 1 represents a dimer, while (ij) = 0 represents a vacancy. First, let us

calculate the normalization of the saddle-point vectors (the (ij) variables have no

time dependence, and we will drop the summation over time):

[(F j l (ij)j] (D. 1)
L 6jEi jEi -

12 E 42 + z (1 + (ij1)C(ij2))&hlj2
i - jEi jl,j2Ei

= const. + 4 E (1~i2 + i3i4)
i
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e(ij) is -1 on the bonds of the shaded triangles, and +1 on the other bonds. Kagome bond
orientations are also shown.

Figure D-1: Local neighborhood of a Kagome site

In the last line we have used the notation from the Fig. D-1. Switching to the bond

variables, we have:

(T const. -4 E (il)(i2) + (i3)(i4) (D.2)
i

= const. -2 (ij)) +2 2 (
A (ij) (ij)

= const..

We have used the facts that the sum of 6(ij) on every triangle is 1, since every triangle

holds one dimer (N is the number of Kagome sites), and that the total number of

dimers on the lattice is fixed (equal to the number of triangles). We see that all

saddle-point vectors 5 have the same normalization.

Now let us calculate how the coupling matrix C from the action acts on the saddle-

point vectors ~. The quadratic parts of the expression (4.30) reveal how the matrix

C acts on the height field vectors X whose components are Xi and Ai. Substituting

there ji ij for every Xi, and EjEi e(ij)6ij for every Ai reveals the action of C on

the saddle-point vectors :

(C)x, = Ew(ij); (D.3)
jEi

(Ce)\i = Eij)W(ij)
jEi

212



where w(ij) is neither a vector, nor a bond scalar:

W(ij) - 4 ij (z jk + E(ij)
kEj

Since we need to find the sums of W(ij) around a

look at the neighborhood of a site i, and refer to

(D.4)
kej

particular site, let us take a closer

the Fig. D-1:

W(ij) = 4 ij - E ~jk (1 + e(ij) E £k) (D.5)
kEj kEj

= 4ij - 26(j,1(ji + 12) - 26j,2(~ji + 621) - 2 6j,3(Jji + 34) - 2 6j,4(~ji + ~43)

= 6j - 2 (6j,112 + 6j,221 + j,3634 + 6j,443)

Then:

L(ij)
jEi

E 6 (ij)W(ij)
jEi

= 6 E ij - 2(12 +21 -+ 34 + 43)
jEi

= 6Eij ;
jEi

= 6 E e(ij)ij -2 (e(il)612 + e(i2) 2 1 + e(i3)634 + (i4)~43)
jEi

= 6 E e(ij) ij 
jei

We see that the action of C on a vector whose components are EjEi ij and EjEi e(iji

simply reproduces those components, with an additional factor of 6. Therefore, all

saddle-point vectors are degenerate eigenvectors of the coupling matrix C, with an

eigenvalue 6.
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