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Abstract

Semiconductor technologies have been a key to the growth in wireless communication
over the past decade, bringing added convenience and accessibility through advantages in
cost, size, and power dissipation. A better understanding of how an IC technology affects
critical RF signal chain components will greatly aid the design of wireless systems and the
development of process technologies for the increasingly complex applications that lie on
the horizon. Many of the evolving applications will embody the concept of adaptive per-
formance to extract the maximum capability from the RF link in terms of bandwidth,
dynamic range, and power consumption—further engaging the interplay of circuits and
devices is this design space and making it even more difficult to discern a clear guide upon
which to base technology decisions. Rooted in these observations, this research focuses
on two key themes: 1) devising methods of implementing RF circuits which allow the per-
formance to be dynamically tuned to match real-time conditions in a power-efficient man-
ner, and 2) refining approaches for thinking about the optimization of RF circuits at the
device level. Working toward a 5.8 GHz receiver consistent with 1 GBit/s operation, signal
path topologies and adjustable biasing circuits are developed for low-noise amplifiers
(LNAs) and voltage-controlled oscillators (VCOs) to provide a facility by which power
can be conserved when the demand for sensitivity is low. As an integral component in this
effort, tools for exploring device level issues are illustrated with both circuit types, helping
to identify physical limitations and design techniques through which they can be miti-
gated. The design of two LNAs and four VCOs is described, each realized to provide a
fully-integrated solution in a 0.5 um SiGe BiCMOS process, and each incorporating all
biasing and impedance matching on chip. Measured results for these 5-6 GHz circuits
allow a number of poignant technology issues to be enlightened, including an exhibition
of the importance of terminal resistances and capacitances, a demonstration of where the
transistor fT is relevant and where it is not, and the most direct comparison of bipolar and
CMOS solutions offered to date in this frequency range. In addition to covering a number
of new circuit techniques, this work concludes with some new views regarding IC technol-
ogies for RF applications.
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Chapter 1

Introduction

One of the largest growth areas in electronics over the past decade has undoubtedly
been in applications of wireless communication. Semiconductor technologies have been a
key to this growth, bringing added convenience and accessibility through advantages in
cost, size, and power dissipation. Wireless products and systems thrive on this increased
utility, the commercial momentum of which has been fueling further investment in inte-
grated circuit designs and technology. The resulting advancement in system capabilities
has developed greater interest and receptiveness on the part of the consumer, leading to
more applications being envisioned, and necessitating more available spectrum to support
the wireless infrastructure. To obtain this added bandwidth and alleviate interference, the
frequencies of the communication channels are necessarily edging upward, placing yet

more demands on the technologies used to implement the wireless systems.

Several recently opened ISM bands in the 5-6 GHz range have been allocated for
unlicensed operation of broadband wireless links between portable devices, computers,
and the Internet. While always subject to change, the spirit of these National Information
Infrastructure (NII) systems has been described by the FCC in a 1996 ruling [1]:

NII/SUPERNet devices [can] provide short-range, high-speed wireless dig-
ital information transfer and could support the creation of new wireless
local area networks (LLANSs) as well as facilitate access to the National
Information Infrastructure without the expense of wiring. These devices
may further the universal service goals of the Telecommunications Act by
offering schools, libraries, health care providers, and other users inexpen-
sive networking alternatives which may access advanced telecommunica-
tions services.

Three unlicensed bands are set aside by the ruling: 5.15-5.25GHz, 5.25-5.35GHz, and
5.725-5.875GHz, of which the band centered at 5.8 GHz allows the highest transmit power
levels. With 150MHz of allotted bandwidth and up to 1 W of transmit power, data rates of

1GBit/s are conceivable over links covering short haul distances.

15



Chapter 1: Introduction

While the products and applications in this field are still evolving, the one con-
straint is that the consumer market will determine the acceptable end product price based
on convenience, functionality, and a comparison with substitutes. Along with a consider-
ation of form factor issues, the price the market will bear effectively sets a bound on the
technologies which can be used in realizing the product. In conjunction with circuit
design techniques, the limitations of these technologies determine the performance that
can be achieved in the required system components, a set of capabilities around which the
wireless link specifications must be drawn. These specifications in turn define the features
and functionality, creating a reinforcing loop in the product design space as illustrated in
Figure 1-1.

Features &
Performance_/

Figure 1-1. System dynamics model for IC technology-based markets.

Size and cost constraints may, for example, make the use of a discrete dielectric
resonator oscillator impractical for the RF upconversion stage in the transmitter of a port-
able communications device. Integrating the RF link within a GaAs or InP MMIC may
yield good performance while addressing the size issues, but may represent too costly a
solution for the application. A circuit realized in silicon might be a less expensive alterna-
tive; however the transistor and passive device parasitics are more significant in a silicon
IC technology.! For an oscillator, the increased transistor terminal parasitics result in a
higher phase noise, potentially interfering with weaker signals in adjacent channels or

degrading the sensitivity of a receiver. In a transmitter, oscillator phase noise can limit

' The semiconducting nature of silicon results in appreciable terminal capacitances to the sub-

strate (e.g., collector-substrate capacitance in a bipolar transistor) which are not significant when
semi-insulating materials are used for the substrate material. Device designs in III-V semicon-
ductors also typically employ mesa structures that lower access resistances and junction areas
when compared to more planar device topologies.

2 QOscillators and phase noise are covered in Chapter 3.
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Chapter 1: Introduction

how closely channels may be set which, for a fixed bandwidth, reduces the achievable data
rate. Conversely, by reducing the signal to noise ratio available to the demodulator, phase
noise in a receiver increases the bit error rate. Hence the noise of an oscillator in a wire-
less communications system perceptibly impacts the allowable number of users, realizable
data rates, and the quality of the link, exemplifying the importance of the device technol-
ogy. Making the right technology choice plays a crucial role in determining the commer-

cial success of a product.

1.1 Thesis Contributions

Among the realizations from considering the nature of product development is that
a better understanding of how an IC technology affects critical RF signal chain compo-
nents would greatly aid the design of both wireless systems and future process technolo-
gies for the increasingly complex applications that lie on the horizon. The fundamental
interplay between devices and circuits in this design space confounds the issue, making it
difficult to discern a clear guide upon which to base technology decisions. In designing
key RF components—such as oscillators, mixers, and amplifiers—circuit techniques and
topologies can be developed to mitigate device limitations and to break traditional design
trade-offs by extending the concept of scalable circuit performance in radio transceivers.
Furthermore, as the properties of a wireless communication channel tend to be highly
uncertain, significant power savings can be realized by using circuits designed to allow a
dynamic adaptation to changing operating conditions. In light of these observations, the

focus of this thesis centers upon two key themes:

 The optimization of RF circuits at the device level. Two broad classes of circuits
are considered in this research: linear time-invariant (LTI) and linear time-variant
(LTV). The LTI class of circuits is studied by designing and characterizing a pair
of 5.8 GHz low-noise amplifiers (LNAs), and the LTV side is investigated by con-
structing and measuring a set of four voltage-controlled oscillators (VCOs).
Approaches for exploring device level issues are developed with both circuit types,
helping to identify physical limitations and design techniques through which they
can be mitigated. Other RF circuits, such as mixers, can then be considered
through these approaches as a combination of LTI and LTV elements. By carefully
crafting an experiment around a set of designs in a BICMOS process and tracing
measured circuit performance back to device level issues, some new views are
offered on directions that should be taken in IC technologies for RF applications.

» Devising methods of implementing RF circuits which allow the performance to be

dynamically tuned to match real-time conditions in a power-efficient manner.
Once the physical limitations are accommodated in the design, extracting the opti-
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mum performance from a technology becomes a matter of dissipating the required
power in the circuit. It may not, however, be either necessary or feasible to operate
the transceiver circuits under this condition at all times. Signal path topologies and
adjustable biasing circuits are developed to provide a facility by which power can
be conserved in RF circuits when the demand for performance is low, providing
flexibility without compromising the operation when optimum performance is
required. Incorporation of adaptability at the circuit and system levels is para-
mount in expanding the capabilities and increasing the utilization of wireless com-
munication links, and yet remains a largely untapped resource in this field.

These themes represent two areas in which innovation will hold significant implications
for the future of RF/microwave integrated circuits and the wireless applications in which
they are used. An introduction to these ideas and other related concepts is provided in the

following sections.

1.1.1 Optimization of RE Circuits at the Device Level

One of the salient characteristics of RF circuit design is that the active devices are
often pushed near their physical limits of operation, resulting in a high degree of cor-
relation between the performance of an individual transistor and that of the circuit. As the
signal frequency increases toward the rate where small-signal gains fall to unity, the ability
to compensate device shortcomings through feedback mechanisms becomes constrained.
Thus, an important area of investigation for this regime of operation is to identify the
device features that are limiting circuit performance in key RF transceiver components.
Most of the components can be represented by models of either the linear time-invariant or
linear time-variant variety. Through linearity, both models assume that the RF signals
being processed are small enough not to appreciably impact the operation of the circuits

3 Additionally, in LTI circuits, the parameters of the elements

that are processing them.
remain constant—a condition observed in many amplifiers and filters. Time-variant cir-
cuits include oscillators, mixers, and prescalers, and are characterized by possessing gains,
impedances, noise power, etc., which vary with time—often in a pattern that is periodic.
For both classes of circuits, models are discussed as a means of eliciting the mechanisms
responsible for constraining the circuit performance. However, this determination cannot
be made in a vacuum, as circuit techniques and topologies can be developed to work
around limitations (to an extent).* Pushing the performance envelope in RF can only hap-

pen through a concurrent optimization of circuits and technology.

3 A mixer processes either the RF or IF signal and produces the other; the applied oscillator drive
can be considered as creating a time-varying operating point for the signal and the noise sources
in the circuit. More will be said about mixers in Chapter 3.

4 Note the earlier point about the limited ability to implement compensation via feedback at RF.
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Knowledge gleaned about the performance-limiting factors identified through
these approaches can be applied at a number of levels. First, even within the confines of a
chosen process, a designer has considerable latitude with transistor selection, sizing, and
2-D layout geometry. These degrees of freedom may be used to better optimize RF cir-
cuits in pushing the limits of a technology, and to make more evident where those limits
lie. Similarly, the tools described in this work can be used to guide the selection of a tech-
nology for a chosen application. A bipolar or BICMOS technology may involve more
masks than a comparable CMOS process, but the higher transconductance and lower noise
per unit current of a bipolar transistor may provide advantages which can improve the
quality of service to cost ratio of the overall system. Knowledge of the technological lim-
itations yields insight into the extent to which performance can be expected to benefit.
Finally, it is important to understand where device enhancements result in better circuits,
and where changes in the device needed to realize the enhancements may hurt perfor-
mance more than it helps. A thinner base and higher collector doping concentration can
be employed to increase the transistor fT,5 but whether a faster switching response and a
higher current gain translate into improved RF circuits can be determined through the
models that are proposed in the chapters which follow. Answers to such questions may be
surprising, and are vital in setting directions for the continued development of IC process

technologies.

As a direct illustration of the impact a transistor technology can have upon RF cir-
cuit performance, comparative LNA and VCO designs are implemented in the CMOS and
bipolar halves of a BiCMOS process. Different physical limitations are encountered
based on the devices being used, and thus different solutions are reflected in the circuits.
Each of the designs is geared toward a receiver in a 1 GBit/s wireless network operating at
5.8GHz, for which a high level of sensitivity may be required to support the data rate. But
rather than choosing and designing to a given specification, the emphasis here is upon
finding the peak performance that can be extracted from a 0.5um SiGe BiCMOS process,
and then determining how these limits change as a function of the technology and power

consumption.

1.1.2 Trade-off Between Quality of Service and Power Consumption

To meet consumer expectations in an increasingly sophisticated market, wireless

communication systems need to provide an acceptable level of performance under defined

5 The fr of a transistor is the frequency at which its current gain (in the common-emitter or
common-source configurations) falls to unity, and is often used as a figure of merit in comparing
devices and technologies.
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worst-case conditions. The interpretation of acceptability in these networks is one of sup-
porting low latency, high data rate, ubiquitous access—necessitating a highly capable link.
However, it should be recognized that the data rates will not always be 1GBit/s and the
channel may not always demand high sensitivity; designing to operate around a set of
worst-case conditions drains power without always buying performance. When less
demanding scenarios are common, the utility of the system may be increased by acting
upon real-time information about the link and the data being transmitted. Methods of
reducing power consumption by dynamically trading off quality of service levels that are
not required may be feasible. By incorporating adaptability into RF circuits, the operation
of transceiver components can be adjusted so that power is never burned to support perfor-
mance levels—measured in terms of gain, linearity, noise, impedance matching, delay,
etc.—that are unnecessary for a given transmission. When the information being
demanded is only of moderate data rates, bandwidth efficiency is less of a concemn,
allowing a given bit error rate to be achieved for rather modest signal to noise ratios. In
this case, the power consumed by the receiver could be reduced from the peak sensitivity
settings. Similarly, when data rates are low and the network is lightly loaded, phase noise
requirements in the transmitter can be relaxed as 1) a greater RMS phase error can be tol-
erated in the modulator, and 2) adjacent channel interference is not as big an issue when

the neighboring channels are unused.

The challenge is to implement the adaptability without compromising the peak
performance that can be attained by the circuits, and to provide for reliable system opera-
tion under all conditions. Power consumption can be adjusted by changing the bias cur-
rent, the supply voltage, or both together as appropriate. For the LNAs presented herein,
the voltage is seen to have little effect, so the bias current is the control by which the noise
figure and gain can be tuned to meet the instantaneous demand. However, the input and
output impedances of a transistor stage also change with the bias, leading to an undesir-
able change in the matching characteristics of an amplifier built around it. This consider-
ation leads to the development of a “switchless” switched-stage bipolar LNA, and an
accompanying base current source biasing circuit to provide adjustable performance while
maintaining 50€2 impedance matches.® In an oscillator, the optimum bias current is tied to
the supply voltage and thus the two should be adjusted together for maximum efficiency.
For the bipolar and CMOS VCO topologies discussed in Chapter 6, biasing circuits are
developed to allow control of the bias current about a “default” setting, extending the

range of operation while minimizing the cost to the oscillator phase noise. Together, this

6 Source and load impedances of 50 are assumed to be presented to the LNAs and VCOs.
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collection of designs illustrates another underlying theme: the features and performance of
transceivers for wireless applications can be enhanced as much through innovations in the
biasing and buffering circuitry as it can through developments in the RF signal path itself.

Both of these aspects are emphasized in the later chapters of this manuscript.

1.2 A Preview of the Thesis

Taking form around the characteristics expected of evolving high data rate, band-
width on demand, wireless networking applications, the essence of this work is embodied
in a set of designs targeted at the U-NII 5.8 GHz band.’ Pushing the performance of RF
circuits requires optimization across the circuit and device levels, a concurrency reflected
in the presentation of this thesis where circuit and device considerations have been inter-
twined. Crossing between the fields makes for a technical and instructional challenge; an
understanding of both circuits and devices is presumed in an attempt to convey the mes-
sage in a minimal amount of time. In an effort to cater to readers with differing back-
grounds, supporting information is included through footnotes to hopefully answer the
questions that crop up for some readers without cluttering the text for others. An ample

bibliography can be found at the end, sorted into topics for ease of reference.

Almost by definition, inductors play a pivotal role in many RF circuits; a modeling
paradigm that provides accuracy and flexibility in the design of inductors is essential. The
approach adopted for this work is described in Chapter 2, and will become a poignant
issue later as differences between the expected performance and measured results are
investigated. Chapter 3 then follows with a framework for thinking about noise and device
limitations in linear time-variant circuits. Although discussed within the context of oscil-
lators, consideration is also given to extending the model to mixers. The effects of cyclos-
tationarity in the sources of noise are scrutinized, as is the importance of properly
discerning the components which comprise the terminal currents of a transistor. From
there, a topological and technological foray into the issues of designing low-noise amplifi-
ers is detailed in Chapter 4, providing a background for concepts such as impedance
matching, noise matching, and transistor stability. Following on the heels of this discourse
is the presentation of two fully integrated LNA designs, where the technology consider-
ations of the preceding chapter are translated into bipolar and CMOS implementations
which are subsequently compared through measurements. Concluding this work in

Chapter 6 is the discussion of an experimental set of four voltage-controlled oscillators.

7 U-NII is the chosen acronym for the Unlicensed National Information Infrastructure.
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The bipolar versus CMOS angle returns, but is cast next to additional examples which
demonstrate some of the conclusions mined by studying the time-variant nature of oscilla-
tors. As the journey through this material covers a great deal of ground in both circuit
design and technology, Chapter 7 recaps the highlights. Hopefully the trip will be a

rewarding one.

22



Chapter 2

An Approach to Spiral Inductor Modeling

Having all but disappeared from the many disciplines of integrated circuit design
which sought their circumvention where at all possible, inductors are now in the midst of a
renaissance. Within the context of RF and microwave applications, the renewed preva-
lence of inductors represents a confluence of usefulness and feasibility. Inductances of a
few tenths to a few tens of nanohenries—with reasonable associated qualities—prove to
be both beneficial and quite realizable in ICs designed to process signals at frequencies of
around 1GHz or higher. Values outside of this range generally contribute little to the cir-
cuit response and can be difficult to achieve in structures having inductance as the domi-

nant trait.

Inductors can be commonly found as dissipationless conduits for DC bias levels,
as elements in impedance transformation and filtering networks, in the determination of
time constants and characteristic frequencies, and also in providing local feedback for
either stabilization or degeneration purposes. A quick calculation reveals that 1.35nH
yields a 50Q impedance at 5.8 GHz; a range of useful impedances at RF frequencies is
thus fairly easily covered by available inductances. Beyond this, however, a different set
of desirable inductor characteristics may exist for each of the applications mentioned in
the preceding list. When functioning as an isolating element in a DC bias pathl, design
constraints for an inductor often favor realizing the largest possible inductance in a given
available die area. Conversely, in a resonant tank circuit for an oscillator, it is the loss in
the tank that typically needs minimizing at some chosen frequency. As with the scalable
resistors and capacitors at the disposal of IC designers in most semiconductor processes, it
is vital that the designer of an RF circuit be able to optimize inductors in terms of the value
(inductance), die area, and the parasitics associated with the components. An approach to

enabling these design-oriented optimizations is presented in this chapter.

L' This usage is often referred to as an “RF choke” in radio parlance.
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2.1 Integrated Inductances

Due to the inherent ease of adding transistors that it affords, the integrated circuit
medium naturally lends itself to active incarnations of inductors. While a variety of induc-
torless circuit techniques have been considered [2], the more feasible themes for operation
at microwave frequencies include single transistor terminal impedances and simple
transconductor/gyrator-capacitor constructs. With appropriate terminations, a bipolar
transistor® can exhibit inductive behavior over some frequency ranges at either the collec-
tor or the emitter [3][4]. Alternatively, the frequency response of an inductor can be syn-
thesized using transconductors or gyrators along with capacitors in feedback circuits
[51[6]. Regardless of the approach, the essential inductor property being replicated by any
of the active inductance-simulating circuits is the impedance; all of these transistor-based
“substitutes” unfortunately fail to yield many of the salient qualities which real passive
inductors quite closely approximate (no power consumption, no noise, a wide dynamic
range, and an insensitivity to supply and temperature variations). As a result, in wireless
applications where performance and low power consumption are crucial, active inductors

have found little usage.

Conversely, the requisite constituent of any passive inductor is simply a metal, and
integrated circuit interconnect levels, bond wires, and package leads all certainly qualify.3
Bond wires have self inductances of approximately 1nH per millimeter of length and can
be stitched between two pads on the same die [7][8] or used as inductors in the more con-
ventional connection between a pad and the lead frame [9]. To obtain larger values, the
package leads can also be incorporated with the wire bonds [10]; this can make an addi-
tional 2-5nH available to on-chip circ:uitry.4 By virtue of offering better and thicker metal
that is further removed from the IC substrate and its associated losses, bond wire and lead
frame inductances can provide significantly higher quality factors than can be achieved
with planar spirals and three dimensional solenoids [11] built from interconnect metalliza-
tion. An argument may also be made that less die area is consumed by the bond wire and
lead frame inductors than by the monolithic forms. But these gains come at a price, a

price that is manifest as design time and uncertainty.

2 While implementations with bipolar transistors seem to be more commonly found, many of the
same approaches also work with FET devices.

3 Polysilicon has been used as a ground shield material, but is generally not considered appropri-

ate for the windings of an inductor due to its high resistance (even when silicided) and proximity

to the substrate relative to the metal levels in an IC process.

This is a typical range of inductances associated with pins in small outline plastic packages.

Metal packages optimized for microwave applications can have inductances smaller than this,

and larger DIP or QFP style packages might have 10nH or more riding along with each pin.
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Planar spiral inductors are defined lithographically, resulting in component param-
eters that are subject only to variation in deposition and etch processes.5 Inductances
involving bond wires may be additionally affected by die placement tolerances (except
when die to die bonds are used), bonding height variation, and being pushed around dur-
ing plastic encapsulation (for packaging). While all of these problems are most likely
solvable, they do represent a set of manufacturing issues that need to be addressed within a
product flow should bond wire inductors be used. Furthermore, the need to model bond
wires and/or package leads accurately for circuit design can result in complex electromag-
netic simulations and perhaps even costly design iterations. Again, it should be appreci-
ated that these challenges are tractable. However, the approach taken in this work is to
recognize that while bond wires and lead frames may feature lower loss, planar spirals are
often good enough6 in many applications, and they have come to be reasonably well
understood in terms of modeling and optimization. Some of the research which has

yielded this wealth of understanding is reviewed in the section which follows.

2.2 Selected Recent Efforts in Spiral Inductor Modeling

One approach to modeling a complex geometry is by partitioning it into segments
which are more readily analyzed and then linking together the solutions. Though not the
first to apply this technique to spiral inductors, a recent effort by Long and Copeland [12]
represents perhaps the most complete such treatment to date. Coupled microstrip line sec-
tions and microstrip bends (corners) were chosen as the units of analysis in this work, both
of which are well covered in the extant literature. Each line segment within a rectangular
planar spiral is represented by the lumped-element m-network shown in Figure 2-1. A
model for an N-turn spiral inductor consists of 4N such sections, joined together by a
series inductance and shunt capacitance which represent the current crowding effects at
each corner of the winding. The self inductance of segment n within the spiral (denoted
L,) and the mutual inductances between this conductor and every other segment of the spi-

ral parallel to it (represented by the dependent current sources) are calculated using

3 This is, of course, also true for the 3-D solenoid inductors mentioned earlier. Unfortunately,
these structures largely remain as curiosities due to having a higher loss per unit inductance
compared to planar spirals and being burdened with a lack of any other particularly redeeming
qualities.

Good enough? This is a “purposely vague” statement if there ever was one. In this context,
good enough might mean that the circuit performance has become limited by something other
than the inductor (e.g., varactor Q), or perhaps that the inductor loss is already low enough for
the application. Examples of the latter case include DC biasing, emitter degeneration, and even
matching networks when some operational bandwidth is desired.
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Figure 2-1. Coupled line segment model proposed by Long and Copeland [12].

closed-form expressions derived by Grover [13]. The mutual capacitances between traces
(C,,) and the total self capacitance from a given trace to the substrate are computed with
techniques borrowed from coupled microstrip lines. A representation for the substrate in
this microstrip analysis and in the model above (Rg;, Cg;, and C,y) is provided by the work
of Hasegawa, et al. [14], in which microstrip transmission lines over a compound dielec-
tric of Si0, on Si were considered. This model for a spiral inductor segment is then com-
pleted by adding a frequency dependent resistance, r,,(f), estimated from a set of formulas

that have been empirically fit to losses measured in rectangular conductors [15].

Following this procedure for each section of a winding results in a decidedly com-
plex circuit model for a spiral inductor. Some degree of simplification may be pursued by
neglecting terms that are generally small. As a starting point, the series inductance repre-

Tis usually of little

senting the higher order magnetic storage modes induced at the corners
consequence for the frequencies and spiral geometries of interest (for RF circuits) and can
usually be ignored. Another possibility is that the electric field interaction among seg-
ments may be dominated by immediately adjacent lines or perhaps by the underpass con-
nection to the center of the winding. Either case allows the number of mutual capacitance
elements to be abridged. But even with these reductions, a model is left that—despite pos-

sessing simple geometric inputs—remains unwieldy in the circuit design process.

7 Depending on one’s personal view of Maxwell’s equations, these higher order modes of energy
storage are either the result or the cause of the “current crowding” effect observed as a filament
of current navigates a corner.
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Irrespective of whether these simplifying assumptions can be made, the authors
suggest collapsing the resulting concatenation of line segments and corners into a compact
circuit model for the purposes of simulation and optimization. A typical compact repre-

sentation for an inductor integrated on a silicon substrate®

is exhibited in Figure 2-2, and is
similar to that used by Long and Copeland for each segment of a spiral except that all of
the intersegment coupling terms are folded into one inductance (lumped together with the
self inductance) and one capacitance (appearing as the shunt element Cy). An approxi-
mate equivalent circuit based on this network can be fit to the complete model, taking the
sums of the individual inductances, resistances, and substrate capacitances as initial esti-
mates in the procedure. While this numerical fit does produce a representation more
amenable to rapid calculation, any subsequent change in the inductor design necessitates
another modeling iteration beginning with the parameter calculations for each segment.
This is an unfortunate circumstance in that the optimization of circuits with inductors is
itself frequently iterative in nature; trading away some thoroughness in modeling for a

simpler procedure may thus be considered a potentially worthwhile exchange.
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Figure 2-2. Compact lumped-element model for an inductor on a silicon substrate.

\|

An alternative modeling paradigm is to consider the entire spiral inductor structure

and attempt to reason the first-order dependencies that capture its essential characteristics.

8 The shunt legs of the 7-network representing the substrate make this model specific to the sili-
con medium. A model for an inductor on a semi-insulating substrate would drop the oxide
capacitance term. In addition, the high resistivity of materials such as GaAs and InP makes for
negligibly large equivalent substrate resistors, leaving only a capacitance to ground at either end
of the network.
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The hope is that this “big picture” approach can yield sufficient accuracy while elimi-
nating computational steps between the spiral geometry data and a compact model repre-
sentation by focusing on the relevant parasitic effects. A physical model proposed by Yue

9 is considered

and Wong [16] adheres to this methodology. In this work the inductance
laden with three dominant parasitics: series resistance, underpass capacitance, and the
effect of the substrate. With the one added assumption that the substrate parasitics are
equally distributed (e.g., C,, ;j=Cox2=Coy)> the corresponding circuit network is that shown

previously in Figure 2-2.

Achieving scalability through physics-based formulations for each of the men-
tioned effects is a key element in this work. Taken as geometric parameters in describing
the spiral are the width of the conductor that forms the winding (w), the total length of this
conductor (), the number of turns in the winding (N), and the width of the underpass con-
ductor (w,,) employed to reach the inner terminal of the spiral. The first parasitic, series
resistance, is assumed to originate from the familiar resistivityxlength+area characteristic

of imperfect conductors:

R, = W‘fo, @2.1)
where 1,4 represents the effective conductor thickness and is used to model the effects of
eddy currents within the conductor. Two sources of these currents—which oppose the
applied RF signal—are discussed by Yue and Wong: self induction (from currents within
the same trace, also known as the skin effect) and induction via currents flowing in adja-
cent traces (proximity effect).! Enlisting the aid of an electromagnetic field solver to ana-
lyze some representative cases, the authors propose that, at 1GHz and given typical
dimensions!! for interconnect metallization, proximity effects are not significant for uni-
planar spirals. Considering then the current distribution in a microstrip line, an equivalent

conductor thickness can be derived for use in Equation 2.1:

L)) = S(HIL-e 1. (2.2)

9 Most of the modeling effort by Yue and Wong, and all of the discussion pertaining to it which
follows, concentrates on the parasitic elements in the spiral model. For the inductance itself, the
authors relied upon the Greenhouse method [18], about which more will be said within the con-
text of alternative inductance formulations in Section 2.2.1.

10" Ah, the joys Faraday has brought to light. Time-varying magnetic fields induce electric fields in
any material (notwithstanding idealized conductors) through which they pass. Eddy currents
thus also flow in the substrate, another mechanism by which Rg can increase.

T Metal traces with a 20um width and 2 um spacing were simulated. To represent the materials
involved, 1 um Al metal layers were chosen with an interlevel dielectric consisting of 1um SiO;.
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In this expression, ¢ represents the physical conductor thickness and 8(f) the skin depth of
the conductive material (3(f) < f_l/2 ). At 1 GHz, the skin depth of a deposited Al layer
is 2.8um; given a 2um metal deposition thickness, 7,4 is reduced by nearly 30% (to
approximately 1.4um). This example illustrates that significant increases in the effective
series resistance can indeed accrue at frequencies where the skin depth is still appreciably
larger than the thickness of the metal.

The next parasitic effect incorporated into this simplified model is the capacitive
coupling that shunts portions (or all) of the spiral inductance. As embodied in the
approach espoused by Long and Copeland, these coupling terms exist between each pair
of segments in a winding. Yue and Wong, however, suggest that these intersegment terms
will be small compared to the overlap capacitance between a spiral and its underpass, and
that this coupling mechanism can be adequately represented by a single parallel plate

capacitor of area Nww, connected across the series components of the winding:

Sowawu

- P

;= oo . (2.3)
The permittivity and thickness of the interlevel dielectric layer separating the “plates”—
usually some variant of SiO, in Si-based integrated circuits—are denoted €,, and .y, ),
respectively. If an inductor were to be constructed with a wide metal winding in a process
featuring five or six metal levels, it may be desirable to reduce this capacitance by using an
intermediate metal layer (e.g., metal 3 in a five level metal back-end technology) for the
underpass rather than the level immediately beneath the spiral. Trade-offs such as this,
and the various loss mechanisms in spiral inductors, will be discussed further in
Section 2.3.

Each of the remaining parasitic mechanisms instituted by Yue and Wong are owed
to the substrate on which the inductor sits. Considering the now-standard SiO, on Si cir-
cuit model [14], the authors submit that the oxide capacitance, substrate capacitance, and
substrate conductance should all scale with the area occupied by the metallization (Iw).
Somewhat arbitrarily assuming that the components of this substrate parasitic can be split

evenly across the inductor, the final pieces of the simplified model fall into place as:

¢, = —ol 2.4)

o 2tox(m -8i) , ‘
Cg; = (IwC,,,)/2, and (2.5)
G, = 1/Rg; = (IwG,,,)/2. (2.6)
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Analogous to the formulation for the spiral to underpass capacitance, €,, and 7, s;)
characterize the dielectric between the winding and the surface of the Si substrate. For the
substrate itself, C,,;, and G,,;, represent (per unit) area capacitance and conductance terms.
Though physical in nature, these terms may essentially be treated as fitting parameters,
established empirically through data on measured spirals. This collection of substrate ele-
ments completes a simplified yet promising picture of spiral inductors consisting of the
most significant parasitic effects and constructed with models that relate the effects to
geometry. While this model forms an excellent starting point, a couple of additional

developments may offer improvements; these are discussed in Section 2.2.1.

A third tact toward addressing the problem of modeling spiral inductors that has
been investigated is the construction of an electromagnetic field solver simplified to the
extent possible for handling this one specific case. One such effort by Niknejad and
Meyer has resulted in ASITIC!? [17], a tool that combines a set of more computationally-
efficient techniques that has been developed for solving EM fields around a metal winding
on a multi-layered substrate, with a graphical interface for conveniently generating 2-D
spiral layouts of interest. Although the simplifications do appreciably reduce analysis
times, the simulations are still too lengthy to provide for efficient inductor optimization.
In fact, the procedure used in ASITIC for optimizing a geometry to meet design con-
straints still relies upon a collection of approximate lumped-element solutions. This
results in a point along the simplicity-accuracy design trade-off that is similar to the other

modeling approaches that have been presented.

2.2.1 Alternative Inductance and Series Resistance Formulations

The “divide and conquer” inductor models just described segment the spiral into a
conjoined set of straight-line sections for which the self and mutual inductance terms can
be calculated (for each section) using Grover’s closed-form expressions for rectangular13
conductors [13]. The total inductance realized by the spiral can then be computed by
summing over all the sections comprising it, a technique generally referred to as the
Greenhouse method [18]. While known to yield usable results over a reasonably broad
range of geometries, this method is somewhat labor intensive, and becomes difficult to
apply to non-rectangular spirals; an expression that could directly provide the inductance
with comparable accuracy from simple geometric parameters would be a preferable

solution. Several such expressions have been proffered by Mohan, et al. [19], wherein

12 Named more for what it’s used rather than for what it is, ASITIC originates from Analysis and
Simulation of Inductors and Transformers for Integrated Circuits [17].
13 Here, “rectangular” refers to both the cross-sectional shape of the conductor and the layout.
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some quasi-physical formulas have been fit to the EM simulation results for a representa-
tive library of planar spiral inductors. A comparison against measured data for 60 spiral
structures demonstrates that the reported expressions perform as well as the field solver
offered in ASITIC,!* typically yielding inductances within 5% of those extracted from

measurements. 15

Defining the outermost dimension of a spiral geometry as d,,,,, and the innermost as
d;,, the inductance of a spiral can be characterized by the number of turns (&), the average
diameter d,,,=(d,,, +d,,)/2, and the fill ratio of the spiral, where the latter is defined
as p=(d m)/(d +d;,) = W,/d

sion recalls an approximation where each side of a spiral is represented as a current sheet

The second form of the fill ratio expres-

out out avg*

of width W;,, while the length of the sheets and the separation between opposing sheets

are both characterized by the distance d This gives rise to a geometric mean distance

avg’
formulation for the total inductance of the spiral:
poN’d C2 2
—%(ln(a) + 3P +cyp ) , 2.7)

which is at least mildly satisfying in that the inductance is proportional to: the length of
the conductor, the square of the number of turns, and a multiplicative factor that accounts
for the mutual coupling from opposite sides of the spiral. The constants ¢; are fitting

parameters dependent upon the shape of the spiral, and are listed below in Table 2.1.

Table 2.1: Fitting Parameters for GMD Inductance Formulation, from Mohan, et al. [19]

Spiral shape cq () c3 C4
Square 1.27 2.07 0.18 0.13
Hexagon 1.09 2.23 0.00 0.17
Octagon 1.07 2.29 0.00 0.19
Circle 1.00 2.46 0.00 0.20

14 The correspondence here is not terribly surprising as the data points to which the expressions
were fit were generated by the same EM field solver. What is of note, however, is that a rela-
tively low-order model (represented by the inductance expressions) can represent with reason-
ablc accuracy a range of spiral inductors likely to be useful in integrated circuits.
5> One observation on the error analysis offered by the authors is that the smallest inductance
among the measured test set is 2.5nH, and that the three inductors of less than 3nH availed as
data points are associated with the largest relative errors listed in the experiment. In designs
intended to operate at frequencies much above a few gigahertz, the inductances will generally
fall below the range spanned by the comparison set.
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Another component of spiral inductors that warrants further consideration is the
series resistance imposed by the winding and the manner in which it may vary with fre-
quency. The models discussed earlier in this chapter consider only the skin effect, making
the assumption that the various coupling mechanisms within the inductor structure have a
negligible effect on the resistance. Yue and Wong explored this assumption through elec-
tromagnetic simulations of coupled line segments [16], but their representation of three
adjacent traces does not necessarily correspond to that of a spiral inductor where the mag-
netic flux passing through the center of the spiral can have a much higher density than wit-
nessed around the periphery of the spiral where the fields are not so tightly constrained.
As a result, current crowding will first be observed in the inner-most turn of a spiral

winding, an asymmetry not captured in the preceding analyses.

By examining the electromagnetic simulation results for a range of spiral geome-
tries, Kuhn and Ibrahim [20] propose that a more representative distribution of the mag-
netic fields impinging upon the winding is that the intensity is at a maximum at the inner
turn and then decreases linearly turn-by-turn. Considering the magnetic field normal to
the winding and averaged (in magnitude) over the inner turn, the magnitude of the induced
eddy current in this turn becomes equal to that of the applied RF excitation current at a fre-
quency characterized by:

_3lpg

crit —
How

(2.8)

sheet’

where the spiral geometry is captured by the turn pitch (p) and the width of the metal
winding (w), while R, denotes the sheet resistivity of the metal in Ohms per square.16
Noting that, for most spirals, the metal spacing 1s much smaller than the width, it becomes
evident that proximity effects gain significance at frequencies inversely proportional to the

width of the trace used to form the inductor.

Next, formulating the power dissipated by the eddy currents within the winding,
the authors use the characteristic frequency in Equation 2.8 to provide a rough estimate of

the effective series resistance of the spiral in terms of its DC resistance (Rpc):

1 o \?
Ry~ RDC[I ¥ E(mcm) } 2.9)

16 While the factor of 3.1 in the numerator of Equation 2.8 may look tantalizingly close to 7, this in
fact is little more than a fitting parameter resulting from an observation made by the authors (in
the EM simulations) that the magnetic flux density normal to the inner-most turn of the spiral
can be approximated as By = Wol/(1.54p) over a fairly wide range of geometries.
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This quadratic increase with frequency eventually stalls, however, as the presence of the
eddy currents counters the magnetic field that was initially assumed, resulting in a more
linear relationship at higher frequencies. Kuhn and Ibrahim submit that the transition
between the quadratic and linear regimes of current crowding will occur at a frequency
roughly a factor of 4 to 6 beyond ®,,;;. Though this limits its range of validity, the approx-
imate expression for effective resistance (Equation 2.9) does catch some interesting fre-
quencies in the low gigahertz RFIC design space. Calculating for the cases of 1 um thick
aluminum in widths of 10pum and 20um, the corresponding critical frequencies are found
to be 1.2GHz and 600 MHz, respectively. Hence a region of resistive behavior quadratic
in frequency up to 2-3 GHz might be expected in typical spiral inductor applications.

It can be witnessed in these examples and the preceding relationships that the
proximity effect does not depend on either the size of the inductance or the number of
turns in the spiral, but rather just the width of the conductor and its resistivity. Being
induced by the same magnetic field-based mechanism, the skin effect is similarly indepen-
dent of the spiral geometry, and also begins to play a role in inductor loss over the same
frequency ranges discussed in the context of current crowding. Perhaps the best lesson to
be taken from this work is that the frequency-dependent nature of conductor loss is a diffi-
cult modeling challenge and, as a result, any simplified model is likely to only work well
in a restricted range of frequencies and geometries. Some first-order considerations are
captured by the models presented here which allow for optimization within limitations,
but a final-stage spiral design should still be submitted to an electromagnetic simulation

tool when inductor loss is of critical importance.

2.3 Spiral Inductor Loss Mechanisms

If there is anything that can be considered an absolute certainty with integrated
inductors, it is that the devices will fall short of their lossless ideal. A cross-sectional dia-
gram of a spiral inductor sitting on an insulating layer covering a silicon substrate is
shown in Figure 2-3, where an external signal has been applied to the metal winding
which in turn carries the signal current /. Some of the signal energy will be dissipated by
resistance encountered in the winding, and is generally the dominant spiral inductor loss
mode at low frequencies. While the resistance will effectively increase with frequency (as
discussed in the preceding section), other loss mechanisms will begin to play even more
significant roles at higher frequencies. First, the potential associated with the applied sig-

nal creates an electric field for which the substrate is essentially an RF termination. At
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Al, AlCu, or Cu

Si0;

Si 12

Figure 2-3. Loss mechanisms in a spiral inductor.

lower frequencies—in typical silicon material—charge carriers in the substrate are able to
respond and “follow” the electric field, and the field thus terminates at the interface
between the oxide and the silicon.!” As the signal rates increase, however, the carriers can
no longer keep pace, and the electric field subsequently penetrates into the substrate as
sketched above in Figure 2-3. When the charges move in response to, but lag behind the
applied field, the resultant (capacitive) current contains a real (i.e. in-phase) component
that can be modeled by an insulator having a dielectric constant with an imaginary term
that is frequency dependent. A capacitor constructed from such an insulator is lossy and
can be represented in circuit form by the addition of a parallel substrate resistance [14].
While potentially addressable through the incorporation of patterned ground shields [21],
this capacitive loss mechanism begins to limit inductor quality at moderate RF/microwave

frequencies.18

A third effect is that the magnetic field generated by the signal current flowing in
the spiral also penetrates into the substrate. Analogous to a transformer where the field
generated by one winding passes through another, a current is induced in the substrate
(shown in Figure 2-3 as I,) flowing in the direction opposite that of the intended signal.
Continuing the transformer analogy, this eddy current flows in the secondary (substrate)

side as a result of signal energy applied to the primary winding and, just as with a trans-

17 This behavior is why the lumped oxide capacitance approximation, typically accepted without
question by IC designers, works at all. Without an explicit conductor or other source of carriers
(e.g., a MOSFET source/drain region) present beneath the oxide, this approximation becomes
dubious at gigahertz frequencies in lightly doped (e.g., 10-20Q-cm) silicon, and even earlier
when more heavily doped wafers are used.

18 And yes, this is another purposely vague description. Generally this effect becomes prominent
in the neighborhood of a few gigahertz, although the location of the “neighborhood” depends on
the area occupied by the spiral, oxide thickness, and substrate resistivity. More regarding this
topic can be found in the paper by Hasegawa, et al., which analyzed SiO; on Si microstrip [14].
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former, loss encountered in the “secondary” due to finite substrate resistivity can be
observed through the primary side. At higher RF and microwave design frequencies, this

becomes a very significant loss term in silicon-based spiral inductors.

2.3.1 Inductor Quality Factor

Enough has been written in this chapter alone to be suggestive of the potential for
inductor loss, but some means of quantifying the loss is needed. The concept of a quality
factor, a ratio between stored and dissipated energies within an element, proves not only
enlightening but also quite useful for design and optimization. Despite the apparent fun-
damental energy-based origins, however, there remains considerable debate surrounding
the definition of quality factor (often called simply just “Q”). Invariably, some of the
questions being debated pertain to application-specific contexts, although a similarly
enthusiastic discussion can be found regarding which measure of stored energy should be
used in the assessment of quality factors.

For the case of an inductor, the most conventionally-used definition of Q involves
the energy that an external source is able to store in the inductance divided by the energy
dissipated in the device. Under this interpretation, the electrical energy storage elements
(capacitors) associated with the inductor effectively compete against the external source;
at the self-resonant frequency, the only energy taken from the source will be that dissi-
pated by the loss mechanisms in the inductor, and hence the Q will be zero. Stated mathe-
matically, this involves a subtraction of the peak energy stored in electrical form from that
in the magnetic fields of the inductor [22]:

|Peak Magnetic Energy — Peak Electrical Energy

=2
Q=2m Energy Loss in One Oscillation Period

(2.10)

Given this formulation and the lumped-element model shown in Figure 2-2, the quality

factor of a spiral inductor can be calculated as: '

L 2 2
(J.)l:? - Cs - Cox(1 - Stsub) - CSi(STsub) }

0=— - , 2.11)
Rs (STsub)
+ ———

22 RSi

s

where the series inductor components are grouped together as Z, = R, + joL and the
effective time constant associated with the substrate parasitic elements is denoted:

19 For the truly curious, an element-by-element derivation is provided in the Appendix.
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T, = RsiCor . (2.12)
sub ™ 14 5Rg,(C, + Cyp)

Equation 2.11 can be observed to collapse to ®L/R at low frequencies, the relationship
expected in a simple model of an inductor having only a series resistor loss element. But
more generally, this definition is also consistent with the approach of directly calculating
quality factors from measured small-signal parameters, being equivalent to the oft-used
forms —Im{y;}/Re{y;;} and Im{z,;}/Re{z;;} [23].20 This correspondence, and the
convenience it affords, undoubtedly is a significant contributor to the continued popularity

of this manifestation of Q.

Unfortunately, a shade of murkiness begins to be cast over this picture of quality
factor in noting the many circuit applications which introduce capacitance in conjunction
with an inductor. It can be argued, for example, that the Q associated with a resonator is
not accurately reflected when the above definition is used to describe a constituent induc-
tance. Consider first the extreme case of an inductor used at self-resonance, or equiva-
lently, lowering the resonant frequency of the inductor by adding an ideal capacitor. At
resonance, the electrical and magnetic energy storage forms will balance, resulting in
Q=0 for the inductor via Equation 2.11. Tt is evident, however, that energy is indeed
being stored in the resonator, which should therefore have Q> 0; this would appear to
violate the intuitive notion that the Q of the whole should not exceed the Q of any of its

parts.21

One way out of this quagmire is to use bandwidth-based definitions for quality fac-
tor, provided that the circuit networks under consideration are approximately second-order
and that the loss is not prohibitively high. For a resonator, Q can be observed directly
from the frequency response as the ratio of the center frequency to the 3dB bandwidth. A
consistent approach for an inductor makes use of the same definition, and can be accom-
modated by the addition of (lossless) capacitance as required to resonate the inductor at
the frequency of interest—a manipulation that can be performed mathematically given a
two-port characterization of the inductor. For further discussion regarding the practice
and pitfalls in quality factors, the reader is referred to a paper by O [24] in which a number

of Q metrics are analyzed and compared across some measured inductors.

20 For the equivalence to hold, the inductor must effectively be connected in a one-port config-
uration (i.e. having one of the inductor terminals grounded). Regardless of the physical con-
nection, using the short-circuit admittance (y) parameters enforces this. However, zq;# 1/y|,
unless the second terminal is physically a small-signal ground.

2l The most satisfying relationship for an LC tank would be 1/Q = 1/Q; +1/Q, where Q; and
Qc denote the individual quality factors for the inductor and capacitor.
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It would seem then that there is no easy answer to be found in the debate over qual-
ity factor definitions, in that the most appropriate description will always be application-
dependent. For an oscillator circuit, Q values based on bandwidth considerations will gen-
erally be more relevant, although the calculations should incorporate transistor parasitics
associated with the oscillator itself in addition to any output loading_;.22 Conversely, when
inductive behavior is desired for tuning or stabilizing a gain stage, the metric defined in
Equation 2.10 is likely to be of greater consequence. Pragmatically though, for induc-
tances smaller than a few nanohenries, differences among the various definitions of Q are
not large—in either the value or the frequency at which the value peaks. While these dif-
ferences should not be dismissed as insignificant, design decisions are not likely to be

appreciably impacted by the working definition chosen for quality factor.

2.4 Quick Turn Models for Spiral Inductors

Earlier sections in this chapter have discussed typical applications of inductors,
investigated a few efforts geared toward providing models of them, and explored loss as
one of the predominant concerns encountered in using integrated inductances. As
intimated earlier, however, a means of rapidly generating circuit models from geometric
descriptions is required to enable the design of circuits using inductors. The models are
used for both circuit simulation and also for balancing the various loss mechanisms within
the inductor itself—by scaling the geometry—to optimize a chosen metric (e.g., Q for a
given inductance) over a desired range of frequencies. The purpose of what follows is not
to propose any ground-breaking modeling advances, but rather to describe a collection of
approximate tools which work well together and provide a convenient rapid modeling

capability.

For the spiral inductors used in conjunction with the circuits presented throughout
this thesis, a first-pass calculation of the inductance is obtained from the current sheet for-
mulation tendered by Mohan, et al., and presented in Equation 2.7. The associated para-
sitic elements are computed following the approach of Yue and Wong as described by
Equations 2.1 through 2.6. Unit capacitance and conductance terms (i.e. per unit area) are
required in this approach for modeling the substrate, and the microstrip on silicon work of

d23

Hasegawa, et al. [14] is tapped to derive these components. Lightly-doped” substrates

22 This is sometimes called the “loaded” Q of the resonator, even when the only loading is from
transistor parasitic elements. Maximizing loaded Q for an oscillator can be an important consid-
eration in sizing the inductive portion of a resonant tank.

23 Silicon substrates used for RFIC applications are typically p- material in the 10-20Q-cm range.
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support a mode of propagation at RF frequencies that is transitional in nature between a
slow-wave mode and a more familiar quasi-TEM au‘rangement,24 a behavior that is mod-
eled by an oxide capacitance (€,,/7, ), a substrate capacitance (€g;/g;), and a substrate
conductance (Og;/ tsl-).25 Finally, to allow comparisons across candidate spiral inductor
structures, the loss corresponding to each spiral is quantified using the relationship for Q
established in Equation 2.11; this particular quality factor metric was chosen largely for its
ease of calculation. These equations have been coded into a MATLAB [25] routine so that
a suite of lumped-element model component values (L, R, C,, C,,, Cg;, and Rg;) can at
once be generated for a list of inductors specified by a set of geometric parameters. Once
the optimal geometry has been identified from the model data, FastHenry [26] analyses are
performed on the chosen spiral structure to more accurately determine the series resistance

and inductance at the frequency of interest.

Figure 2-4. Geometry parameters describing a square spiral inductor.

While the implementation of this approach is relatively straight-forward, one non-
trivial aspect is determining the total length (/) of the metal traces comprising the spiral
(required in the expressions for R, C,, Cs;, and Rg;). For the purposes of this model, and
as indicated by the dashed line in Figure 2-4, the length of the spiral should be measured

24 The difference in the propagation modes pertains to the behavior of the carriers in the substrate
in response to the electric field impressed by the applied signal. A quasi-TEM mode predomi-
nates at higher frequencies, when the carriers in the substrate are no longer able to respond
quickly enough to charge and discharge the oxide capacitance. Conversely, the slow-wave mode
is characterized by a movement of charge at the substrate-oxide interface in response to the
time-variant electromagnetic fields. The latter mode results in a higher effective capacitance per
unit length of (microstrip) trace, resulting in a lower propagation velocity.

Each of these per unit area terms can be modified to account for the fringing effects (i.e. width
dependence) prevalent when the trace width is much smaller than the substrate thickness. The
classical microstrip treatments can also be applied to this multiple dielectric case.

25

38



Chapter 2: An Approach to Spiral Inductor Modeling

along its center line. Considering the geometry of a square spiral having N turns, an outer

dimension d

ur Metal width w and spacing s, the length can be expressed as:

2(N-1)
[ = zﬁm+2( D [dout—w—k(w+s)]) S (2.13)
k=0

where the lengths of the first segment of the spiral [ first = d,, —w/2 and the last seg-

ment [, ., =d,, -w/2-(2N-1)(w+s) are indicated separately. Inserting the

out
expressions for the first and last segments, evaluating the summation, and simplifying the
result, the length of metal comprising a square spiral can then be quickly determined for

an integer number of turns:

I=d,, +(@AN-1)(d,, -w)—(2N-1)’(w+s). (2.14)

out

The quick-turn spiral inductor model described above can essentially be used for
arbitrary shapes, although inductance fitting coefficients are only available for the more
commonly encountered squares, hexagons, octagons, and circles. Lengths associated with
hexagonal and octagonal inductors can be addressed through variants of Equation 2.13, or
by approximating the shapes as being circular for the purposes of calculating the series
resistance and substrate parameters. True circular spirals are characterized by a radius that
decreases toward the center at a fixed angular rate; the length of a circular spiral may be

posed in terms of its initial radius (r;) and final radius (rf) as:

2N
! .[ [ (r"_rf)e}de (2.15)
= r.— .
i\ 27N :
0

assuming r;>r ¢~ Noting that r p=r—-N (w+s), and performing the integration, the

length of trace comprising a circular spiral is also seen to be readily determined:

[ = nN[2r,-N(w+5s)]. (2.16)

This completes a study of spiral inductors that has been geared toward—but not
limited to—use in silicon-based integrated circuits. The silicon medium introduces loss
and additional modeling complexity into a device already rife with coupling mechanisms.
But a number of recently-advanced treatments handle many of the most significant effects
in terms of geometric dependencies, yielding some hope that inductors need not be rele-

gated to the design by trial-and-error scrap heap.
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Appendix: Calculation of Inductor Quality Factor

While quality factors can be derived from measured data, it is also satisfying to
know that the energy-based perspective of Q provided by Equation 2.10 can be directly
applied to a circuit model of an inductor. Grounding one port of the spiral inductor model
and driving the other with a sinusoidal voltage source (y-parameter configuration) of

amplitude V7, the circuit to analyze appears as shown below.

L— 0OX

V1 sinmt

RSi

Figure 2-5. Circuit model for calculation of inductor quality factor.

In response to the applied voltage, the peak current flowing in the inductor will be:

Vi
i = ——, (2.17)
R, + joL
and thus the maximum energy stored in the inductance is:
2
1%
w, = %= L ! (2.18)

27 2R +joL)
The same current flows in the resistance Ry, prompting an energy loss per oscillation
period (®w/27) as given by:
2 R V2
W, = RS’E(%"): ES—I—E(%") (2.19)
(R + joL)
where the factor of one-half is needed to get the RMS value of the current. If all of the

capacitances in the circuit were negligible, the inductor quality factor would then be:
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”L oL
= 2 _— —
Q RWR R’

N

(2.20)

as expected and as observed at low frequencies.

Unfortunately, the capacitances all too often cannot be neglected, and so the analy-
sis and subsequent expressions for Q become more complex. The voltage applied to the

circuit also falls across the shunt capacitance C, imparting a peak energy:

1 2
WC_‘. = Ecsvl . (2.21)

The substrate network divides the applied signal, with the voltage across the substrate RC
being given by:

Ve = SRSiCUx
Si T T4 sR4(C, +Cy,)

Vi= 5T,V (2.22)

with 1, being introduced to simplify later expressions.26 Summing the peak energies
stored in the oxide and substrate capacitances yields:

1

2 2 1 2 2
Cxub = ECOXVI (1 - STSMb) + —CSlVI (STSub) * (2~23)

2

completing the litany of energy storage terms. Finally, Vg; is also impressed across the
substrate resistance Rg;, dissipating an energy per period:
2
Vi 221
WRSi= ZRS_(Stsub) (a)’ (2‘24)

14

making the total loss per period in the inductor:

2 2
Vi Ry | (5To)
® 27 Ry )

s

Wloss = WR_‘,+ WRS,- = (2.25)
where Z_ = R+ joL is used for further simplification. Quality factor is then constructed
with the capacitive energy terms subtracting from W;, matching the expression shown
earlier in Equation 2.11:

L 2 2

(1)|:? - Cs - Cox(1 - Srsub) - CSi(STsub) :|

0= 2n o) - (220)
Wloss R + (S"'-sub)2

N

22 Ry,

s

26 1t will be well worth the extra notational confusion!
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Chapter 3

Time-Variant System Modeling

Together with a collection of passive elements, oscillators, mixers, and amplifiers
form the canonical infrastructure of RF and microwave transceivers. Oscillators and mix-
ers are central to the frequency translation and synthesis processes, and amplifiers can be
targeted for low noise, power, intermediate frequency, and signal-limiting applications.
Understanding the manifestation of noise in these circuits is essential for extending RF
system performance while reducing the costs of development. Where the front-end com-
ponents were once considered largely within the province of design-by-experience heuris-
tic approaches, greater sophistication in the modeling is becoming increasingly vital as
technological limitations are pushed by demands for increased bandwidth and functional-

ity in wireless systems.

‘Two important distinctions that can be drawn with respect to modeling any circuit
pertain to linearity and time-invariance. Linearity is defined by the principle of super-
position—perhaps one of the greatest friends of engineers everywhere—and implies that a
system yields the same behavior regardless of the size of the signals or the number of them
that are applied. Stated more formally, if a system responds with an output y,(f) when
subjected to an input x; (), and similarly generates y,(¢) given a different input x,(z), then a
composite and scaled input ax(r) + bx,(r) will result in an output ay,(t) + by,(t) when
applied to the same system if it is linear. Time-invariance is another property that lends
itself to simplification, implying that there is no inherent context of absolute time within
the system. A given input signal generates the same output irrespective of when that input
is applied. Framed within a fixed time reference, if the input x,(z) is delayed by a time 1:
x1(#-1), then the corresponding output is simply y;(7) delayed by the same interval: y;(¢-1).
The combination of these two qualities results in a linear time-invariant (LTI) system that
can be completely characterized by a single impulse response, a greatly beneficial trait that

allows the response to an arbitrary input to be determined from a convolution integral.l

' This property also opens the door to all the usual frequency-domain analysis tools.
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Among the active elements in RF transceivers, amplifiers can generally be consid-
ered LTI over a useful range of inputs, with some measure of the limits to the linearity
being conveyed through distortion or compression levels. Linear time-invariant models
have also been used to help cast light upon design trade-offs for oscillators [27]-[29] and
mixers [30]. Though often yielding intuitively-appealing analogies, the LTI-based models
of oscillators and mixers fail to catch some fundamental mechanisms of their operation,
potentially leading designers astray. This chapter investigates these limitations and pre-

sents an approach for using time-variant models to analyze noise in oscillators and mixers.

3.1 A Plausibility Argument for Time-Variant Models

The first widely-accepted2 framework for considering oscillator noise was ten-
dered in the mid-1960s by Leeson [28], wherein a plausible argument was crafted to
explain the spectrum observed around the carrier generated by an oscillator circuit.
Instilling slightly more rigor into the framework, Lindenmeier subsequently used an LTI
description to demonstrate that the spectrum primarily consists of phase noise, and that the
spectral density arising from a resonant oscillator (excluding flicker noise sources) could

be expected to behave as [29]:

L{Af} = 10log [(kg S — 2} . 3.1)
o/ Q" (Af/ f,)
Although not introduced until well after the initial theories were advanced, L{Af} has
become the commonly-used notation to indicate the noise power in a 1Hz bandwidth at a
frequency displaced Af from the carrier, expressed in dB relative to the carrier power (P,),
and with the units usually expressed as dBc/Hz. In Equation 3.1, the oscillator is charac-
terized by the quality factor of the resonator (Q) and a multiplicative excess noise parame-
ter (F) that is used to fit the noise contributions of the circuit.® This relationship also lends
itself to a satisfying energy-based interpretation: as the energy that can be held in storing
the state of the oscillator becomes larger, the susceptibility of the (state-space) trajectory
to perturbations from noise decreases, subsequently lowering phase noise. Increases in

the carrier power are a reflection of having more energy stored in the resonator, and a

2 This may be an indication that it was the first widely-understood treatise concerning oscillator
noise. Expositions concerning variations in the frequency of oscillation can be traced back to

the 1930s [31].
3 The excess noise parameter was originally conceived to be related to the noise factor of the
amplifier stage around which the oscillator was formed, giving rise to its designation as F.
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higher Q means that less of it is dissipated during an oscillation cycle. Conversely, higher
carrier frequencies necessitate smaller-valued resonant tank elements; the corresponding

reduction in energy available to store the oscillator state leads to increased phase noise.*

Despite the lack of a clear idea as to what the excess noise factor is or on what it
depends, Leeson’s model was the predominant view of oscillator noise for about 30 years.
More recent developments, however, have illustrated the importance of incorporating the
time-varying behavior exhibited by oscillators. As a demonstration, consider an ideal LC
tank in isolation. Once energy has been introduced into the system, the energy will iterate
between being stored in the inductor and the capacitor, indefinitely producing a sinusoidal
signal as depicted by the solid traces in Figure 3-1. The dashed lines overlay the pertur-
bation response of the system to two impulsive noise events equal in amplitude but
occurring at different locations within the oscillation period. In the first case, an impulse
of energy is injected into the LC circuit when the signal is at an extremum. The amplitude
of the oscillation responds immediately, but the phase of the signal is unchanged. The
dynamics of amplitude restoration essential to oscillators cause the disturbance to decay
with time, leaving behind no lasting effect to the state of the system.5 However, when the
same noise event is introduced near a zero-crossing in the waveform, a decidedly different

picture emerges as the phase of the oscillation is offset by the disturbance. While no effect
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Figure 3-1. Pictorial argument for a time-variant oscillator model, adapted from [34].

*  An alternative view is to consider the resonator as filtering the spectrum of the noise, limiting the
effective noise bandwidth impinging upon the oscillator to fgy, = f_/Q. The phase noise of
the oscillator is then proportional to the power spectral density of the noise and the square of the
noise bandwidth (i.e. Sy o< kTF fyy) [321.

Some type of amplitude-limiting mechanism is required for a steady-state oscillation to exist
[27]. Fortunately, there is such a mechanism inherent to the behavior of many transistor circuits,
as gain usually falls with increasing signal swing.
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upon the signal amplitude is witnessed, oscillator dynamics lack a complementary mecha-

nism to restore phase, and so the disturbance persists.®

As a second example, a single-balanced mixer is shown in Figure 3-2, where a dif-
ferential local oscillator (LO) drives the emitter-coupled pair and the incoming RF signal
is coupled to the lower transistor. From the perspective of signal transmission to the IF
outputs, three different modes of operation are exhibited on a periodic basis as determined
by the applied LO. When v, ,+ is more than a few k7/q above v, ,-, all of the current
established by the tail transistor passes through the left side of the differential pair,

enabling a cascode amplifier connection between vgp and v ... Under the opposite con-

dition (v, g~ = vy o* 2 3kT)s Ve 18 pulled toward the suppl)f voltage through the collec-
tor load and the transmission from the RF input to the positive IF output is very small.
Conversely, the switching core operates in a high differential gain mode during the interval
that the LO is between these extremes, with approximately half the RF signal energy being

directed toward either output.

IF*

Vo Vior

+V

RF DC

Figure 3-2. Simplified schematic of a single-balanced mixer.

Given the three distinct modes evidenced in the signal gain that varies periodically
with the LO, it should come as no surprise that an LTT-based model would fall short of
capturing essential mixer behavior. The time-varying nature of the circuit not only modu-
lates the magnitude and effect of each noise source (as observed in the oscillator example),
but also fundamentally underpins the frequency conversion process. While it may be

tempting to try using time-averaged values for gains in the calculation of the mixer noise

6 A phase-locked loop (PLL) provides a phase-restorative function for an oscillator, which is why
the phase noise spectrum of an oscillator is attenuated by a PLL.
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figure, even an ideal switching core aliases noise in the input current from frequencies
around each LO harmonic to the same IF band, appreciably increasing the noise figure
above that of the input transconductor. A method of capturing the effects of time-variant
behavior is clearly needed to help guide the mixer and oscillator designs that are ubiqui-
tous in RF circuits, and to provide greater insight into the selection and optimization of
semiconductor technologies for these applications. This chapter develops an approach to
using time-variant models in the analysis and design of oscillators, and concludes with a

discussion of how the same method can be extended to mixers.

3.2 Oscillator Analysis Using a Linear Time-Variant Model

Once the assumption of time-invariance in oscillators and mixers has been
observed to be precarious, the question becomes where to turn next. Fortunately, the prob-
lem is not completely unconstrained, as both types of circuits operate under a periodic
steady-state condition; mixers and oscillators may not be time-invariant, but periodicity
limits the scope of the analysis and leaves open the possibility of using Fourier-based tech-
niques. Furthermore, linearity in these RF circuits can be seen to hold for the small ampli-
tudes generated by noise sources and exhibited by most RF and IF signals [33]-[35], a
property that simplifies the task considerably. The use of a periodic time domain approach
to analyzing the effects of noise in oscillators was first illustrated by Kirtner in 1990 [36].
Kiirtner introduced the application of perturbation methods for solving the differential
state-space equations which represent the behavior of an oscillator and noted at this time
that linearity should persist. However, the presentation in this section is based on an inter-

pretation first offered by Hajimiri and Lee [38].

A linear time-variant (LTV) system can be characterized by an impulse response,
albeit one that is time-varying. While its calculation is often bypassed for LTI circuits in
favor of frequency-domain approaches, an impulse response can be directly computed
with the aid of any circuit simulator. Following the development by Hajimiri and Lee
[34], an oscillator is first subjected to a transient analysis run until the steady-state con-
dition is reached. An impulse of energy is then introduced into the oscillator by applying

a narrow pulse7 from a current source, and the output signal that results is compared

7 When an input signal is much shorter in duration than the response time of the circuit to which it
is applied, the circuit does not respond to the shape of the input but rather just the energy con-
tained within it. A discrete Fourier transform (DFT) of the signal approximating an impulse can
be used to validate this criterion. The transform of an impulse is a constant, and the DFT of the
pulse used in simulations should closely approximate this through the frequencies of interest.
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against the undisturbed oscillation to gauge the impulse response of the circuit. This pro-

cedure is depicted schematically in Figure 3-3(a-c).
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Figure 3-3. Calculation of the impulse sensitivity of an oscillator; (a) steady-state
oscillation voltage, (b) current injected to approximate an impulse function input,
(c) impulse perturbation response compared with the steady-state oscillation,
(d) phase of the output signal in the perturbation response.

The impulse of charge introduced by the current source deposits onto circuit
capacitances that store the state of the oscillator, instantaneously changing the value of the
voltage state variable. Continuing surreptitiously from this new state, the oscillation thus
withstands a step in phase; the change in phase can be calculated by measuring the extent
to which the zero-crossing points in the output waveform have shifted relative to the corre-
sponding points in the unperturbed steady state. Normalizing the time shift to an oscil-

lation period of 27 radians and plotting the phase difference at the time of each zero-
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crossing, a step function of height Ao is observed as shown in Figure 3-3(d). Using this
definition of phase, the output of the oscillator—incorporating the disturbance to the sys-
tem shown in Figure 3-3(b)—can then be described as v(t) = Vsin(wyt + ¢(7)), with
d(z) = 0 taken as the steady-state condition.

For an LTV system, the output can be determined for an arbitrary input i(f) by
superposition once the impulse response A(z,T) has been found. Assuming the step
function impulse response that is characteristic of every oscillator, the output phase can be

related to an input current by:

L J'lr(wor) i(t)dr, (3.2)

qmax —o

o) = rhq,(t,r)i(r)dr -

where the amplitude of the impulse response—a periodic function relative to the oscil-
lation period—is represented as I'(wyT)/q,,,,- This integral evaluates trivially when the
input is an impulse function, yielding the value of the integrand at the moment the impulse
occurs (f = 1T;):

_ F(wgyt)

00|, = (3.3)

it
qmax

Again harkening to the dynamics of oscillators where the step in phase resulting from an
impulse of current into a capacitor is instantaneous, the sensitivity of the oscillator phase

at an offset 7, into the oscillation period can then be evaluated as:

[(wgyt) =

qmax
20, ) (34

where ¢; is the charge delivered by the impulse, g,,,, is a normalizing constant repre-
senting the amount of charge that is displaced in storing the state of the oscillator (the
product of the total capacitance holding the state and the maximum voltage swing devel-
oped across this c:apacitance),8 and A¢ is measured from the transient simulation wave-
forms as illustrated in Figure 3-3(c,d).

Repeating the analysis just described for injection times spanning one oscillation
period (0 <wgT < 2m), an impulse sensitivity function (ISF) is mapped out which relates

how susceptible an oscillator is at any given point to having the phase of its state bumped

8 Expressing g,,,,, separately in this relationship is not strictly necessary as the charge swing could
just as easily be folded into the impulse sensitivity I. However, the appearance of g,,,,, in the
phase noise calculations derived using this LTV approach lends comfort in that it will help yield
a form more closely resembling the historical LTI models.
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off the steady-state trajectory. A typical ISF is shown in Figure 3-4 along with the corre-
sponding oscillator output signal; it precisely quantifies the phase change that is observed
in the oscillation for a fractional charge disturbance ¢,/q,, ... The ISF is also periodic in
time, making available a Fourier series representation where each term in the series is mul-
tiplied with the input current i(t) inside the superposition integral of Equation 3.2.
Viewed in this light, the nth term in the Fourier series—c, cos(nw,t + 0, ) —multiplies
noise around frequency nwy in the spectrum of i(T) by the coefficient ¢,,, and then down-
converts the integrated noise at this harmonic to the baseband spectrum of ¢(#) via the

cosine function.
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Figure 3-4. Typical oscillator impulse sensitivity function.

Phase noise refers to the sidebands accompanying a voltage signal as would be
measured on a spectrum analyzer and not the phase. However, the spectrum of the oscilla-
tor output will follow that of ¢(¢) except at frequencies very close to the carrier—small
offset frequencies for which the narrowband PM approximation no longer holds.’ Thus,
the single-sideband output phase noise spectrum of the oscillator (in the f 2 region) for a

white noise source having a uniform spectral density zi 4= 1,/Af is shown to be [34]:

FRMS 2 izd
L{Af} = 10log ( ) 2” =1 (3.5)
max 81 Af

The RMS value of the ISF (I'y,,) arises from the summation of the Fourier series coeffi-

cients acting upon a constant-valued noise spectral density, and g,,,, is indicative of the

? A more analytical approach to demonstrating the congruence between the spectrum of the phase
disturbance and that of the oscillator voltage is offered by Hajimiri in [37].
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output signal swing (i.e. the carrier power). Over some range of frequencies close to the
. . _ -3 - .
carrier, the phase noise spectrum exhibits a sharper f = characteristic as a result of flicker

noise; the phase noise spectral density in this region can be calculated by [34]:

2
Lha f1/f , (3.6)

{Af} = 101 Ipcy?

cor = w22
Inav’ gr2af” &

where f, g used to denote the transistor flicker noise corner frequency. 10 Equating these

two expressmns and solving for the offset frequency Af, the transition between the f

and f regions in the phase noise spectrum is witnessed to occur at:

o = (22 11 (3.7)

RMS

With equations 3.5 and 3.6 in hand along with a noise source representation, the
phase noise of an oscillator can be precisely determined using only the standard time-
domain transient analysis capability of a circuit simulator to calculate impulse sensitivity
functions. As the accuracy afforded by any analysis is ultimately constrained by modeling
approximations, this technique allows full device models to be incorporated, implicitly
assimilating many second-order considerations that affect oscillator noise. The price paid
for this acuteness is increased computational complexity. As with any theory, however,
the real utility is in learning how to improve designs by applying results observed through
the theory, and not just in using it for numerical iteration; the remainder of this chapter

investigates some of the lessons learned from studying an LTV model.

3.3 Optimizing Devices and Technology for Oscillators

Within the context of oscillators, veritable tomes can be found covering integrated
passive circuit elements.!! For a chosen circuit application, be it to minimize loss or to
realize a desired component value, the passive device properties to optimize are generally
clear and techniques have evolved to guide the designs. But the challenge is heightened
significantly when it comes to the transistors in these circuits. First, there are no singular
measures such as inductance or quality factor that describe a transistor, and hence it is not
evident what should be optimized. Even if there was some defining metric to use, it is then

also not clear what might be done to optimize it. Variations in the layout geometry can be

10 Other components can generate flicker noise as well, but transistors are usually the dominant
source in integrated circuits.

' See, for example, Chapter 2 for spiral inductors, or the many other references discussing induc-
tors, capacitors, and varactors that are highlighted in Appendix B.
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used to trade off device parasitics, and process parameters in next generation technologies
could be adjusted to improve oscillator performance. Thus far, however, widespread
acceptance of a method for quantifying the impact of a semiconductor process technology

in RF circuits has not yet materialized.

The preceding section described an LTV model for oscillators which, owing to its
linearity and generality, can be harnessed as a tool for exploring issues in transistor opti-
mization and design. Each noise source in an oscillator, and within the transistors them-
selves, can be analyzed independently in this fashion and their resulting contributions to
phase noise summed. Whereas the time-variant models discussed in the literature
[38]-[41] have previously only considered transistors in terms of a single equivalent noise
source, it is important to recognize the limitations involved in making this approximation.
The equivalent source model assigns the same time-variant behavior to each source of
thermal and shot noise in the device being represented; this tact may work well at low fre-
quencies or when there is a single dominant noise source, but the accuracy begins to suffer
at higher design frequencies as the device parasitic capacitances store an increasingly

larger fraction of the energy in the resonant tank.!?

For illustrating the application of the LTV model through a representative case
study, a typical LC oscillator conﬁguration13 is presented below in Figure 3-5. Vpsgf is

an RF ground, allowing the common-base transistor to provide the requisite gain from the

3
I

\%4 —_—

BASE

Figure 3-5. Schematic of single-ended oscillator used in noise analysis.

12 The transistor parasitic capacitances—as determined by the size and layout of the devices—are
relatively insensitive to the oscillation frequency, but the explicit capacitors used in the resonator
have to shrink in order to realize higher frequencies.

13 This particular configuration is known as a Colpitts oscillator, and is commonly found in both
discrete and integrated manifestations.
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emitter to the collector node where the resonator is connected. The capacitors indicated in
the schematic couple a fraction of the voltage signal in the resonator back to the input of
the gain stage as a positive feedback mechanism, and also combine with the inductor and
varactor in determining the frequency of oscillation. Although the average bias current is
set by the current source, the base-emitter voltage follows the oscillation, and thus the
transistor actually remains off for much of the period. To be able to analyze each source
of noise independently, the terminal parasitics are removed from the model for the
common-base transistor and are reconstructed as depicted in Figure 3-6, where the nodes
of the intrinsic device are marked B’, C’, and E’. The terminal resistances are separated
apart from the transistor, and the base-collector capacitance is split across the base resis-
tance in the usual fashion. Given this implementation, the impulse sensitivity function
associated with each noise source can be calculated by placing the current source injecting
the impulse functions (as discussed in Section 3.2) across the component that generates
the noise being considered.

Dt
CJCi
e
b
Bo .
w5
B E’
RE
E

Figure 3-6. Bipolar transistor with terminal parasitic elements.

Choosing the inductance (with a typical integrated Q~6) and capacitors to resonate
at 5.8GHz,'# and biasing the oscillator with 2.8 mA from a 3V supply, the ISFs (denoted
by I') determined using the LTV approach for each of the resistances are plotted in

Figure 3-7. A critical observation is that the sensitivities are non-zero during the positive

14 The component values are chosen from an oscillator design presented in Chapter 6; the inductor
is a spiral realizing 0.6nH, while the upper and lower feedback capacitors are 0.75pF and 2pF,
respectively.
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half-cycle of the oscillator (for t < 0.87), during which time the transistor is switched off.
Thermal noise from resistances can still reach the resonator and affect the oscillator
phase, even in the absence of shot noise. Hence it is seen that attributing the same time-
variant sensitivity to each source of noise within a transistor can be problematic; the
importance of treating each noise component individually—with its own ISF—is apparent
in this 5.8 GHz example, and will only become more important as design frequencies for

RF applications increase.
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Figure 3-7. ISFs associated with transistor terminal resistances.

Another observation is that the ISFs associated with the base and emitter resis-
tances are similar in shape, as might be expected since both touch the base-emitter
junction and thus should have a roughly comparable effect on the oscillator.® In fact, the
ISFs for these resistances are essentially scaled versions of each other, where the scale fac-
tor is the ratio of the resistances: FRB/ FRE = Ryz/Rg. Though it represents the behavior
for a hypothetical unit current impulse, the ISF does effectively encode information about
the source of the noise (i.e. [" «< R). This should not be too surprising, however, in that the
same consequence is witnessed in LTI noise calculations where the resistance not only
determines the noise power but also plays a role in any transfer function involving the
noise source. Revisiting Equation 3.5, the expression for phase noise presented earlier
demonstrated a dependence upon the product I“‘;} MSirzz 4> While the current noise term is

inversely proportional to resistance (ii 2% 1/R), the sensitivity to this noise increases

15 For low-noise amplifiers (an LTT example), the base and emitter resistances do have the same
effect, with the sum of the two (divided by the source resistance) contributing to the noise figure.
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with resistance (F?z MS &< Rz). Lower phase noise would thus be expected as transistor

terminal resistances decrease, a rather satisfying conclusion relayed through the ISFs.1¢

The base resistance in this example has been modeled as a constant, although this
is an approximation and should not necessarily be assumed. Base sheet resistivity is a
function of the integrated majority carrier concentration in the base region [43]; when high
injection levels are present in the transistor, the intrinsic base resistance can be appreciably
lowered as collector current increases. But for typical bias conditions found in oscillators
and with the heavily-doped bases enabled by heterojunction and graded-base SiGe transis-
tors, deviations from the DC bias value of Rp are commonly less than 10% over the entire
oscillation swing. Neglecting the bias-dependency of the base resistance may not be pos-
sible with all oscillators and technologies, but the LTV framework can also accommodate
parameters that vary in tune with the oscillation. The next section picks up the discussion

of this topic and continues the example begun here.

3.4 Cyclostationarity in Oscillators

Through plausibility arguments and direct computation, the sensitivity of an oscil-
lator to a given source of noise has been demonstrated to be time-variant. Adding to this
complexity is that the power of a noise source itself can vary with time. When the proper-
ties of a random variable follow a periodic pattern, the source represented by that random
variable is described as being cyclostationary. The base and collector shot noise effects in
bipolar transistors, for example, are modulated by the instantaneous value of the currents
flowing as a result of the oscillation and are therefore cyclostationary.17 While this prop-
erty has been observed in the literature (e.g., [38],[40]-[42]), it will be shown that calcu-
lating the time-varying power spectral density of the noise from the terminal currents is an

approximation that can lead to significant errors in microwave frequency designs.

However, since the power exhibited by a shot noise source is proportional to the
current, determining the base and collector currents as a function of time would seem a
good first step. For the oscillator example introduced in the previous section, the currents

are calculated with a transient analysis and plotted in Figure 3-8(a,b) versus time normal-

16 Caution should be exercised in carrying this result too far: the relationship between a resistance
and the oscillator phase noise is not necessarily a linear one. The amplitude of the oscillation
(gmax) might be affected, and ISFs for other noise sources can also change. More about this
intricacy will be said in Section 3.4.

17 Similarly, in MOSFETs, the thermally-induced gate and drain current noise sources are modu-
lated by the oscillation.
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AC output voltage (V)
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Figure 3-8. Transistor collector (a) and base (b) currents calculated for the
single-ended oscillator example; the terminal currents are marked with x’s
and the components that generate shot noise are shown with the solid traces.

ized to the oscillation period. The currents flowing into the collector (i) and base (ip) ter-
minals are marked with x’s, and are seen to be relatively large—on the order of
milliamps—even when the transistor is expected to be off (for 0 <T<m). A clue as to the
nature of these currents is observed in the behavior of ig during the same time interval; if

the output voltage for this duration is represented as v, (1) = Vsin(T), then the base

ou
current appears to be of the form ig(t) = iy (1) = —Igycos(T), and looks suspiciously as if
a capacitance might be involved. This is exactly the case. Noting that the base is tied to

an AC ground, the potentials across the transistor junctions are related to the output signal:
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c o and vy, =-v_ . /n, where n is set by the capacitive feedback ratio and the

indication of time has been dropped for simplicity. Considering the depletion capaci-

tances of an off-state transistor:

ib =C dvbe dvbc — _(CjE dvout

E g + i — + CjC)'F’ (3.8)
lending credence to the form guessed earlier.!® From this argument, the realization is that
the shot noise is not determined by the total transistor terminal currents flowing into the
base (ig) and collector (ic); significant portions of the terminal currents are associated
with charging and discharging the base-collector, base-emitter, and collector-substrate
depletion regions, capacitive components which do not generate shot noise. Subtracting
the displacement terms from the total terminal currents yields the components of ig and i
that generate shot noise and are indicated by the solid traces in Figure 3-8(a,b). It is nota-
ble that transistor displacement current components are clearly evident in this 5.8 GHz
example, and will become increasingly significant in designs at higher frequencies due to

the larger dV/dt’s and relative junction capacitances that are encountered.

One method for calculating the displacement currents that magically disappeared
via subtraction in the plots above would be to solve relations such as Equation 3.8,
including the variations in the junction capacitances over forward and reverse bias. How-
ever, circuit simulators are highly optimized for solving differential equations like this,
and already contain the models. A simulator can be used to solve the problem directly
with the schematic shown in Figure 3-9. The oscillator, built around QO, is the same as
before, with the additional base bias circuitry being represented here by a voltage source
and an output resistance. Transistors Q1 and Q2 are identical to QO, with the exception
that the forward junction currents are made arbitrarily small by dividing the saturation cur-
rent model parameters (IS, ISC, and ISE) by a very large number (e.g., 10'9.1° Zero-
valued current sources implement open circuits, allowing the displacement currents for the
base-collector and collector-substrate depletion regions to be measured independently in

Q1 and for the base-emitter junction capacitance via Q2.2O The junctions of Q1 and Q2
J P

18 The junction capacitances are also a function of v, but will not undergo too dramatic a change
over the range of voltages being subjected to them in this example, and so this dependency has
been dropped for the purposes of illustration.

% The goal is to zero out the forward-bias currents which would primarily flow in the base-emitter
junction of Q2. However, most SPICE-like simulators encounter convergence difficulties when
the saturation current parameters are set to zero. Reducing each parameter by the same factor is
probably gratuitous in this case, but serves to keep the Vg offset (for /- = 0) unchanged.

20 The fourth terminal of Q2 indicates the substrate node. When not explicitly shown, the p-type

substrate in which the transistors are formed is tied to the lowest circuit potential (ground).

1
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are then exercised by a set of ideal unity-gain buffers (voltage-controlled voltage sources)

which copy the terminal potentials from the oscillator, completing the schematic solution.

+1
15=0 VJ

+1

+1

>
v e

Figure 3-9. Schematic used to solve for the transistor displacement
currents in the single-ended oscillator example.

Returning from the brief explanatory interlude, the transistor currents contributing
shot noise to the oscillator can be expressed using a constant current value and a multipli-

cative scale factor () that varies periodically with the oscillation:

I C-shot(T) = OCic(ﬁc)iC -shot, max (3.9a)

iB-shoz(T) = O(iB(T) iB—shat, max (3.9b)

Somewhat arbitrarily, the scale factors are chosen such that 0 <o (1) <1, and then the
maximum instantaneous shot noise current values can be used to establish the noise spec-
tral density (e.g., i,zl d = 29ic g0 max)- The time-domain response of a cyclostationary

shot noise process can thus be represented as:

(1) = o wy)i,, (0, (3.10)
where the periodic nature is again made explicit in the scale factor and i, , (T) is the noise
current associated with i o0 OF g o gy @S appropriate. Given i,(T) as an input,

the oscillator phase can be calculated by superposition; inserting the previous expression

into Equation 3.2 gives:
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L jtr(mor)in(r)dr - [ 0,00 0,0, (D), (3.11)

qmax —o qmax —

o) =

from which it becomes evident that cyclostationary noise behavior can be handled as a

white noise source of constant power when an effective ISF is defined by:
Feff(wo'c) = oWy (wyT). (3.12)

Applying this definition in the ongoing oscillator example, the effective ISFs are illus-
trated in Figure 3-10. The sensitivities to impulses of current applied from the collector to
emitter and the base to emitter are shown with dashed lines. Weighting these ISFs by the
shot noise components (;) from Figure 3-8, the RMS and DC values of the resulting I'

curves can then be used in the phase noise calculations described in Section 3.2.

Having in hand the ISFs for each of the terminal resistances (Figure 3-7) and the
effective ISFs for the base and collector shot noise currents, contributions to the phase
spectrum can be determined for each source of noise originating in the oscillator gain tran-
sistor. But the analysis is not yet complete; noise from the bias circuitry and resonator loss
elements remains to be considered. Though not explicitly shown in the schematics, loss
components in the varactor, inductor, and MIM capacitors produce thermal noise. The
transfer functions for power in an LTI network hold regardless of whether the power
comes from a signal or from noise, so any equivalent circuit representing loss in the reso-

nator will also be valid for the consideration of noise.2!

Over at least a modest range of
frequencies, transformations between series and parallel RL and RC sections can be used
to represent any RLC network with a single resistance alongside a group of ideal inductors
and capacitors [44]. For a parallel resonant structure as used in the oscillator example of
this chapter, a shunt resistance (from the collector node to an RF ground) is generally the
most convenient form. The value of the equivalent resistance (R,,) can be evaluated ana-
lytically at resonance by applying the series/parallel transformations to each loss element
in the resonator, or by R, g = 1/Re{y;,}, where y;| is determined for the one-port net-
work consisting of the inductor, varactor, and capacitors with the transistor and current
source removed. The ISF for the resonator noise is calculated by sourcing the impulses of
current between an RF ground and the collector node (the location of the equivalent resis-
tance), and the result from this analysis was shown previously in Figure 3-4 under the

guise of being a “typical example”. The noise spectral density associated with the resona-

4 Although oscillators and mixers are time-variant circuits, portions of them can still be consid-
ered as LTI. Identifying sections that are LTI is part of the art that is oscillator and mixer design.
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Figure 3-10. Calculation of the effective ISFs for the collector (a) and
base (b) shot noise sources for the single-ended oscillator example.

tor loss is ii 4 = 4kTR,,, allowing direct contributions to phase noise on the part of the

eq ?
resonator to be calculated in a manner consistent with the other oscillator noise sources.
Bias circuitry can also play a significant role in oscillator performance, although
careful design should be able to minimize its impact on phase noise.??> Noise in the tail
current can clearly affect the phase, although the parameters of the current source itself do

not change appreciably over the oscillation period, and thus a single output equivalent cur-

22 Careful design along with added die area and power consumption might be a more accurate
statement. Noise considerations are what prohibit making bias circuits with arbitrarily small
devices and currents.
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rent noise source can be derived (following the usual LTI methods) to represent the current
source transistor and associated reference bias circuitry. The ISF waveform for this equiv-
alent noise source in the single-ended oscillator example indicates a prevailing fundamen-
tal Fourier series component, so a reasonable approximation to use in the phase noise
computation for the tail source is the current noise spectral density exhibited near the fre-
quency of oscillation.?3 Similarly, the effect of noise on the base bias voltage can be ana-
lyzed with an output equivalent noise source and an ISF determined for the location of the
base bias. But the impact of this source on the phase of the oscillator should readily be

engineered to be smaller than the effect of the base resistance, and so it is neglected here.

By now, and in perhaps the most delayed punch line in modern technical literature,
the phase noise of the oscillator example begun in the preceding section can finally be cal-
culated. Using the impulse sensitivities and noise spectral densities that have been dis-
cussed and illustrated throughout this 5.8 GHz case study, the contributions of each noise
source to the f - region in the oscillator spectrum are plotted in Figure 3-11. The trace

shown for each component represents the phase noise that would result if that component
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Figure 3-11. Calculation of phase noise for single-ended oscillator example.

23 More precisely, the current noise spectral density at the output of the tail source should be deter-
mined at DC and near every harmonic of the oscillation, with the frequency-dependent noise
densities being used in the Fourier series expansion of the superposition integral as described in
Section 3.2. This approximation does, however, get the most significant term right, and will pro-
vide an indication of whether noise in the tail source remains a concern.
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were the only source of noise in the oscillator. For this example, nearly equal contribu-
tions from the collector shot noise and the base resistance are observed—the collector shot
noise is almost indistinguishably higher—with noise from the resonator loss (R,,) mecha-
nisms trailing not far behind. This balance between thermal and shot noise represents an
optimal trade-off, and can be achieved through proper transistor sizing. Following behind
at distances of about 5-7dB are the noise sources associated with the tail current, base cur-
rent, and the emitter resistance. Finishing at the bottom, because of its small size and
location at the output, the collector resistance is rendered inconsequential. Summing the

noise powers for each of the seven contributors:

1 2 2
_ﬁZFRMSklndk}, (3.13)

L{Af} = lOlog[
8TUAf G0 K

the oscillator phase noise spectral density is witnessed to be -109.6dBc/Hz at a frequency

offset 1 MHz from the carrier.?*

To underscore the importance of properly handling the transistor displacement cur-
rents in an analysis of oscillator noise, the phase noise is “calculated” again, but this time
(mistakenly) using the full base and collector currents to determine the effective ISFs
associated with the shot noise sources. As shown in Figure 3-12, this approximation over-
estimates the contributions from ig and i, leading to the erroneous conclusion that the
oscillator is dominated by shot noise; the resultant phase noise spectrum is 3dB too high
(-106.7dBc/Hz at a 1MHz offset)—an amount which could, for example, significantly
impact receiver sensitivity were it to be real.”> That the components of the terminal cur-
rents associated with junction capacitances do not contribute shot noise is demonstrated
later in Section 6.3, where the phase noise of the example oscillator is measured to be
notably lower than the calculation presented in Figure 3-12 (and equal to the calculation in
Figure 3-11). Perhaps of even greater salience, however, is that improperly accounting for
the displacement currents can lead to sub-optimal designs. Based on using the full termi-

nal currents in the analysis, a designer may strive to either reduce the bias current in the

24 A similar comparison could also be performed for the phase noise in the f_3 region, although
the only two components carrying appreciable flicker noise energy will be the collector shot
noise and the tail source. The transition to this frequency characteristic is expected to occur at
very small carrier offsets for the SiGe bipolar technology used as the basis for this example, so
flicker noise is not considered further here.

25 One particularly treacherous example is reciprocal mixing in a recetver. Sideband energy in the
LO downconverts adjacent channels and interferers to the desired IF. The in-band noise from
the adjacent channels can translate into an SNR degradation that is dB for dB with the phase
noise power (i.e. 3dB higher phase noise results in a 3dB decrease in the SNR).
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Figure 3-12. Demonstration of the potential effect of transistor displacement
currents in the calculation of oscillator phase noise.

6__unfortunate decisions which would

oscillator or to increase the transistor current gain2
actually be likely to worsen the phase noise performance in this 5.8 GHz example. Being
able to evaluate design judgments like these is where the merit of the LTV model really

begins to shine.

Another interesting observation stemming from the discussion of cyclostationarity
is that the effects of transistor shot noise can be reduced through the design of the oscilla-
tor circuit. Perusing again the plots of Figures 3-8 and 3-10, it is evident that shot noise is
generated only during a fraction of the period, and that this interval can be timed to occur
when the sensitivity to the noise is near a minimum. In this respect, the Colpitts con-
struction performs admirably in that the transistor only turns on to restore energy to the
resonant tank as the oscillation approaches its minimum value—the very moment when
the ISFs associated with the transistor currents tend toward zero.?” An important sidelight
demonstrated in Figure 3-8 is that the duration for which the transistor conducts, and

hence the degree to which the shot noise is unweighted, is primarily controlled by the

26 The transistors in oscillators often operate at current densities well below that corresponding to
the peak f1, and thus the RF current gain—sometimes denoted P(f) —can be impacted at the
circuit design level by using smaller geometry devices. In the device/process design, there are
any of a number of approaches available to improve f and/or the DC current gain.

27 This technique also applies to the drain and gate noise currents in a MOSFET-based oscillator.
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dynamics of the circuit and not the device. Once the transistor fr is high enough relative
to the frequency of oscillation, further increases in fr will not appreciably improve the
oscillator in any regard.*® In fact, re-engineering the transistor stack for a higher fr (e.g.,
thinning the base) might entail trade-offs that could actually hinder phase noise perfor-
mance. These types of technology issues can be explored for RF circuit applications with
the aid of LTV models, and will be pursued further in subsequent chapters.

At various points throughout this presentation of the time-variant approach to
oscillators, the reader might reflexively ask a very innocuous-sounding question: “What
happened to Q?” From Leeson’s plausibility argument as well as general intuition, it
would seem that the resonator quality factor should play a readily apparent role. But not
only was there no mention of Q to be found in the entire development of the LTV model,
Figure 3-11 indicates that noise originating from within the resonator ranked behind both
collector current and base resistance in generating phase noise for the oscillator analyzed
in this chapter. Indeed, at first glance, something would appear to be uncomfortably

amiss.

This first impression would be wrong, however, as part of the story is told by g,,,,,
and the rest through the impulse sensitivity function. For a chosen oscillator circuit and
bias point, the amplitude of the oscillation decreases with increasing resonator loss, and as
Q decreases, so too does the charge displaced by the oscillation (g,,,,). The other incamna-
tion of quality factor is hiding in the ISF, as it should be expected that lower Q resonators
will not preserve the oscillator state as well as those with higher quality factors. Returning
to Equations 3.3 and 3.4, for a given fractional charge disturbance injected by an impulse
of current, the amount by which the phase is perturbed will be higher when lower Q reso-
nant elements are used. Hence the RMS value of the ISF will increase as Q decreases. So,
in effect, Q is alive and well—it just does not explicitly appear in the phase noise relation-
ships. Furthermore, a valid argument may be made against an explicit reference to Q;
noting that the loading on the resonator in the Colpitts oscillator example (Figure 3-5)
changes as the transistor switches on and off, it becomes evident that the effective (loaded)
Q is also cyclostationary. Quality factor alone cannot include this time-varying sensitivity,
but an ISF directly calculated from applied impulses does capture the behavior, providing

a more complete representation of oscillator dynamics than a mere mention of Q can offer.

28 In some circuits, higher transistor fr can be traded for lower power consumption. But in an
oscillator, the optimal bias points are more acutely determined by the passive devices than by the
active. This will be seen more clearly in Chapter 6.
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The voyage into time-variant oscillator models begun in this chapter is now com-
plete. A graphical plausibility argument provided some initial motivation, and then gave
way to the formalism introduced by Hajimiri and Lee where an oscillator is represented as
a linear time-variant system characterized by an impulse sensitivity function and having a
phase output and a noise input. This approach was then harnessed as a means of exploring
trade-offs in semiconductor technology, working at the device level and examining the
impact that various transistor considerations can have on oscillator performance. In so
doing, the importance of treating each transistor noise source with its own ISF was illus-
trated, as was the necessity of subtracting displacement components of the terminal cur-
rents for the purposes of calculating shot noise. By using a representative 5.8GHz
oscillator as an example to illustrate many key ideas, a number of the technological direc-
tions being sought for RF circuits began to be unearthed. The work here does not end with
oscillators, however, as many of the concepts that have been discussed can be extended to
other time-varying circuits commonly found in RF applications. An overview of mixers is

presented in the next section as a generalization of the LTV methodology.

3.5 Extending the Linear Time-Variant Model to Mixers

For oscillator circuits, a linear time-variant system view has been seen to be an
effective approach for considering how the sensitivity of the phase changes in response to
the large-signal oscillation conditions that are present. Like oscillators, mixers also
exhibit a periodic variation with respect to sources of noise, although the periodicity in
mixers is tied to an applied LO signal rather than the intrinsic circuit behavior. The tech-
nique of characterizing a circuit with a set of impulse responses directly computed using a
simulator also applies, although in this case the phase is arbitrary; of greater concern in
mixers is the magnitude of the noise competing with the signals being processed. Most
crucially, however, is that linearity still holds?® for noise and small inputs in the time-
variant representation of mixers. As utilized in the analysis of oscillators, linearity allows
noise sources at the device level to be considered independently, paving the way for a

more informed repartee on technology-related optimizations, directions, and trade-offs.

Illustrating again through an example, a single-balanced mixer is fleshed out in
slightly more detail in Figure 3-13. As if it were a low-noise amplifier (LNA), the input
stage 1s designed for simultaneous noise and impedance match to the RF source at
5.8 GHz, and biasing is shown through a bias tee for the purposes of this analysis.30 The

29 Useful as it may be, the tag line “linearity still holds” probably won’t sell many books.
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transistors comprising the switching pair have their terminal parasitics represented by the
same external network used in the oscillator example (depicted in Figure 3-6), and the col-
lector loads—which will generally be tuned to the desired IF band—have been replaced in
favor of large-valued inductors that provide DC current paths but are RF opens at all fre-
quencies of interest. Loss in (what would be) the tuned collector network is represented

by the resistors Ry, yielding the output impedance to which the IF load (2R) is matched.

eqr
An anti-aliasing lgw—pass filter inserted at the output completes the circuit and prepares
the simulation data for a subsequent DFT computation. Implemented as a third-order
Butterworth, the filter provides a maximally-flat response and a corner frequency chosen
to be 15GHz. Provided that the corner frequency is sufficiently above the desired IF range
and far enough below the simulation sampling frequency (4 THz in this example) to mini-

mize aliasing, the noise analysis should not be affected by this filter.3!

ANTI-ALIASING
Req LBIG LBIG Req FILTER

Figure 3-13. Single-balanced mixer schematic for noise simulation.

In a mixer, the steady-state operating condition is defined with an LO applied and
all other signal sources set to zero. The balanced IF output in this mode appears as the
solid trace in Figure 3-14(a); at some point after the circuit has reached its steady state, an

impulse of current i(¢) is injected at the location of one of the mixer noise sources, pro-

30 Conveniently, more will be said about the design of low-noise amplifiers in the next chapter.

3 Although it may be tempting to set the corner frequency low enough to filter the LO component
from the transient response, an accurate calculation of the conversion gain is required for fre-
quencies around the LO and its harmonics. As always, it is best to place the filter corner out
beyond the band of interest.
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ducing a perturbation response v(f) measured at the output (and indicated with the dashed
line). Whereas considerations with oscillators limit the discussion to output phase and the
associated dynamics insure a step function impulse response, there is no such luxury in the
analysis of mixers. The full impulse response must be used, and can be calculated as the
difference between the perturbation response and the steady state: A(z) = v(z) —vy(1),
achieving the result plotted in Figure 3-14(b).3? The basic shape of the impulse response
is contributed by the anti-aliasing filter, although the amplitude, delay, and amount of dis-

persion all vary with the timing of the impulse within the LO period.
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Figure 3-14. Calculation of the impulse response of a mixer; (a) impulse per-
turbation response compared with the steady-state condition, (b) applied
impulse and calculated impulse response.

This operation of injecting the current pulse and measuring the impulse response is
then repeated at different time offsets so that exactly one LO period is spanned by an inte-
ger number of samples (injections). A non-integer number of samples would create a peri-
odic discontinuity in the time-domain and introduce errors in the spectrum. This effect is
generally mitigated in spectral estimation problems using discrete Fourier transforms by
windowing the time-domain data so that the values at both ends of the window fall to zero.
But windowing would necessitate the sampling of multiple periods, a step which can eas-
ily be avoided by choosing the appropriate times to inject the current impulses. Further-

more, being that there is no retention of state>> in a mixer and that the period is precisely

32 The actual unit impulse response is A(r) scaled by the weight of the impulse i(z). However, this
step will be picked up in the frequency domain when the ratio of H[k] to I[4] is taken to yield the
conversion gain.

33 Unlike an oscillator, there is no circuit state being stored in a mixer. As such, each impulse
response will both start and end at zero.
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Figure 3-15. Mixer response to noise injected at the input of the switching
pair; (a) response to impulses injected at moments throughout one LO period,
(b) 2-D DFT of impulse response data giving conversion gain for noise about

each LO harmonic as a function of the chosen IF.

determined by the applied LO, all of the injection times and impulse responses can be cap-
tured with a single transient analysis—provided that enough time is given between applied
impulses for the response to settle. The injection current source can be specified with a
SPICE pulse statement; an example for a SGHz LO is shown in Figure 3-16, and gives the
circuit an initial 5ns to reach steady-state. Each pulse has a duration of 4ps at an ampli-

tude of 10mA, and uses 3 ps for the rise and fall times. Ten periods are allotted for settling
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Iinj <+node> <-node> pulse(0 10m 5n 3p 3p 4p 2012.5p),
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Figure 3-16. SPICE statement for a periodic current impulse.

between injection events, and the impulse is advanced 1/16th of an LO period (12.5ps)
with each occurrence. Placing this source at the output of the transconductor (the equiva-
lent output noise current generator for the input stage), the 16 impulse responses subse-
quently calculated and illustrated in Figure 3-15(a)—arrayed along the left planar axis—
cover exactly one period, or T=2n(n/N) with N=16 and ne [O,N-1]. While T
denotes the position within the LO period where the impulse is injected, the units of time
(1) on the right horizontal (x) axis delineate the impulse response, with # =0 for each
response set at the center of the applied impulse that generated it. A continuous variation
in the transmission gain from the noise source to the output is evident along the LO axis in

this example,34 reinforcing the need for a time-variant model.

Now that the circuit response has been characterized and aligned into its two inde-
pendent time dimensions, a 2-D DFT can be used to determine the frequency response
presented by the mixer to the transconductor equivalent output source. The result of the
transform, where each row in the DFT, H[k,m], has been normalized to the scaled input
signal NI[k], appears in Figure 3-15(b). Having two measures of time as an input, the
magnitude of the DFT will be gauged along two measures of frequency. For the y-axis, in

absolute (rather than normalized) units, the DFT samples occur at:
m m
fy[m] = Nfsy = NNfLO =mfo, (3.14)

where N is the number of points along the y-dimension of the DFT, and fsv is the sampling
frequency in this direction. With N points sampled on precisely one LO périod, the y-axis
of the DFT is observed to give information about the harmonics of the applied LO signal.
The x-axis is the more conventional time-frequency transform, and represents the fre-
quency at the output (IF) node of the mixer. Thus, the plot in Figure 3-15(b) describes the
conversion gain to any given IF frequency for signals and noise appearing that distance
away from any harmonic of the LO. Put another way, if an IF is chosen, then reading up

the y-axis at this value of fir gives the gain for each frequency that converts to that IF.

34 A sinusoidal LO drive has been used in this example. This tends to be the case in practice, as
generating square waves becomes difficult at frequencies well into the gigahertz range.
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Given the 5GHz oscillator drive used in this example, the magnitude of the DFT at the
point located by m =1 and an IF of 800MHz yields the conversion gain for inputs at fre-
quencies of 4.2GHz and 5.8 GHz. This value, and the rest of the gain terms associated
with an 800MHz IF, are plotted in Figure 3-17(a); the even-order rejection demonstrated

in the data is inherent to the balanced output of the mixer.
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Figure 3-17. Calculation of the noise in a mixer resulting from the input transcon-
ductor; (a) conversion gains from input of switching pair to an IF output at 800MHz,
(b) equivalent output current noise from RF transconductor stage.

Now that the conversion gains have been determined, the noise at the mixer output
can be calculated once the spectrum of the noise source has been ascertained. As the input
transconductor stage is not appreciably impacted by the switching core, a conventional
LTI small-signal analysis suffices to produce the equivalent output current noise spectrum
shown in Figure 3-17(b). The roll-off in the transconductor output noise at 1 GHz is owed
to the inductive emitter degeneration used for matching the RF input. Taking the values of
the current noise spectral density (ii 4) at each frequency that downconverts to the chosen

IF, applying the corresponding gain factors, and summing the contributions gives:

Vond = Olnd (315)

ZH[

Although the summation of the mixer output noise in Equation 3.15 is over all LO har-

2
ELT
mfw‘le mfio+ fir.

monics, the data in Figure 3-17(a) indicate that the conversion gain for m = 9 would be
approximately a factor of 100 smaller than the largest contributor (m = 1), and so higher

order terms can be reasonably neglected. The equivalent input noise can be obtained by
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finding the conversion gain of the mixer at the desired RF input frequency. One factor in
the signal conversion gain resides in the switching core and is represented by Hy; the other
component is the transconductance of the input stage at the RF frequency (G,, gp)-

Dividing the mixer output noise spectral density by the product of the gain terms yields:

2 Vond
Vi = 20—’; (3.16)
Hle—RF

The input-referred noise can be directly compared with the noise of the source itself, com-

monly expressed in dB as the noise ﬁgure:35

2

V.

NF = 1010g(4k‘7’2‘;j, (3.17)
S

where R, represents the source resistance of the RF input. This procedure can then be
repeated independently for each source of noise in the mixer, and the sum of each of the
input-referred noise powers can be used in Equation 3.17 to calculate the overall noise fig-
ure. Continuing the example of this section, the output noise spectral density resulting

from noise in the transconductor stage, as computed from the data in Figure 3-17, is:

V2 = 407x107° V¥/Hz. (3.18)

The switching core conversion gain is seen to be H; = 879.9Q from the DFT,® and a
small-signal AC analysis performed on the low-noise transconductance input stage gives
G,,.rF = 36.9mS, translating into a noise figure of 6.9dB. This would be the noise figure
of the mixer were the switches ideal. Other non-ideal effects in the transistors can then be

included and evaluated with regards to the impact they have on this “baseline” number.

For more detail into the treatment of mixers via LTV methods, the reader is
referred to a paper by Hull and Meyer [35]. The key idea, however, is that in separately
handling the sources of shot and thermal noise within the circuit, time-variant models
allow issues of technological limitations to be more fully illuminated within the context of

RF/microwave applications. To what extent do the transistor terminal resistances impact

35 The noise from the source resistance has been included in the calculation of the equivalent out-
put noise current of the input stage, which is why the noise factor argument in Equation 3.17
does not appear in the more commonly found “1 + ...” form.

36 As might be guessed from looking at the conversion gain data, the equivalent output resistance
(Reg) used in these simulations is 1k€2; most of the rest of the input signal energy (i.e. the reason
that the transresistance H, # 1kQ ) goes into the higher harmonics.
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mixer noise figures? Would having a higher fy device help? Or is performance more a
function of the junction capacitances? If the limitations are stemming from parasitic resis-
tances and capacitances, are bipolar transistors providing any benefit over what could be
achieved in a potentially simpler CMOS technology? Questions like these are important
to ask at all levels of design to improve the performance of RF front-end circuitry. A thor-
ough circuit design should consider whether it is better to size the current steering transis-
tors for peak f1 operation or if larger devices could reduce the noise figure by cutting the
thermal noise contributed by the switching core. Should multiple base contacts be used to
cut the base resistance, or does the concomitant increase in base-collector and collector-
substrate capacitances hurt mixer performance? A similar analysis can be studied at a sys-
tem design level to aid in choosing which process to use for a desired circuit application.
Does having access to, say, 0.18um SiGe bipolar transistors improve the performance or
power consumption characteristics of transceiver circuits relative to a cheaper 0.6um

homojunction technology?

Moving one design level higher, the techniques discussed in this chapter, applied
to a class of evolving wireless circuit applications, can finally begin to provide guidance
for process development. Would doping the collector more heavily to support higher peak
f1 values make for better RF performance? Or would penalties associated with higher
junction capacitances and lower output resistances outstrip the benefits? Is it more impor-
tant to address problems inherent to processing thinner bases or to focus on issues per-
taining to lateral dimensions? At an even higher level, questions such as whether
BiCMOS should continued to be pursued for tightly integrated RF systems can be
addressed. Linear time-variant circuit modeling fills an important role in carrying a sys-
tematic analysis through all levels of a design, a process by which a better determination
can be made in the directions for advancing future generations of semiconductor technolo-

gies, and one which will be explored through some real designs later in this thesis.
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Low-Noise Amplifiers

As a fixture in RF and microwave receivers, the low-noise amplifier (LNA): pro-
vides an impedance match to the antenna to enhance signal reception, amplifies the inci-
dent RF signal before it encounters higher noise receiver circuitry, and helps isolate the
antenna from local oscillator tones and unwanted mixing products generated in the
receiver chain. Being commonly-employed and fulfilling requirements in wireless sys-
tems that are difficult to circumvent with architectural innovations, LNAs make for an
interesting study from a technology perspective. The realization of an LNA pushes funda-
mental limits in device speed, noise, and power consumption in ways that can be
addressed in only a very limited fashion by circuit techniques, and thus the design of these
amplifiers yields an interesting point of comparison between semiconductor processes as

well as valuable insight into the continued development of RF technologies.

The specific goals for an LNA will always be application dependent, but the design
focus in future wireless systems will shift toward extracting the maximum capability from
the RF link in terms of bandwidth, dynamic range, and power consumption. A key con-
cept in next-generation RF links will be adaptive performance; in the context of an LNA,
the question is whether power can be traded off for sensitivity and gain in a manner that
does not unduly compromise system operation. Performance will be measured in terms of
the best possible noise figure that can be achieved while reasonable gain, linearity, isol-
ation, power dissipation, and impedance matching are all maintained. The discussion in
this chapter focuses primarily on noise rather than linearity because 1) the linearity levels
that accompany integrated LNAs optimized for noise can suffice for many wireless appli-
cations, and 2) noise is the more fundamental problem in that it cannot be circumvented

with circuit techniques or added power consumption.

! Linearity can often be addressed either by reducing the LNA gain or by lowering the impedance

levels and increasing the power consumption to make up for the lost gain. The latter approach
can accommodate the case of having a weak desired RF signal with a strong interferer in an
adjacent channel. For further discussions of linearity, the reader is referred to [45][46].
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By the metrics of noise figure and power dissipation at microwave frequencies,
bipolar transistors generally outperform CMOS devices as a result of possessing a higher
transconductance per unit current, and hence the development geared toward obtaining
“optimal” LNA performance is presented here in terms of bipolar devices. Details at the
implementation level are covered in Chapter 5, packaged with a comparison to CMOS that
illustrates the differences in the design approach, physical limitations, and achievable cir-
cuit performance associated with the two device technologies. The exploration into LNAs
begins with a look at impedance matching; although seemingly foreign to the realm of IC
design, the realization of appropriate source and load impedances represents a key factor
in extracting performance from transistors at high frequencies. Performance at high fre-
quencies is the game that is RF circuit design, and any consideration of technology issues

in this arena stands to benefit from a thorough understanding of matching.

4.1 Impedance Matching

In lower frequency ranges where transistor gain is plentiful, signal power is easy to
synthesize, and signal to noise ratios are large, circuit designs are often conducted in the
voltage domain with low output impedance, high input impedance stages continually
regenerating the signal energy. Power gain is a much less available commodity at micro-
wave frequencies, and transferring as much of the signal as possible from one stage to the
next—while incurring minimal noise—becomes a significant design challenge. This is the
problem of impedance matching: aligning the impedances presented by the source and
load to a transistor stage with that required to extract the desired performance from the
stage. Toward this end, discrete circuit designs typically employ passive matching net-
works to transform the source and load impedances to something more conducive to get-
ting a chosen active device to function productively. An equivalent, and sometimes more
convenient, viewpoint is that the matching elements transform the input and output imped-
ances of the transistor to match that of the applied source and load. The same story is true
when the medium switches to integrated circuits, although the ability to realize nearly
arbitrary device sizes opens an additional degree of freedom that can be exploited to

reduce the burden on the frequently irksome matching networks.

To illustrate the concept of impedance matching and the effects of device sizing,
consider first a lone common-emitter bipolar transistor. Making a set of reasonable first-
order approximations,2 the impedance looking into the base of the transistor can be

expressed as:
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rTC

Z,, = R3+mrn_c_n’ 4.1)
where Rp denotes the base resistance (intrinsic and extrinsic components) and r; and Cy
represent the base-emitter resistance and capacitance terms in the hybrid-w model. Base
resistance scales with the emitter periphery and (the junction capacitance portion of) Cy is
a function of emitter area, allowing both elements to be tailored by the transistor geometry.
Furthermore, the diffusion capacitance term in C is proportional to the collector current
while r,; has the inverse relationship, and so every component of the input impedance is
subject to the device design. The bias current and transistor size are usually intertwined,
and it is at times useful to think of the collector current density as being fixed while the
transistor is scaled; in this case both r; and Cj; can also be viewed as relating to device size

and hence residing directly under the discretion of the designer.

Matching is not always about maximum power transfer, however, as source and
load impedances might instead be chosen for realizing minimum noise, maximum output
power, maximum linearity, or for reasons of stability [47]. Noise matching relates to the
equivalent input noise sources of a device rather than the impedances; returning to the
example of a common-emitter transistor stage, the equivalent input voltage noise is seen to
be:

2 2 2.2 B 1\°2
v, = VRB+RBZB+(_B(f)+g_m) i 4.2)

when the base ( ilzg) and collector (ié) shot noise sources are considered along with the
thermal noise in the base resistance (denoted viB ). The small-signal current gain,
appearing here as (f) but also known as &, and hgg, rolls off with frequency due to the
presence of C;. Even when the input is short circuited, voltage noise appears across the
base-emitter junction from the shot noise sources flowing through resistances in the base-
emitter loop, and thus the noise currents appear in Equation 4.2 as well as in the equivalent

input current noise:
2 _ 2 1 17
- a2~ C
B ()

. . . . 2 2 .
Neglecting the otherwise obvious correlation between v, and i, , the source resistance

(4.3)

that minimizes the overall circuit noise involves the ratio of the two:

2 For the purposes of this analysis, the base-collector and collector-substrate capacitances (C,, and
Ccs, respectively) are ignored, as are the collector and emitter terminal resistances and the
small-signal output resistance resulting from base-width modulation.
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R, = \vi/in. (4.4)

Considering the collector current density to be fixed,? the transistor current gain remains

nearly constant as the device geometry is scaled, and so it is clear that equivalent input
current noise (iz) is directly proportional to the emitter area in both the base and collector
shot noise terms under this condition. The relationship between the voltage noise source
and transistor geometry is initially a little hazier, but can be simplified by weighing the
first two terms in Equation 4.2. This comparison highlights that the base shot noise com-
ponent can be dismissed for the case I;R, « 2kT/q , a relationship that will generally hold
for the large devices and low currents desired in LNAs.* Since the smallest emitter widths
will almost always be used to minimize base resistance in low noise applications, the volt-
age noise can be viewed as being inversely proportional to emitter area when the current
density is held constant.’ The optimum source resistance for driving a common-emitter
stage thus also decreases linearly with emitter area, allowing any desired source imped-

ance to be accommodated by appropriately scaling the device size.

This flexibility indeed proves very useful; unfortunately however, the real part of
the input impedance is very different from R S and both move in the same direction with
transistor sizing, making a simultaneous noise and impedance match difficult to achieve
with a single common-emitter device. Furthermore, the input resistance approaches Rg
for frequencies beyond fB,6 an impedance which is too small to afford an easy match in
most RF systems. An additional degree of freedom is needed to alleviate this quandary,
and a frequently-employed technique in the narrowband amplifiers which typify wireless

applications is to add some inductive degeneration in the emitter, resulting in an LNA

3 This is not as blatantly restrictive as it might seem, as holding the current density constant will
often be the approach taken in designing an LNA. For a given bipolar transistor technology and
operating frequency, there is a single current density that will result in the minimum noise.
More is said about this consideration in the following section.

A typical base current in a silicon-based bipolar transistor used in an LNA might be 30uA, and

the base resistance—which had better be much less than 50£2—is generally in the neighborhood

of 10Q The product of these values is safely less than twice the thermal voltage (k7/q ) at room
temperature.

5 To be more explicit, the base resistance will decrease linearly with increasing emitter area while
the required collector current will increase. Neglecting the term involving the base shot noise
current, each of the voltage noise components are inversely proportional to device size.

% The corner frequency in the small-signal common-emitter current gain is often denoted fg.
Given the single-pole model that nicely approximates the input impedance of most bipolar tran-
sistors, fg can be expressed as f/ By » where f is the low frequency value of the current gain.
While the high frequency limit of the input impedance might not be the most expedient property
to explore in a circuit design, this model is sometimes used as a method of extracting the base
resistance from measured s-parameter data.
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input stage as shown below in Figure 4-1. The arrows in the diagram indicate the direc-
tions generally accepted by convention: T, is the reflection coefficient looking into the
device and [, is the reflection coefficient that the source should present to the device in

order to minimize system noise.

&

Figure 4-1. Input impedance-matching using an emitter inductance
in a common-emitter amplifier stage.

The presence of the inductor creates a potential at the emitter terminal that follows
the input signal but leads the intrinsic base-emitter voltage by 90°. This feedback mecha-
nism interacts with C;; to lend an additional real component to the input impedance as

given in:

r . Em .
Z. =Rp,+—" 4+ joL.(l+ =R +——L+(mL—
in B+1+Srncn Jw E( B B Cn gt ET g

lc ) 4.5)

T

where the approximation has assumed frequencies far enough above fg for Cy to dominate
the base-emitter junction impedance. Shot noise in the base and collector currents also
flows in Lg, appending two new terms to the input equivalent voltage noise source:

> 2 R oL N2>
vi=v§B+(RB+ijE)2i§+( B 1, E) 2

b 4 —_ 4.6
s Tz TRD) o (+6)

Conversely, when the input is an open circuit, the inductive feedback loop implemented by

Lg is not completed, and thus the current noise is unchanged from Equation 4.3.

Again neglecting correlation between the noise sources, I';, and I’y (at a single
frequency) are plotted in Figure 4-2 for increasing emitter inductances.” The real part of

the input impedance moves from a value near Rp toward the 50Q circle.® Moving slightly

7" The data shown are representative of having a typical bipolar transistor sized and biased for a
low-noise amplifier application.
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Figure 4-2. Effect of emitter inductance on the input impedance of a common-
emitter amplifier stage where the arrows indicate the direction of increasing Lg;
correlation in the equivalent input noise sources has been neglected.

in the direction of lower resistances is I',,,, although the absence of correlation in this
example has exaggerated the variation in R S to a first approximation, and hence for the
purposes of design, R Supe is essentially unchanged by the addition of Lg. Another effect
rendered by assuming uncorrelated equivalent input noise sources is that the imaginary
part of the optimum source impedance equals that in the conjugated input impedance (i.e.
X ,pt = =X, ). This would be a desirable trait, as I';, and ', could then both be closed to
the center of the Smith chart (a 5082 source impedance) by prefixing a base inductance to
the stage depicted in Figure 4-1. In practice, however, correlation between v,zz and ii con-
tributes a component to the optimum source reactance X opt = (X, + X pr) 2 where the

latter term is proportional to frequency and the base-collector capacitance [48]:

4.7)

The ratio under the radical in Equation 4.7 consists of the fully-correlated portions of the
equivalent input noise sources (calculated with C, considered in the device model). The

correlation reactance prevents a simultaneous noise and power match from precisely

8 More generally, the “50Q circle” should be called the Z; circle. Impedances plotted on a Smith
chart can be normalized to any characteristic impedance; it need not be 50£2.

At first, the concept of a correlation impedance might seem odd. Imagine, however, if the input
noise consisted of a single frequency characterized by a fixed phase offset between the perfectly
correlated voltage and current components. This portion of the noise could then be cancelled by
a judicious selection of the source impedance.

9
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occurring, and effectively represents an error term in the design of LNAs. It is usually not
a large error at frequencies reaching into the lower end of the microwave spectrum, but
should be remembered within the context of technology development. Advanced silicon-
based bipolar technologies often rely upon heavily-doped collectors to support the higher
current densities needed for achieving faster (higher peak fr) transistors, a trend which
may begin to undermine continued improvement in LNA performance due to the concom-
itant increase in CM' There are, of course, many other intricacies involved with LNAs, and
the following sections take a deeper look at a handful of narrowband amplifier topologies

and some of the shadows they cast in the semiconductor technology space.

4.2 Technology Considerations for LNAs

In a quest to realize gain and controlled impedances in a low noise and low power
framework, the design of an LNA brings together a number of poignant technology issues.
Investigating a range of circuit topologies and possibilities of developing techniques to cir-
cumvent limitations are important steps in determining the extent to which these issues
represent fundamental barriers in performance. But before embarking on such an investi-
gation, a means of considering comparative circuit performance is needed, and noise fig-
ure provides a convenient first-order description for LNAs in RF and microwave systems.
Indicating the extent to which the signal to noise ratio (SNR) is degraded by a component,

noise figure proves to be a salient measure of wireless receiver sensitivity.lo

Given an equivalent input noise source representation of an element, and assuming
2 2. . :
that the current (7, ) and voltage (v, ) noise components are uncorrelated, the noise figure

(expressed in dB) for that element can be calculated by:

) 2 2.
VR.+Vn+Zsln vn+Zsln
NF = 10logl ——— | = 10log| 1 + ——— |, (4.8)
v v

5

. . 2 . : . .
where Z is the source impedance and vj is the thermal noise associated with the source

resistance. Referring to the noise expressions derived for the common-emitter stage in

19 There are two caveats that should be remembered in using noise figure. First, noise figure pro-
vides no indication of gain; a wire may have a 0dB noise figure, but its decided lack of gain fails
to protect the SNR from noise in subsequent stages. In this sense, noise measure could be a bet-
ter metric from a system perspective. A second criticism leveled at noise figure is that it is a
function of the source resistance, a property which can lead to confusion when the resistance is
not fixed. In absolute terms, an amplifier having a 3dB noise figure and meant for a 75€2 system
contributes more noise than an amplifier with a similar 3dB noise figure but intended for 50Q
applications. The ratio of the noise in the two cases is 758/500.
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Section 4.1, noise figure 1s seen to depend upon the magnitude of the transistor noise
sources—and thus upon Rp, I, and Ip—with a corner frequency in the behavior deter-
mined by the f of the device through B(f).!!
vi and ii, it comes as no surprise that bipolar transistors generate less noise when oper-

With the prevalence of shot noise in both

ated at lower current levels. The mitigating factors in this trend are that the current gain
begins to fall and the intrinsic portion of the base resistance increases as /- is reduced.
Finding the optimum bias current (density) is thus a vital first step in designing low-noise

amplification stages.

Denoting the argument to the logarithm function in Equation 4.8 as F, varying the
source impedance to find its minimum value, and expressing the approximate result in

terms of explicit transistor parameters gives [49]:

1 (1 4k 1 f?
F . =1l4+—4+ [—4+2-——=(Rpg+Rp)| 7= +=—=|. (4.9)
min BO BO kT B E BO %

This result has been simplified by restricting the range of frequencies to be above fg
(o> [r,tCnJ_1 ), further assuming that the low frequency small-signal current gain
(Bo=01I-/9Iy) equals the DC (large-signal) current gain (Bp-=1-/I3), and by
neglecting the base resistance in comparison to rn.12 Writing the collector current as a
product of the current density (J-) and the emitter area (Ag), and then normalizing the

base and emitter resistances to this area yields:

1|1 4 1 £
F.=1l4+—+ |—+2—=(Rz+R}) o= +==|, (4.10)
min BO BO kT B E BO 3,

with Ry and R} representing the base and emitter resistances associated with a device
having an emitter geometry of the minimum width and lum2 in area. A subtle change

indeed, but this form demonstrates that the minimum noise figure achievable in a chosen

1 Though not explicitly shown earlier, the effect of the emitter resistance in the equivalent input
noise sources is additive with the base resistance, and can be incorporated by replacing R, with
Rp+Ry in Equations 4.2 and 4.6. While the situation may change in highly-scaled devices, the
emitter resistance has routinely been made quite small (relative to the base resistance) in modern
polysilicon emitter technologies, to the point where Ry does not make a strong contribution to
the noise.

12 The statement rp» Rp is very similar to an assumption made previously in the noise analysis of
Section 4.1, namely that (kT/q) » IzR . One further approximation made in Equation 4.9 is
that the collector current ideality factor is dropped from the expression for the transconductance
(i.e. ng is assumed to be unity). This is a very good approximation for nearly all silicon-based
bipolar transistors in use today.

80



Chapter 4: Low-Noise Amplifiers

technology is a function of the current density (8, R, and fr all depend on J-) and not
the transistor size; the optimum source impedance associated with the minimum noise fig-

ure decreases as the device grows, but F, ;. remains essentially unchanged.13

By way of completing the story, the unity current-gain frequency for a bipolar tran-
sistor can be related to the current density—for bias currents well below the onset of base
pushout—as:

1

Jr = 27T[TF+(kT/q)(C}E+C;L)/]C]’ (4.11)

where T denotes the forward base transit time and the base-emitter C’j and base-
collector C}.IL junction capacitances are defined per unit area analogously to the resistances
in Equation 4.10. The current density at which the optimum (lowest) F,,;,, occurs can then
be determined by inserting this expression for fy; approximating By and R’y as constants,

and solving 0F, ; /dJ = 0; this algebraic handiwork provides [49]:

min

2
Ii’ Bof
9 N1+ 4n2[30112¢f2

JCom = 2n(C}E +C)) (4.12)
While subject to the same limitations as the noise figure expression from which it is
derived (restricted, most notably, to frequencies above fg), Equation 4.12 does convey the
often-overlooked significance of the role played by transistor junction capacitances in the
performance of RF/microwave LNAs. That the optimum current density is proportional to

;- £+ C;'l indicates that the attainable noise figure which can be extracted from a technol-
ogy, and the power consumption required to realize this minimum noise condition, will
both decrease as the junction capacitance is reduced. When the source resistance is fixed,
LNA power dissipation and noise figure will approximately follow the square root of JCD,,: ;
the power saved by lowering the optimum bias current density through a reduction in
capacitance is partially offset by the necessity of using a larger transistor to provide a

noise match to the source.

Surprisingly mute in all of this behavior is the ubiquitous current gain B(f). Pri-
marily bound by junction capacitances in the LNA regime of RF frequencies and low

noise bias currents, B(f) goes largely unaffected as J~. and C ; PR C;L scale together. As
apt

13 This is more true for the purposes of an LNA, for which noise constraints mandate the minimum
emitter width, than it is in general. Until current crowding starts to become an issue, increasing
the emitter width for a given emitter area and bias current yields a higher transistor 1 due to
reductions in both C; and 1. The changes in T result from a second-order effect involving cur-
rent spreading in the collector [50].
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might be expected, the thermal noise contributors in the transistor are independent of
capacitance while the shot noise sources follow in tune with the bias current, yielding an
increase in the optimum source resistance as JCW decreases. For frequencies not too close
to fp, the largest term in the voltage noise expression (Equation 4.2) is the base resistance
thermal noise; ignoring the somewhat smaller iz and i2C terms for the moment, and recog-
nizing that a current density of JCU,,, corresponds to having B(f) = A/_ o» a rather crude

approximation for the optimum source resistance can be proposed:

1 , kT/q
R — “3 R, —=. (4.13)
Soi ~ Ap 0B JC,,,,,

An appendix could be filled with the litany of assumptions that have gone into

n

Equation 4.13, but this relationship does capture the prevailing behavior and demonstrates
that a reduction in the optimal collector current density (Jcopr) necessitates an increase in
transistor emitter area (Ag) by JCW to maintain a desired source resistance. As before,
the emitter stripes are assumed to be drawn at the minimum width allowed by the technol-
ogy, Rj is the base resistance for a 1um2 device,!* and the low frequency current gain is
taken to be equal to the DC current gain. Furthermore, the operating frequency has been
constrained to a band of frequencies far enough above fg for C; to dominate the base-
emitter impedance, but yet enough below fr so that B(f) is still appreciably greater than
unity. And finally, it should not be forgotten that correlation between the equivalent input

noise sources has been, well, forgotten in the derivation of R

opt

Couched within this discussion of technology considerations is a framework that
has been established for designing low-noise amplifier stages based upon common-emitter
topologies. The approach begins by identifying the collector current density that mini-
mizes noise at the frequency of interest (via Equation 4.12).5 Itis important to note that
this current density, denoted Jcm, is a technology parameter and is subject only to the
design frequency; there are no “knobs” to be turned at the circuit or system design levels.
Next on the agenda is to size the device to place I',,, on the 50 circle by scaling the
emitter area (Equation 4.13 or, more accurately, using Equation 4.4). The choice of a 500

characteristic impedance is more tradition than physical law; while an LNA is typically

14 Also as before, the emitter resistance can be incorporated by summing it with the base resistance
(ie. Ry —> R+ RE).

15 Being tacitly practiced here is a fairly typical microwave design ploy: in adjusting the bias cur-
rent and looking at F,,;,,, the source impedance is allowed to go wherever it needs in order to
minimize the noise at each bias condition. Having the impedances “track” the swept parameter
proves exceedingly useful, and is the reason why so many definitions of gain are used in the
design and analysis of microwave circuits.
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constrained by interfacing with an input from an antenna and perhaps a low-loss filter,
moving toward higher impedances might result in lower power consumption, provided

16 With the optimum

that the corresponding loss in gain does not become too severe.
source resistance having been chosen, the design is completed by setting first the emitter
inductance and then the base inductance to provide an input impedance of 50Q as
reflected in Equation 4.5. Tuning Ly allows a 50 resistance to be established looking
into the base, and Ly is used to resonate the residual input capacitance. By appropriately
sizing the transistors and inductors, this approach—summarized pictorially in
Figure 4-3—yields the optimum noise figure afforded by a technology while transforming
the input impedance to provide a power match. Considering that only one active device

has been used, it should not be surprising that this topology will prove difficult to beat.

.Ihcré'ai'S'in"v‘L )
; g E,

I’hCrea.siﬁg LB“;

. -j6.2
Ag: emitter area '

Ly i : ;
B bas'e md.uctdnce _ » - #Tdcreasing Ag (at constant J¢)
Lg: emitter inductance o =

J¢: collector current density

Figure 4-3. Illustration of achieving a simultaneous noise and power match in a
common-emitter transistor stage; correlation in the equivalent input noise
sources has been neglected.

4.3 Alternative LNA Topologies

Noting that design simplicity often carries the day in RF and microwave circuits, a

good place to begin a search into alternative LNA topologies is with an examination of the

16 Regardless of the frequencies involved and whether voltage or power is being considered as the
signal, transistors fundamentally remain transconductance devices and thus need to drive large
impedances to realize gain. If all of the circuit impedances could be scaled inversely with the
transistor size, then the available gain (to first order) would remain the same as the bias current is
reduced. Unfortunately, in an integrated circuit, the maximum load impedance is limited by the
inductor loss, and thus the decrease in transconductance resulting from the lower bias current
associated with a higher source resistance will reduce the gain.
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remaining single-transistor amplifier connections. With all of the emphasis in the pre-
ceding sections upon analyzing a common-emitter stage, it should be no small consolation
that the same equivalent input noise sources represent a common-base transistor [51], and
so all of the expressions derived for the optimum current density, source impedance, and
noise figure apply equally well to the common-base configuration [52]. Some second-
order differences in gain and noise figure exist due to subtleties in the base-collector
capacitance feedback mechanism [53], but are generally not too significant for LNA appli-
cations operating at frequencies below fT.17 One difference that is significant, however, is

the input impedance; for a common-base transistor:

L1 B Ry
Zin = Rp+ gm(l n B(f)) TTRO) (“-14)

with the emitter resistance (Rg) now being explicitly included. This impedance is Z;, for
the common-emitter stage divided by the factor 1+B(f), and will typically be small in
magnitude and predominantly resistive. Except for low bias currents, the input resistance
will be too small to yield a good power match to most RF sources—a problem that unfor-

tunately seems to keep recurring.

A convenient solution for the common-emitter design was afforded by the addition
of some series-feedback inductance, a technique for which the analogue in common-base
stages is to attach a capacitive impedance at the base terminal. When the base is shunted
(to an RF ground) through a capacitance Cg, the input resistance of the common-base
device increases by C /g, Cp). For this capacitor to have its intended effect, however,
the base bias will need to be applied through some sort of reasonably large RF impedance.
Coupling the bias through an inductor or a resistor would certainly qualify; the catch is
that for the transistor to function properly (i.e. to provide gain and low noise), the imped-
ance presented by Cp must be small over the range of frequencies for which the LNA is
being designed. Nothing is new here either, as much the same can be said for the induc-
tance in the common-emitter stage. Grounding the emitter through a large Lg degenerates

the gain and increases the equivalent input voltage noise (Equation 4.6), the latter taking

17 The feedback admittance y1o—which reduces the transistor gain, increases the noise figure, cre-
ates stability issues, and may possibly contribute to global warming—can be expressed as
Yip= —sCu/[ 1+ s(Cu + C)Rp] for acommon-emitter device, and is a factor of g, Rp larger
when the same transistor is used in the common-base configuration (this holds up to about fp,
and neglects the transistor output resistance that contributes a 1/r, term). This does not tell the
whole story, however, as g, R, will be on order of unity for typical silicon bipolar LNAs. As
frequencies approach fr, the available gain from emitter to collector falls more rapidly than that
from base to collector so, for similar y;, values, the common-base connection exhibits lower
gains and higher noise figures than the common-emitter variant [53].
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R Somt along with it. The distinction between these two configurations, and one which
proves to be of consequence, is that fT works with the input resistance in the common-
emitter case and against it when using a common-base transistor. Approximating g, /C,
as w;, the resistance added by an emitter inductance to the input of a common-emitter
device is R; =w;L,, allowing the impedance of this inductor to be expressed as
Z; =R, /0;. The extra input resistance induced by Cp in a common-base stage has
the reciprocal relationship: R;, = 1/(w;Cp), with the capacitor imposing an impedance
Z¢, = 0rR;, /0 between the base and (an RF) ground. The weaker ground that results in
the common-base stage—the impedance is higher by a factor of sz/(x)z—makes simulta-
neously obtaining gain with both noise and power input matches a very difficult (if not
impossible) task indeed. This story may change for designs targeting frequencies very
near, or beyond, the transistor f1. Furthermore, higher frequencies may allow a convenient
transmission line implementation of the base circuitry; the DC bias could be applied
through a high characteristic impedance A/4 trace, and an open-ended stub (or radial
stub) could be used to provide a narrow-band capacitance at the base. But except for
broadband LNA applications or those that push the very limits of the available transistor
technology, a common-base input stage yields no fundamental advantage over a common-

emitter topology, and mostly just results in a more contentious design.

The last of the three single-transistor configurations is the emitter-follower. So
commonly seen as a buffering stage due to its high input impedance, low output imped-
ance, and nearly unity voltage gain, that a common-collector device can yield power gain
through its impedance transformation properties might easily be overlooked. The maxi-
mum available (power) gain attainable from a transistor used in this fashion is fairly well
approximated as G, = lOlog(Alem|/|Zm”|),18 where A, is the voltage gain, Z;, is the
same as that looking into a common-emitter stage when jwL, (in Equation 4.5) is
replaced by the load impedance, and Z,,, corresponds to the input impedance of a
common-base stage (as given in Equation 4.14) when the resistance of the source driving
the emitter-follower is included with the transistor base resistance (i.e. Ry — Ry + R)).
Although |z, |/|Z
the point where B(f) = g, (R + R,)—this ratio of impedances can be shown to be greater

outl follows B(f) for lower frequencies—extending approximately to

than unity for $(f) = 1, indicating that power gain is in fact available beyond fT.lg The

18 The maximum available gain of a transistor is the power gain that can be obtained when simulta-
neous conjugate impedance matches are presented at both the input and the output. It is only
defined over the range of frequencies for which a transistor is unconditionally stable, which is to
say that the device will not oscillate for any passive termination that could be affixed to either
the output or the input. Emitter-followers specifically tend not to cooperate with capacitive
loads, a topic that Section 4.4 will cover in some detail.
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gain at such frequencies will not be large, yet this observation should at least lend some

sense of the potential for realizing a common-collector RF amplifier.

Given the apparent feasibility of amplification, the next question pertains to how
the noise performance of an emitter-follower compares, and the answer is that the equiva-
lent input noise sources for this connection are also very similar to those for a common-
emitter stage. Taking the output from the emitter instead of the collector includes the base
current in the numerator of the current gain expression, and so all of the terms involving
shot noise are multiplied by the factor [B(f)/ (1 + B( f))]2 , resulting in:

2oz LV B Ry BH 12
= vt (e ) G B(f)} (5 g,,) TR e @19
for the voltage noise source and a current noise represented by:

B 1

iy = [1+B<f>} *[Tmﬁﬁ' (4-16)

The appearance of the dynamic emitter resistance (1/g,,) in the iz component of the volt-
age noise stems from the emitter not being at ground. However—as this component will
generally remain only a minor contributor to the voltage noise—the expressions shown
above will be essentially equivalent to those for a common-emitter transistor until B(f)
approaches unity, allowing the previously-derived relationships for optimum noise figure,

current density, and source resistance to be applied with reasonable accuracy.

There is one significant drawback to the common-collector configuration, and this
is in having only a base-emitter junction sitting between the output and input terminals.
Despite its reputation as a buffer amplifier, the isolation afforded by an emitter-follower
decreases in conjunction with the current gain, and so very little decoupling is provided as
frequencies begin to push toward f1. Possessing a reverse transconductance given by
y1=-1/[Rp + B(f)/g,,] for any usable frequency, this conductance will be roughly a
factor of C,/C, higher throughout the RF spectrum for a common-collector device than
that exhibited by the other two incarnations.?? The increased interaction between input
and output loading that results at higher frequencies hinders the performance of a follower
as a voltage buffer and limits its usefulness as an RF amplifier when isolation is required
between an antenna and internal circuitry. Furthermore, poor isolation makes for a diffi-

cult design as the matching networks and impedances on one side of the amplifier influ-

19 At first this may seem to run afoul of fundamental physics, being that the power gain cannot be
greater than one when both the voltage and currents gains are less than unity. However, 3(f)
refers to the common-emitter current gain; the current gain from base to emitter is 1+B(f).
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ence those on the other side.?! Compounding the gravity of this consequence is that the
collector of a forward-active bipolar transistor, when used as a common terminal, offers
little opportunity to affect the transistor impedances through local feedback—a trait con-
veniently exploited in both the common-base and common-emitter forms. As a result,
when the goal is to achieve a fully-integrated solution, it appears quite likely that the small
improvement in intrinsic noise figure offered by an emitter-follower will be swamped in a

sea of matching network issues.

It is seen from the preceding discussion that the common-base and common-
collector connections are very similar to the common-emitter device in terms of noise per-
formance throughout most of the RF frequency range. Small differences do exist among
the transistor configurations in how they are inhibited by parasitic resistances and capaci-
tances; bipolar transistors feature a little more (power) gain when used as common-emitter
devices, exhibit slightly lower noise in the emitter-follower form, and yield some poten-
tially useful impedance properties along with intermediate gain and noise performance
when the base is taken as the common terminal.?> That the common-emitter connection
has become the predominant choice for LNA input stages is owed largely to the conve-
nience that it affords; the alternative uses of a single transistor entail a greater design chal-
lenge and fail to offer improvements of any real consequence to RF performance. While
stages can be cascaded to increase gain or bandwidth at the cost of power consumption
and noise figure, a couple of multiple transistor incarnations—the cascode and the {1 dou-

bler—may also be worth investigating as alternatives for LNA applications.

4.3.1 Unity Current Gain Frequency (fr) Doubler

A recurrent theme in this section has been to examine the effects of falling current

gain on noise, gain, and impedances as the frequencies being handled approach the tran-

20 A more commonly-encountered measure of isolation for RF purposes is phrased in scattering
parameters—a set of small-signal parameters that characterize a network in terms of unitless
gains. Expressed in dB, s, conveys the rejection an amplifier provides (measured at its input)
of a signal driven onto its output port. For a common-emitter or common-collector transistor, to
a first-order degree of accuracy, and assuming that the source and load resistances are equal to a
characteristic impedance Zy, s,, = -2y, Zo(Rg+ Z,)/(Zy + Rg + Z ) , where the base-emitter
impedance is denoted Z_= B(f)/g,, . This isolation term can be considered as the reverse
transconductance multiplied by the resistance in the RF source and a factor that accounts for loss
in the base-emitter circuit.

A device offering perfect isolation is also known as being unilateral, a description rooted in the
notion that signals can only propagate through the device in the forward direction (i.e. the
reverse gain s, =0).

The higher power gain of the common-emitter device refers to the maximum stable gain (or
maximum available gain, if the transistor is unconditionally stable) at low frequencies. For
higher (RF) frequencies, the common-base transistor can provide slightly higher gains.

21

22
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sistor f1. Observing the deleterious effects of low current gain at RF frequencies, one
might begin to ponder whether fr is fundamental, or rather if there is some means of
increasing the unity current gain frequency beyond the device f;. As an affirmative
answer, enter a class of circuits loosely known as fr doublers. By way of first-order
thinking, if the input signal is impressed across two base-emitter junctions placed in
series, the effective input capacitance—and thus the input current—is halved. By itself,
this series connection accomplishes little; the input voltage splits across the two base-
emitter junctions and thus each transistor produces half the output current that a single
device would have generated. However, if the collectors of the two series transistors can
be connected such that the output currents add in phase, then the overall output current
would be the same as that sourced through a single transistor. With the associated input
current having been lowered by a factor of two, the current gain—and hence the unity cur-

rent gain frequency—is effectively doubled.

—
<

Figure 4-4. Battjes’ fT doubler circuit.

One particularly elegant single-ended embodiment of the fp doubler concept was
implemented by Battjes in the late 1970s and is depicted in Figure 4-4 [54][55]. The cur-
rent mirror in the emitter of the input transistor ensures that the same current flows in both
devices driving the output, effectively applying the transconductance to the full input volt-
age. Meanwhile, the 2C, loading of the mirror increases the input impedance, lowering
the input current associated with a given output signal level. Assuming matched transis-
tors each having current gain characteristics described by B(f), the overall current gain

(hyy) realized by this circuit can be expressed as:

hy = 2B(f)[21——i Egﬂ (4.17)
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The current gain of the Battjes doubler thus follows 2B(f) up to a pole frequency located
where B(f) = 2 and a subsequent zero at B(f) = 1. A doubling is effected for frequencies
below f,/2, beyond which the pole-zero doublet indicated in Equation 4.17 causes the
current gain to asymptotically approach B(f) .

While this increase in fp is real, and this technique has proven useful for wideband
amplifiers [56][57],23 it is important to realize that there is no corresponding increase
observed in the power gain (i.e. this is an f} doubler, not an fyy5x doubler). Concomitant
with the doubling of the current gain is a halving of the output impedance driven by the
transconductance, leaving the available (power) gain unchanged. Similarly, the shot and
thermal noise contributions from each transistor are also unaffected by splitting and
recombining the signal path, resulting in equivalent input noise levels that are actually cle-
vated above the single-transistor common-emitter stage due to the cascaded devices.
Hence, while their simplicity of conncction and biasing allows fT doubler stages to easily
replace common-emitter transistors in a variety of applications, the higher noise and
equivalent power gain of the doubler fail to make a compelling argument in the realization

of low-noise amplifiers.

4.3.2 Cascode

Another connection that is often invoked in the quest for improved frequency
response is the cascode: a DC-coupled common-emitter, common-base cascade that
reuses the same bias current for each stage. Shown with impedance matching inductors in
Figure 4-5, the conventional thinking behind the cascode is that the input loading of a
Miller-multiplied C,, is suppressed by keeping the voltage gain across the common-emitter
device near unity and instead obtaining the gain via a common-base transistor. However,
as capacitive loading tends not to be an issue for reactively-matched narrowband amplifi-

ers, this suppression property is not significant in most wireless app]ications.24

23 One modification of the f doubler circuit shown in Figure 4-4 is to balance the collector-emitter
voltages by adding a diode-tied device in the collector of the mirror output transistor. This can
be important when using I1I-V HBTs not only for self-heating considerations, but also because
the transistor f generally falls as Vg is increased beyond a certain level. GaAs, InGaAs, and
InP feature a pronounced velocity overshoot effect; the electrons initially fill a low effective
mass conduction band and then reach a much heavier band at higher energies, causing the col-
lector transit time to reach a minimum at low Vg values [58]. Secondly, III-V transistors fabri-
cated via MBE often have thin (and lightly-doped) collectors that are fully depleted for Vg~0.
In this case Cy, is no longer reduced by increases in V.

This property of a cascode can be more of a hindrance than a help, as the impedance-reducing
quality of shunt feedback can be usefully employed to aid the realization of an input match. One
published cascode amplifier has featured an impedance inserted in series between the two tran-
sistors, implemented for the explicit purpose of re-instantiating the Miller effect [59].

24
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2
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Figure 4-5. Cascode amplifier stage with input impedance matching.

Of greater consequence is the manner in which the feedback path represented by
C,, limits gain and stability in a common-emitter stage. As an illustration, consider the
inverting amplifier configuration shown in Figure 4-6. The op-amp represents the open-
loop gain afforded by the transistor (A, = -g,,Z_,, ), and the base-collector capacitance
connects around this gain element to a node defined by the intrinsic (Rp;) and extrinsic
(Rg,) portions of the base resistance. Driven through a source having an impedance R,
the magnitude of the voltage gain is limited to fu/f, where fu = [ZECM(RS + RBx)]_1 ,
independent of the intrinsic transistor gain and assuming perfectly-resonated (infinite)
input and output impedances.25 The cascode amplifier can provide a win by sidestepping

this feedback issue and the associated stability problem of having appreciable loop gains

—0 VOIH

Figure 4-6. Intrinsic feedback within a common-emitter stage.

25 Pparticularly at low frequencies, the realizable transistor gain will generally be restricted to be
well below this value, as the inductive source impedance required to resonate the input capaci-
tance can lead to stability problems. See Section 4.4 for a more detailed analysis.
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at high frequencies. But tempering any newfound enthusiasm is that the common-base
transistor is also limited by a feedback mechanism as the base resistance degenerates the
gain. An additional limitation with the cascode connection is that it largely only trades
one stability problem for another; both sides of this trade-off will be examined in
Section 4.4.

Regardless of the competing set of issues that the cascode introduces, its increased
output impedance does yield a palpable improvement in power gain, where the maximum
available gain from the cascode is on the order of 10log(g,,r,) higher than is achievable
from a common-emitter device at the same bias current.?® Also improved through cas-
coding is the isolation; the attenuation from output to input is much higher than can be
achieved from other single-stage designs. In fact, the low internal impedance of the cas-
code helps to isolate the input from the output to a greater extent than some two stage
designs manage to achieve. But these benefits do not come without a price; the stacked
devices eat into supply headroom,?” and the interstage noise mismatch leads to a higher
noise figure than could be achieved with a cascade of common-emitter stages.28 The sec-
ond of these costs summarizes a general lesson to be taken from studying the ft doubler
and cascode topologies: adding more devices in the signal path, even in these single-stage
designs, can only hurt the amplifier noise figure. Unfortunately, there are no circuit tech-

niques which can be found to overcome this fundamental technological hurdle.

4.3.3 Effects of Inductor Loss

As exemplified in this chapter, inductors play a prevalent role in the design of
LNAs for RF/microwave receivers. The gain and noise characteristics of an amplifier
stage can be dramatically improved over a finite bandwidth by incorporating inductors as
impedance matching elements. Along with inductance, however, inductors bring with
them a number of loss mechanisms that can significantly impact the amplifier. Noting that

the series resistance terms associated with the base and emitter inductors add to the tran-

% Sadly, much of this gain is thrown away in the inductor loss, but the improvement can be more
appreciable with MOSFETs and III-V transistors due to their lower output resistances (r,).

27 When the supply voltage has been fixed due to other constraints, the stacked devices might actu-
ally be a benefit. Splitting the supply voltage across two transistors can mitigate Vg break-
down and self-heating concerns, and could potentially lead to a higher f (see Footnote 23).

2 The higher noise figure of the cascode is sometimes explained as resulting from the suppressed
gain of the input transistor. Even in the cascode structure, however, the noise contributions of
the common-base device are still reduced by the available gain of the common-emitter transistor
which precedes it. A more correct way of looking at the higher noise figure is to recognize that
the output impedance of the common-emitter device is generally not particularly close to Fopt
for the cascode transistor, and it is this mismatch that increases the noise.
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sistor terminal resistances Rp and Rg, it can be seen (through Equation 4.9) that the LNA
noise figure might sustain an appreciable hit from inductor loss—particularly when on-

d.?® To help convey a sense of the magnitude, it is useful to look

chip spirals are being use
at a representative example. A typical silicon-based bipolar transistor, sized to provide an
optimum noise match to a 50Q source when biased at qum, might have a base resistance
of 8Q and a 18 resistance in the emitter terminal. Assuming a current gain of 80 at DC
and an f./f ratio of 4 at the operating frequency (associated with JCam)’ the minimum
achievable transistor noise figure (NF,,;,) is determined to be 1.50dB. Borrowing induc-
tor sizes of 0.7nH and 0.4nH for Ly and Lg from the 5.8 GHz design example carried out
in Chapter 5, taking Q =5 as a representative value and attributing all of the loss to a
series resistance, an additional 8 Q needs to be considered with the base and emitter resis-
tances in Equation 4.9 to account for the inductors. From this calculation, the loss in the
matching inductors is seen to bump the minimum realizable LNA noise figure up by about

0.4dB (to 1.91dB)-—a rather significant effect indeed!

Continuing with the model of combining inductor loss with the terminal parasitic
elements, it becomes evident that the source resistance needed to minimize the amplifier
noise is also affected. The inductors contribute both thermal noise and additional imped-
ances to the equivalent input noise voltage (as expressed in Equation 4.6) while leaving
the corresponding noise current (Equation 4.3) unchanged. As the ratio of these equiva-
lent sources relates to the optimum source resistance, R Sope increases due to the loss in L
and Lg. To compensate, the emitter area of the input transistor can be increased—keeping
the same current density—to reestablish an optimum noise condition to match the input
source. Finally, though not surprisingly, the reactive portion of I, also fails to emerge
unscathed; the parasitic capacitances associated with the inductors supplement the reac-
tances of C and C,,. The matching inductance (mostly in Lp) thus needs to be reduced to
return ', to the X =0 line along the center of the Smith chart.3® An iterative design
loop results, where inductor loss necessitates a larger input transistor, but the extra capaci-
tance associated with the larger transistor and the inductor allow a smaller—and hence
lower loss—inductor to be used. Fortunately, this loop generally reaches a satisfactory

conclusion after just two or three iterations.>!

29 These inductor series resistance terms impact every measure where R and Rg appear,
encroaching upon many aspects of amplifier performance (stability and isolation included).

30 Or, to phrase this in a manner less reliant upon Smith charts, the reduction in the matching
inductance is needed to return the amplifier input resonance to the desired center frequency in
the face of the additional parasitic capacitances brought on by the inductors.

31 As is often true of high frequency amplifier design: no pain, no gain.
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The preceding example brings to light another lesson regarding integrated imple-
mentations of matching and tuning networks: what might seem like a win when conceived
with lossless components may well be washed out in the loss of real passive devices, espe-
cially when the attendant area penalty is considered. As one example, consider the
previously-discussed base-collector capacitance and its deleterious effects upon the gain
and isolation of a common-emitter transistor. In principle, it should be possible to neutral-
ize this capacitance over a narrow band of frequencies by resonating it with a shunt induc-
tor.>? However, the loss associated with an integrated inductor is likely to actually lower
the base-collector impedance below that of the intrinsic junction, in turn hurting the ampli-
fier performance more than it helps. Similarly, using an inductor to resonate the capaci-
tance sitting on the inner node of a cascode would seem to be an opportunity to improve
upon the stability, gain, and noise figure characteristics of an LNA. But here again, induc-
tor loss will generally erase any benefits in both gain and noise figure. Furthermore, as
will be shown in the following section, stability in the cascode can be better handled as a
consideration in sizing the common-base transistor. This is not to dismiss the general util-
ity of inductors in many settings, but merely to indicate that some caution should be exer-

cised in evaluating each new application.

4.4 Transistor and Amplifier Stability

To the conventional analog IC designer, analyses of stability are rooted in descrip-
tions of loop gain and phase carrying names like Routh, Nyquist, and Bode. Venturing
into a culture of microwave circuit design that has grown up around two-port representa-
tions, stability parameters derived from impedances or (equivalently) reflection coeffi-
cients, and Smith chart-based stability circles tends to leave one’s mouth agape.33 An
improved scenario would be to establish a comfort level in believing that these different
considerations of stability are at least consistent. Rather than attempting to demonstrate
mathematical equivalency, the goal here is to interpret some typical stability circles for a
transistor stage and then to try to understand why these conditions of potential instability
might exist.

Traditional microwave definitions of stability parameters and circles can be com-

pletely established from a set of small-signal (e.g., s-parameter) measurements on a two-

2 A DC-blocking capacitor will be needed in series with the neutralizing inductor unless the pre-
ferred bias condition is Vg~ =0.

33 The reverse situation is also true: most microwave designers are no more comfortable with phase
margins than IC designers are with stability circles.
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port element. Stability circles, for which definitions have been supplied in the Appendix,
delineate a region of impedances that can lead to instability. Not surprisingly, these circles
are drawn on a Smith chart, and are defined for both source and load impedances. Source
stability circles for a common-emitter transistor at two frequencies have been plotted in
Figure 4-73% 1In this case, the Smith chart represents the set of all possible (passive)

Unstable
regions
fOF |522|<1

Figure 4-7. Source stability circles for a common-emitter transistor.

source impedances, and the circles indicate the collection of those impedances for which
|F0ut| = 1. Having a reflection coefficient greater than unity indicates that the signal
being reflected from a port is larger than the signal incident upon that port, meaning that
the element is supplying power to the terminal being measured via the applied test signal.
If a low-loss impedance (i.e. a load) is connected to this port, an oscillation could be sus-
tained as a significant portion of the signal power reflected from the transistor would be
returned by (and not transferred to) the load. Hence, the region corresponding to
IF Outl > 1 is the set of source impedances that can lead to instability, and to which side of
each circle this lies can be most easily determined by checking the reflection at one point.
Usually, the easiest impedance to check is the characteristic impedance Z; (e.g., 50£2):

(4.18)

=S5
out 7, =Z, 22

34 Note that these circles are for the transistor itself; lower frequency analog designs with gain- and
bandwidth-limiting resistive and capacitive impedances generally don’t consider that the transis-
tor alone may be unstable.
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as this is the definition of s55. If |s22| <1, then stable operation will result when the

35

source impedance is equal to the characteristic impedance,™ and thus the stable region is

the one that contains the center of the Smith chart.

Returning to the common-emitter example plotted in Figure 4-7, checking to
ensure that |sy,| is less than unity at 1GHz and 10GHz verifies that the unstable regions
are located inside the circles. Both of these regions correspond to inductive impedances
that are not overly lossy, although the loss needed to avoid potential oscillations is lower at
10GHz as is seen from the narrower swath cut by the circle calculated at that frequency.
To get a better feel for why an inductive source impedance can create instability with a
common-emitter device, it is instructive to separate the base-collector capacitance and
(extrinsic) base resistance from the remainder of the transistor as shown below in

Figure 4-8. An inductive source termination has been affixed at I'; and the loop has been

Figure 4-8. Loop gain analysis of a common-emitter transistor.

broken at the base terminal, where Zg represents the loading of the base-emitter junction
on the feedback loop. Taking vy as the input, the transistor provides a voltage gain
—8mZ ., @ quantity that should exceed unity (magnitude) if the transistor is to be useful
as a gain stage. Then, ignoring Zq for a moment, the feedback network is observed to
form a series LC resonator having a finite quality factor (Q) limited by the base and source
resistances. At resonance, the voltage swing on the internal node of a series LC circuitis a
factor of Q larger than the signal applied across the resonator, and so voltage gain in the
feedback path is also available. Furthermore, provided that Q > 1, the resonant behavior
of C,, and the inductive source impedance will exhibit 180° of phase shift for a range of

frequencies below resonance. Given these conditions, and even incorporating the loading

35 Of course, the output impedance must also be in its region of stability for the transistor stage to
be deemed unconditionally stable.
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of Z, it is not exceedingly difficult for there to be substantial loop gain from vy to vy

while having 0° net phase shift—precisely the requirements for oscillation.3®

Another interesting example comes from the emitter-follower and the load imped-
ances which might result in instability with this stage. Defined analogously to the source
stability circles mentioned earlier, load stability circles calculated at 1 GHz and 10GHz for
a common-collector transistor are illustrated in Figure 4-9. Verifying that |s1 l| <1 deter-
mines that the stable regions are those inside the circles, leaving most of the capacitive
half of the Smith chart as potentially unstable territory. While a loop gain analysis could

—jo.2\

Unstable
region
for ISl 1[<1

Figure 4-9. Load stability circles for an emitter-follower transistor.

also be constructed for this case, it is similarly insightful to look at the input impedance of
an emitter-follower stage when the load being driven is capacitive. Revisiting the expres-
sion for the input impedance of a common-emitter device having some impedance from
the emitter to ground (Equation 4.5), and denoting the load capacitor as C;, the impedance
observed looking into the base terminal of the follower is:

1 1 1
: ; + -
joC, Jo(C + () Jjo

Zip = Ry+ Zy+ (1 +B(N) = Ry + o BN, (419

where frequencies have been assumed to be far enough above fg in the approximation for

the base-emitter impedance to be dominated by C,. Further simplification provides:

_ 1 . 1
z,-anB—IB(f)I(mCL) "J(D(Cn+ c)’ (4.20)

36 Pardoning the plurality having stated this as two conditions to be met, this condition for oscil-
lation is sometimes referred to as the Barkhausen criterion.

96



Chapter 4: Low-Noise Amplifiers

for which the real part is negative when |B(f)| > ®R,zC, . The presence of a negative
resistance looking into a terminal is equivalent to the condition |I'|> 1; power can be sup-
plied at the input by the transistor being used as a one-port element, creating the possibil-

ity for an oscillation to be sustained.?”

If there is a moral to this story, it is that capacitance in the emitter of a transistor
can result in unstable operation, particularly when the loading presents a fairly high
impedance. This type of loading is exactly what occurs inside a cascode, where the
common-base transistor sits atop the collector-substrate and base-collector capacitances of
the common-emitter device.38 Consequently, negative resistance is generated at the
(intrinsic) base of the cascoding device wherein it “touches” the output through a base-
collector capacitance. Instability with the cascode can thus result when an inductive (res-
onant) load is appended. While there may be enough loss in the load inductor to mitigate
any stability issues, another possibility for addressing stability is availed in pondering the
layout geometry of the common-base transistor. Keeping in mind that the collector cur-
rent has already been established in relation to the emitter area of the input transistor, the
design affords the freedom to avoid negative resistance by sizing the common-base tran-
sistor as suggested in Equation 4.20. Stability in the cascode stage can be improved by
increasing the ratio Rpz/|B(f)|, although the direction in which to move the device size
depends on where along the fy versus Ji (collector current density) curve the transistor
currently resides. A larger transistor tends to reduce both base resistance and fy for a
given bias current—but not necessarily by the same factor. The emitter width could also
be increased for a chosen emitter area; base resistance will increase while fr would be
largely unchanged. Designing with these layout parameters tends to be an exercise in bal-
ancing among a number of competing effects, but a reasonable improvement in stability

can generally be achieved at a small expenditure in noise figure and available gain.

This glimpse at stability in transistor and amplifier stages has been intended as an
introduction to some microwave circuit design concepts and to show how these measures
are consistent with notions of stability in other realms. Feedback paths within a device
alone suffice for creating potential instability when conspiring impedances are affixed at

the input or output. The presence of these destabilizing feedback paths is owed to transis-

3 Though it results more from the design approach than anything topological, there is a class of
microwave circuits possessing this characteristic that often goes by the moniker “one-port nega-
tive resistance oscillators”.

B The output resistance of the common-emitter transistor also loads the cascode device, but as this
resistance is generally high-valued in bipolar transistors, it is easily overwhelmed at microwave
frequencies by capacitances loading the collector.
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tor limitations and, as such, can be influenced by device sizing and process design. Capac-
itance in the emitter circuit of a bipolar transistor would not lead to difficulties except for a
phase shift in the input signal through Cp; similarly, it is due to resonant behavior with C,,
that stability concerns arise when the base terminal is driven through an inductance.
Hence, even in designs where impedance matching is employed, minimization of intrinsic
and extrinsic transistor capacitances becomes important in the extraction of innate device

performance for high frequency operation.

4.5 Lessons in Low Noise

While there may not be a single electronic component that is ever required to “do it
all”, the circuit that comes the closest might be the low-noise amplifier in portable RF
receivers. These amplifiers are required to provide gain and a reasonable degree of linear-
ity, to deliver low noise with minimal power consumption, and to operate at high frequen-
cies while still rendering a significant degree of isolation. In perusing these competing
demands and delving into some LNA design concepts, the common-emitter stage with
base and emitter input-matching inductors is found to perform well in a surprisingly large
number of areas. Coupled with its relative ease of design, this broad appeal has made the
common-emitter device a difficult champion to unseat as the LNA input stage in narrow-

band RF applications.

As the primary concern in LNAs, noise is minimized in bipolar transistors at low
bias current densities, before shot noise contributions begin to outweigh thermal noise
with increasing current levels. Operating at these characteristically low current densities,
the base transit time plays only a secondary role in determining the minimum noise figure
(NF,,;,), the associated optimum current density (‘]Ca,,, ), and the resulting transistor f; it is
the base-collector and base-emitter junction capacitances that prove crucial in LNAs.
Noise performance becomes squeezed—and in which an optimum is found—between
thermal noise (largely) from the base resistance and a collector shot noise component that
increases with frequency as the transistor current gain falls. As a result of heavy doping in
the emitter (i.e. N D,” N Dc)’ Cig is usually much larger than C,,, and B(f) is primarily
limited by the base-emitter junction capacitance at low-noise current densities. Given the
predominance of Cjg, true HBTs can provide an advantage over homojunction and graded-

base transistors for LNA applications.40 A valence band discontinuity can be engineered

39 Field-effect transistors are not immune either; the same effects act upon the gate-to-source and
gate-to-drain capacitances of FETs.

98



Chapter 4: Low-Noise Amplifiers

into an NPN HBT at the base-emitter junction, allowing a reduction in Cjg via lower emit-
ter doping levels.*! But all of this emphasis on the role played by C;g should not relegate
C,, to wallflower status; the base-collector capacitance also imposes a number of impor-
tant limitations in high frequency amplifier design—even in those intended for narrow-
band application. Issues with stability, isolation, and reduced gain have all been traced to
C,,, not to mention a correlation reactance that prevents a simultaneous noise and power
match at the input of an LNA device. The capacitance of both intrinsic junctions hence

proves to be quite important indeed.

Unfortunately, the trend in modern bipolar devices is toward thinner bases to
reduce the base transit time, a move which actually begins to work against LNA noise per-
formance and power consumption. After scaling the base thickness (downward), the
doping concentration is generally increased to compensate for the higher base sheet resis-
tivity resulting from the thinner layer. Then, an increase in the collector doping usually
follows, lest pronounced base pushout (i.e. the Kirk effect) weigh in and spoil the higher
peak unity current-gain frequencies being sought through the reduction in Tg. Thinner
bases thus result in higher per unit area junction capacitances, imposing quite a tax in a
regime where base resistance and junction capacitances are the limiting factors. While
perhaps contrary to conventional thinking, the real improvement in noise figure that has
been observed in advanced silicon-based bipolar technologies is owed to the continued
shrinking in lithographic (i.e. lateral) dimensions. Narrower emitter stripes reduce both
base resistance and junction area, effectively overcoming some of the penalties associated

with recent directions in vertical stack design.

This chapter has focused on realizing high-performance LNAs with bipolar tran-
sistors. As technologies scale, CMOS designs are demonstrating good results at increas-
ingly high frequencies. Intrinsically, however, bipolar devices feature a higher
transconductance for a given bias current [61], and therefore deliver more gain and lower
noise while consuming less power than CMOS—provided that the same generation of
lithographic tools is available for both technologies. Despite this caveat, more will be said

about CMOS implementations in the following chapter.

40 Many of the SiGe bipolar transistors found today are actually of the graded-base variety in
which there is no heterojunction at the base-emitter interface.

41 With the valence band discontinuity creating a barrier inhibiting the flow of holes from the base
to the emitter, the emitter doping can be reduced to concentrations even below that found in the
base.
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Appendix: Two-port Stability Circles

Stability circles prove to be a handy concept in the design of transistor stages used
as amplifiers and oscillators. Grounded in two-port network theory, stability circles con-
sist of the collection of impedances which, when presented as a termination on one port,
result in a unity reflection coefficient at the other port. Many good texts on microwave
amplifier design provide derivations of stability circles through the algebraic manipulation
of complex numbers;*2 though these derivations are not repeated here, the results are sum-

marized in this Appendix.

First solving for the output reflection coefficient of a two-port network having an
arbitrary termination at the source port, and then equating the magnitudes of the numera-

tor and denominator, a circle is found in the source reflection coefficient plane centered at:

S, A" — s
I‘ssb = 222 1; ’ (4.21)
IAl - Isl 1|
and described by a radius:
S12521
Pssp = Iz l 5" (422)
IAI - |Sl1|

In both expressions, A represents the determinant of the two-port matrix representation:

Plotted on a Smith chart, this circle defines the range of source impedances which may
lead to instability in the transistor stage. Load stability circles are similarly defined, and

can be calculated by interchanging s;; and s, in Equations 4.21 and 4.22.

There are seemingly many other measures of stability, often scalar metrics,
encountered in microwave circles. Some have names (Linville and Stern), and others are
simply known by designations such as “k”, “B”, and more recently “n”. These figures of
merit have been formulated to provide a simple numerical test for stability and to indicate
a degree of stability in much the same way that a phase margin is used. However, as these
alternatives are also rooted in two-port representations, they fundamentally offer no infor-

mation beyond that exhibited in a graphical analysis via stability circles.

42 An excellent work by Carson [60] carries out derivations using both generalized scattering
parameters and admittance parameters. Admittances (y-parameters) might present a more com-
fortable notation for some readers.
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An Exercise in Designing Low-Noise Amplifiers

While the preceding chapter investigated the fundamental limitations confounding
the realization of high frequency, low-noise amplifiers, this chapter offers a look at how
closely a couple of LNA designs can approach these technological limitations within the
purview of some added constraints. For receivers characteristic of high data rate wireless
networks, the LNA must provide a very low noise figure and reasonable gain to render the
sensitivity required to support higher-order digital modulation formats.! A 3dB increase
in the signal to noise ratio reaching the detector following the RF front end allows the data
rate to be doubled for a given available bandwidth; used another way, the same 3dB
enhancement could also lower the bit error rate by a factor of 100 to 1000 for a chosen
data rate [62].2 Hence, even seemingly incremental improvements in receiver sensitivity

can dramatically enrich the performance of a wireless link when transmit power is limited.

Presented in this chapter are two LNAs which target a 150MHz band, centered at
5.8GHz, that has been set aside under the auspices of the unlicensed (wireless) national
information infrastructure (U-NII) [1]. The principal focus of these designs is to achieve
the lowest possible noise figure attainable with a 0.5um BiCMOS technology possessing
SiGe graded-base NPNs, and to compare the trade-offs between bipolar and CMOS LNA
implementations when the transistors are afforded the same lithographic dimensions and
accompanying passive devices. Another key feature is to architect some means of
reducing the power dissipated in the LNA when maximum receiver sensitivity is not
required, and to do so in such a fashion that does not detract from the attainable sensitivity
when it is required. The challenge is to allow gain and noise figure to be dynamically
traded for lower power consumption as the demand for bandwidth and the operating envi-
ronment change, but to maintain reasonable impedance matches and isolation under all

conditions. A fully-integrated solution is the goal, using on-chip spiral inductors for sim-

! “Higher-order” in this case refers to a signalling scheme that encodes multiple bits per symbol.

2 The bit error rate is a nonlinear function of the signal to noise ratio (SNR). Bit errors are
reduced more abruptly at higher SNRs.
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plicity and compactness, and incorporating the effect of pads (for wirebonds or RF probes)

3 Biasing circuitry will prove to be a critical component of the

at the input and output.
design, both in enabling adaptability and to the extent that it may hinder the RF perfor-
mance of the amplifier. Each of these considerations will be explored and, where possible,
the impact upon LNA parameters such as gain, noise figure, and linearity will be assessed.
Results from both simulations and measurements will be presented, providing a basis for

commentary on devices and technology for wireless applications.

5.1 A Bipolar 5.8GHz LNA Design

As illustrated in the previous chapter, a fairly well-known process exists for tuning
a common-emitter stage to extract the optimum noise performance available from a tech-
nology while providing an input (impedance) match over a narrow frequency band. Fol-
lowing this procedure, and using the spiral inductor modeling techniques discussed in
Chapter 2, the stage shown in Figure 5-1 forms the starting point for this 5.8 GHz LNA

design. A cascode was chosen to improve the isolation, to achieve a higher gain (albeit
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Figure 5-1. Cascode stage tuned for minimum noise at 5.8 GHz.

3 Although some LNA designs (and most transistor test cells) that are characterized on wafer have
the loading of the pads de-embedded from the measured response, this luxury can not be
afforded to an amplifier that is designed to interface with off-chip signals and components.
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only marginally higher), and—for reasons that will become clear later—to increase the
output resistance. The input transistor is realized as a six emitter device so that the collec-
tor region can be made approximately square in layout, a desirable trait since a square
geometry minimizes the collector-substrate capacitance (Cig) for a given emitter area*
The optimum source resistance (Rsom) for this stage is made equal to 50€ by choosing
27.6 um2 for the emitter area, the last 8% of which has been included to compensate for

3> With the collector current density

the loss expected in the base and emitter inductors.
needed to minimize noise at 5.8 GHz coming in at a shade over 0.1 mA/um2 for this 0.5um
technology, a bias current of 2.8mA establishes JCom’ Input matching is completed by
adding spiral inductors sized to provide 0.57nH and 0.39nH, respectively, in the base and
emitter, for which the scalable models (Chapter 2) suggest Qs of 19 should be possible.6
Topping off this stage is a cascode device, where the size reflects a balance of noise, gain,
and stability. Minimum-width emitters are used to keep base resistance low, and the slight
negative resistance that results at the collector helps cancel loss in the output matching
network. While this two emitter device will have a rather non-square geometry, its C;g can
be tuned out. Rather than trying to reduce this capacitance, a geometry covered by the

scalable transistor model is chosen instead.’

S5.1.1 Quiput Matching Network Design

A cascode stage with an input impedance tuned for low noise at 5.8 GHz has been
realized; the next piece to be added is a network that transforms the output impedance of
the cascode to match whatever loading will be imposed on the LNA. Here—and although
this need not be the case in an integrated receiver where the load might be the input of an
on-chip mixer—a 50Q load is the target.8 The basic idea embodied by the matching net-

work is to allow power delivery to the load while maximizing the impedance presented to

A square geometry seeks to balance the area (vertical) and perimeter (sidewall) contributions to
an implanted region. While the optimal point resides along a fairly broad minimum, the savings
can be rather substantial. In some technologies, the same approach can also be taken to reducing
the base-collector capacitance for a given emitter area. However, when the bipolar devices
employ base windows isolated by shallow trench or LOCOS oxidation, or when mesa structures
(e.g., selective epitaxial growth) form the transistors, the perimeter capacitance is negligible.
Thermal noise from loss mechanisms within the spirals contributes to the equivalent input volt-
age noise of the LNA stage, increasing the optimum source resistance above the desired 50Q
value. A larger input transistor can be used to compensate (Section 4.3.3).

These quality factors are estimated at 5.8 GHz. The spiral inductor models will, unfortunately,
prove to be decidedly optimistic. However, the results shown including these models will yield
a good demonstration of what should be possible with best-in-class inductors.

This choice reflects a design philosophy where it is deemed best to reduce uncertainty in places
where there is little to be gained by doing otherwise. The scalable model set being used has only
been verified for one and two emitter devices of up to 20um in (emitter) length.
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the collector of the cascode device so as to maximize the gain of the LNA. Conceptually,
given ideal inductors to resonate the base-collector (C,) and collector-substrate capaci-
tances, a voltage gain—measured from the intrinsic base of the common-emitter transis-
tor—of (g,,r 0)2/ 2 could be achieved. This analysis ignores many non-idealities: losses
in terminal resistances, the voltage dropped across the emitter inductor, a current gain
between the two transistors that is not quite unity, and issues with stability; what is clear,
however, is that adding shunt inductance to create a parallel resonance at the collector is
desirable. Further amenities include incorporating a DC-blocking capacitor into the
matching network (always a nice touch), and being able to accommodate the capacitance

of the output pad in the impedance match.

Cascode transistor
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Figure 5-2. Design of the output matching network for the cascode LNA stage.

From these considerations, the topology that naturally falls out is the tapped-
capacitor resonator as shown above in Figure 5-2 [63]. The impedance looking into the
cascode stage is modeled as a parallel RC, where the capacitance is Cj¢ + C, and the out-
put resistance is negative due to the capacitive loading in the emitter of the common-base
transistor.  Sizing the collector inductor appropriately yields the desired resonance,
although the inductance is accompanied by substrate parasitics (indicated as R, and
Cqyp) and winding losses (Rg) which will limit the maximum impedance (and hence the
LNA gain) that can be realized. Capacitors C; and C, implement a voltage divider which
transforms the output impedance by the factor (1+C,/ C1)2; C; also serves as a DC
block, while C, may be composed in part by the capacitance of the output pad. As often

seems to be the case when spiral inductors are involved, an iterative design procedure

8 In fact, if the mixer input essentially serves as nothing more than a transconductor, an explicit
output load may not be needed. However, it may still be beneficial to resonate any capacitive
loading on the collector so that all of the output current from the LNA reaches the mixer
switching core.
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results where the chosen inductor affects the output resistance and capacitance being
matched to the load. The best approach is usually to begin with an estimate of the equiva-
lent resistance associated with loss in the inductor, allowing a target inductance to be cho-
sen on the basis of the desired center frequency and Q (bandwidth) for the impedance
match. A spiral geometry can be then designed and modeled, enabling further refinements

in the matching network.

In terms of the inductor model parameters from Chapter 2 discussed in association

with the substrate (C,,, Cg;, and Rg;) and the interwinding capacitance (C,), when fre-

(0).¢]
quencies are at least reasonably high (0 » [Rg,(C, . +C Si)]_1 ), an equivalent parallel RC

model suffices to represent the loading:

R =R f1+55Y 5.1
sub = "*8i +C_ ’ (5.1a)
ox
CSicox
= —_— . 5.1b
Csub (CS+CSi+Cox) ( )

The series components of the inductor can also be reworked into a parallel equivalent cir-
cuit (which holds for a narrow range of frequencies about a chosen ). As long as the
inductor Q is not too low (i.e. wyL,» R,), the inductance is unchanged in the series-to-
parallel transformation, while the equivalent parallel resistance associated with the

winding loss is:

m"szz . (5.2)

RPERS( R

Collectively, these terms render an equivalent output resistance of the cascode stage given

N

by the parallel combination of three resistances:

1 1 1!
Ry, = (—+ + ) . (5.3)
© R p Rsub Yout
Now availed of this output resistance, and adapting from Lee [63], the fractional
bandwidth of the output matching network can be expressed as Q = R,/ (®yL,). As an
intermediate result, the Q of the load-side RC network (the parallel combination of C, and
the 502 load designated as Ry ) can be determined:

R

Qr=woR, C) = JR (Q2+1)—1, (5.4)

EQ

allowing the capacitances in the matching network to be calculated:
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— QL s
2 = QTO_RZ, (55d)
2
C 1
C, = _2_(QL—+2) (5.5b)
Q0,-9;

Notably absent among these matching element calculations is the capacitance
being tuned out (i.e. st + Cu+Cwb), the presence of which was one of the reasons
behind having a matching network in the first place. A good initial cut at including this
capacitance is simply to increase the center frequency used in Equations 5.4 and 5.5 by the

ratio:

(5.6)

% _ CjS+CH+Csub
N C,C,/(C+Cy)’

reflecting the fraction of the total network capacitance that lies at the collector node.’
Here again, the solution is achieved iteratively as Cgy;, is a component of the inductor; an
initial pass reveals that inductances in the 2-4nH range yield reasonable capacitance val-
ues, where the only unwavering constraint is that C, must be large enough to absorb the
output pad. Choosing and modeling a spiral inductor of 2.7nH gives a quality factor of 17,
numbers which furnish capacitances of 0.18 pF and 0.54 pF to complete the matching net-
work sketched in Figure 5-3. Some adjustments will be made in the indicated values as
further additions and refinements are made, but at last the design is beginning to resemble

an impedance-matched low-noise amplifier suitable for usage at 5.8 GHz.

In getting to this point, a common-emitter device was first sized so that the mini-
mum transistor noise figure is obtained with a 50Q source resistance. Base and emitter
inductors were then added for matching, followed by a cascode device for improved isol-
ation and gain. At this stage, a model of inductor loss was introduced and an impedance
transformation network was affixed at the output. Each of these steps imposes an addi-
tional limitation on the ultimate sensitivity within reach of a technology, and may also
exact a penalty in the power consumption associated with this (or any given) level of sen-
sitivity. A survey of the performance implications is arrayed in Figure 5-4, where the
dashed lines represent the baseline metrics of a common-emitter device.!% At 5.8GHz, the
NF,,i, posted by the 0.5um SiGe bipolar technology chosen for this work is 1.5dB, a
number which is a function of the current density and not the emitter area.!l Setting the

transistor size such that [y sits on the 50 circle, the 50 noise figure (i.e. without

7 Often, this first-order approximation will be good enough at this point in the design. The final
optimization is best performed through simulation so that models of the parasitics associated
with the capacitors and the pads can easily be incorporated.
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Figure 5-3. Cascode LNA gain stage tuned for 5.8 GHz.

using an input matching network) is observed to be several tenths of a dB higher at
1.85dB. The other half of the picture—the “A” part of LNA—can be examined through
the available gain (G,) and the maximum available gain (G,,,,) obtainable from the ampli-
fier.!2 Much like NF

ance levels and therefore provides a point of comparison that does not depend on the size

min» the maximum available gain is independent of transistor imped-
of the device. Available gain then is to G,,, as (the 50Q) noise figure is to NF;,—the
load impedance is the only variable, taking on the value required to maximize the gain
when the source impedance is taken as being fixed. For the same common-emitter transis-
tor having ', on the 50Q circle at 5.8 GHz, the maximum available gain is 15.5dB, with
13.5dB being available when a 50Q source impedance is provided.

10 These baseline measurements of a common-emitter transistor represent figures-of-merit that are
often cited in the description of a technology, and particularly for those technologies with RF
aspirations. NF_; is a useful point of comparison between devices, as is the frequency where
Gy, falls to unity—a frequency commonly known as fy s x. A little caution with this latter
“metric” should be heeded, however, as it is sometimes defined by either extrapolating the (max-
imum) unilateral gain or the maximum stable gain, both of which can lead to higher “fyax”
numbers.

This is not to say that NF_. is entirely independent of transistor geometry. The base resistance
and the base transit time (to an extent) both vary with the emitter width.

Rigorously, the maximum available gain is only defined when the transistor or amplifier being
characterized is unconditionally stable. However, it is customary to instead show the maximum
stable gain (Gp,) for frequencies where Gy, is undefined.

11

12
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Figure 5-4. Evolution of noise figure (a) and gain (b) in a cascode LNA stage as
inductor loss (Qs of 17-19) is included. In (a), the upper trace of each pair is the
50Q noise figure (NF5g) and the lower is the minimum noise figure (NF;;). In
(b), each set of traces represents the maximum available gain (G,,,) and the avail-
able gain (G,) for the condition listed to the right, where G, is labeled when it
differs appreciably from G,,,. By convention, the maximum stable gain (Gy) is
shown when Gy, is undefined. Marked with the diamonds is 20log|s,,| for the
matched stage when a 50Q impedance is provided by both the source and load.
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Next, adding in ideal base and emitter tuning inductors closes the noise figure to
NF,;,. reflecting the fact that the optimum source impedance (for minimum noise) is now
50Q. As this is, of course, a narrowband match, the noise figure can be seen to deviate
from its minimum possible value for frequencies away from the 5.8GHz design target.
The small reduction in noise figure (by 0.06dB) is owed to the degenerative effect of the
emitter inductance, an effect further evinced by the concomitant 4dB drop in gain (Gp,,).
Notably lower still is the available gain, falling 0.8dB below G,,. A difference like this
between G, and G, indicates that some signal is being lost at the input, which is to say
that the input impedance is not precisely matched to the source. That a simultaneous
match for minimum noise and optimum power transfer would not be achieved was sur-
mised in Section 4.1, as correlation between the equivalent input noise generators gives
rise to an additional reactive component in the noise-minimizing source impedance. For
this LNA, the decision has been made to realize the best possible noise figure, a choice
which will limit the input return loss and give up approximately 1dB in gain due to the

resulting mismatch.

With the base and emitter inductors—ideal versions at that—leaving only 10.5dB
of available gain, a cascode structure would seem to be an imperative. The addition of a
common-base transistor to the stack, after recalibrating the inductances slightly to return
I'ypt to the center of the Smith chart, boosts the (maximum stable) gain by 20dB, albeit at
a cost of almost 0.3dB in noise figure. In this case, the available gain is greater than G,
implying that the load impedance needed for optimum gain from the cascode falls outside
the stable region. This aside, having an LNA with 31dB of gain at 5.8 GHz would be nice;
unfortunately, such numbers will merely be distant memories once even moderate induc-
tor loss is considered. The effects of the series resistance and substrate parasitics associ-
ated with the spirals are demonstrated in two steps: first looking at just the input side and
then adding in loss from the output matching inductance. Sustaining an additional 0.2dB
hit is the noise figure, where most of the depreciation is observed to result from the base
and emitter inductors with Qs of 19. Precipitous drops in gain are seen at both steps, with
G, falling to 27dB due to loss in the input network alone, then plummeting another 7.5dB
once the expected Q of 17 is instilled in the collector inductor. Sadly, while the extra
20dB of gain made available by cascoding seems impressive, more than 10dB is given

13

right back by way of inductor loss.”” Concluding the picture, and shown with the

diamond-marked trace in Figure 5-4(b), is the simulated s,; (in dB) for the LNA gain

13 Keep in mind that these inductor quality factors are about as high as can be realized in an inte-
grated technology; the actual inductors in this work will fall far short of these lofty expectations.
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stage when the output is drawn from the tapped capacitor (as indicated in Figure 5-3).
Although the available gain has been used throughout this example, the actual insertion
gain of the LNA placed in a 50Q network should be able to approach G, at the design cen-
ter frequency.14 As shown, with the output matching network transforming the collector

impedance to 50, the realized gain of the amplifier touches G, at the band center.

Among the sea of data just presented, the benchmarks to keep in mind are the
1.9dB noise figure along with a gain of about 19dB, accomplished with 2.8mA of bias
current and on-chip spiral inductors having quality factors in the high teens (17-19). This
furnishes a slightly more pragmatic view of what should be possible at 5.8 GHz with a
fully-integrated solution in a 0.5 um silicon-based bipolar technology. Of course, the LNA
is not yet complete. First, these numbers have been gauged in simulation using ideal bias
sources. Then, given the significance of inductor loss, what will be the effect of loss in the
pads and the other passive components? And, perhaps of greater consequence is that this
design implies a fixed bias point; how do we now think about saving power when the peak
levels of performance are not required? At the least, however, the noise figure, gain, and
current consumption numbers provide useful reference marks for evaluating the gravity of

each additional issue being faced as well as the efficacy of proposed work-arounds.

5.1.2 Operating at Reduced Power Consumption Levels

If there is one defining challenge of wideband, wireless networks, it may be in
accommodating a wide dynamic range in data rate and signal power. The highest levels of
sensitivity may not always be demanded of the receiver, but robust system operation
requires that a high level of isolation and reasonable input and output matches be main-
tained by the front-end LNA regardless of the incoming SNR. At the same time, however,
being able to trade away some sensitivity for reduced power consumption will become an
essential feature in wireless connectivity, and finding ways to implement this adaptability
will be a focal point of design innovation. Of all the ideas that may be envisioned for pro-
viding a low power “mode” of operation, the simplest concept would be to just turn off the
LNA and bypass it with a switch when the received SNR is high. Unfortunately, a switch
would also provide unfettered access to the antenna for the many tones and frequency
products generated in the subsequent mixer stage, a prospect which dismisses the bypass
switch idea rather quickly. But even were isolation not an issue, another repercussion of

using a switch is that such an “all-or-nothing” solution would probably be far from opti-

. L 2 . .
14 Insertion gain is simply the measured 551 » but will equal the transducer gain (Gp) when the
source and load impedances are Zy—the characteristic impedance of the system.
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mal. Instead, offering some power savings for conditions of moderate SNR—where some

LNA gain is still needed—will likely be a more useful scenario.

Very little has been said to this point regarding the supply voltage for low-noise
amplifiers. The reason for this treatment is that there is very little to say. As long as the
supply voltage affords sufficient headroom for RF signal swing given the impedances at
the collector node, it does not have a material effect on the performance of the LNA; with
no improvement to be had for higher voltages, the amplifier should already be operating at
the minimum which allows the required swing.15 While the supply voltage may only
wield limited leverage, the bias current in the cascode remains a possible handle by which
to trade power and performance. Cutting the current clearly reduces power at the expense
of gain and noise figure, but doing so also rather dramatically affects the input imped-
ance.'® Both the resistive portion (dominated by WL as discussed in Section 4.1) and
the imaginary component (largely C;) change significantly with collector current, taking
the desired input match along with them.!” With such a high degree of sensitivity in the
impedance, it becomes evident that trying to save power merely by lowering the bias cur-

rent may not be the best of options.

Having seemingly ruled out all other possibilities, designing a parallel LNA
stage—optimized for lower power operation—suddenly seems a much more attractive
alternative. This stage can sacrifice an optimum noise match for the sake of operating at a
reduced bias current, but still must provide 50Q input and output impedances, and should
minimally impact the “high performance” mode evolved in Figure 5-4.1% While using an
LNA with parallel stages necessitates choosing between them based upon the received
SNR and the required data rate, a topology that avoids passing the RF signal through a
switch would be a preferable solution, as the presence of an explicit switch is a harbinger
of sub-optimal performance. Placed at the input, an RF switch adds loss and increases

noise figure; when found at the output—as in many adjustable gain LNAs—power is

15 Increasing Vg may lead to slightly larger gains, that is, unless the collector regions have
already been fully depleted.

16 The transistor output resistances also change, but variation here will be less of a concern than the
base-emitter impedance because the output impedance of the LNA is primarily limited (in mag-
nitude) by loss in the collector inductor.

17 1t is at least mildly conceivable that some type of impedance stabilization circuit could be imple-
mented to maintain an input match as the bias current is adjusted. However, any such compen-
sation scheme is likely to directly impact the noise figure (through loss) and may also involve a
fairly hefty power consumption overhead.

18 Some latitude is begged for the “high performance” moniker in that this is meant as a relative
description; to avoid passing judgment in comparison with discrete implementations or other
technologies, it might more accurately be called the “peak performance” mode.
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being dissipated to generate signal that is only being shunted away. Conversely, having a
“switched LNA” without a switch may sound like a conundrum, but will prove quite feas-

ible by using the signal path transistors to perform the switching function.

In the investigation of alternative LNA topologies (Section 4.3), it was argued that
a common-base input offered no fundamental performance advantage over the common-
emitter design. But, instead of noise and gain, if the question is to find the smallest device
that can yield an input match, then the grounded-base transistor has something to offer.
Granted, an emitter inductance was needed with the common-emitter device to increase
the impedance looking into the first stage. However, this was for a relatively large transis-
tor biased at several milliamps of current; for smaller geometries, base resistance alone
can exceed 50, and the fact that the input impedance is a factor of 1+0(f) lower when
the same device is used in the common-base configuration is amenable to the plight of
needing a reduced power mode. If the second stage input transistor can be made small
enough, it can be wired directly to the base of the common-emitter device and bleed off

little of the incoming RF signal power when the high performance mode is desired.

Recalling from the previous chapter, the input impedance of a common-base tran-
sistor includes the terminal resistances as well as the small-signal base-emitter impedance

represented by the transconductance:

_ 17 B Ry
Z"”_RE+gm(1+B(f))+l+B(f)' (5.7)

Conversely, when the device is switched off, the loading imposed at the RF input by this
transistor is related to its base-emitter junction capacitance (Cjg). This scts up a trade-off
in sizing the common-base input device: a larger emitter area will drag down the gain and
noise performance in the high sensitivity setting, but lowers the bias current required to
achieve a 50Q input impedance in the reduced power mode. As a first step in examining
this quandary, model data shows an almost minimum-sized 0.5um by 2um emitter geom-
etry to present a zero-bias Cjg of 7.5fF and 158 of emitter resistance. When biased at a
0.75mA collector current level, the nominal values for base resistance and unity current-
gain frequency are observed to be 176€2 and 56 GHz, respectively.19 With such large ter-
minal resistances leaving only 20 for 1/g,,,, a bias current of 1.3mA is needed to achieve
an input match. While this would allow power consumption to be cut by more than a fac-

tor of two, an even larger reduction may be within reach. Bumping the emitter length to

19 The 0.75mA was chosen as a starting point for this example as being greater than the 0.5mA
required for the 1/g, term to yield 50Q, and enough smaller than 2.8 mA (as used in the high
performance stage) to make this effort worthwhile.
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5um scales Ry in proportion to the emitter periphery (down to 82Q) and Rg inversely
with the emitter area (now 6Q), doing so at the cost of a junction capacitance that
increases with emitter area (up to 19fF).2 Possessing a still considerable f running in
the neighborhood of 43GHz, a 50£ input resistance can be had with this 0.5um by Sum
transistor for a mere 0.7mA of collector current. To go further in diminishing power dissi-
pation would entail disproportionately larger transistor sizes as the terminal resistances
asymptotically approach zero.”! Thus, the 19fF Cg for the 5pum emitter (length), a num-
ber which represents less than 4% of the total LNA input capacitance in the high perfor-

mance mode, is taken as being a suitable compromise between power and performance.

The next step in the design is to cascode the common-base stage, doing so for all
the same reasons expressed earlier: improved isolation, increased available gain, and a
higher output resistance.>? Finally, connecting the collectors of the cascode devices and
coupling the inputs of the stages together through the capacitor C results in the LNA
topology shown in Figure 5-5. Inductor Lg, resonates the input capacitance of the
grounded-base transistor to deliver a 50Q match, and Ly provides a DC path for the bias
current in this stage. Becoming more apparent with the paralleling of the stages is why the
increased output resistance obtained by cascoding is so important: for precisely the reason
of being able to ignore it. As long as it is high (in magnitude) relative to the equivalent
resistance representing loss in the collector inductor, the output impedance of the LNA
will be the same in both the high performance and low power modes—a tenet which
greatly simplifies the output matching network that will be required.23 Furthermore, the
importance of isolation is magnified in this architecture as the inactive stage provides a
feedback path around the operative stage. In the high performance mode, the feedback
through the common-base stage is negative and tends to inhibit the gain. For the low

power stage the feedback is positive; while this may tend to augment the gain, stability

20 Base resistance may be a fairly strong function of the collector current density, a detail that is
currently being ignored in this first-order scaling analysis.

Another side-effect of continuing to increase the common-base input transistor size is that its Cp
begins to be noticed in the input impedance. This visibility requires more series inductance to
tune it out, thereby inflating the spiral inductor loss (and hence noise figure) in both modes.
The 50Q source impedance shunts the emitter inductance from the perspective of the output
impedance, which is why the second common-base transistor still provides a measure of
improvement.

As noted in Figure 5-2, capacitive loading from the cascode transistors is also an important com-
ponent of the output matching network. However, the collector-substrate capacitance (Cjg) will
not change as the LNA mode is toggled, and Cy, will not deviate too significantly as the base-
collector junctions of the cascode transistors will see a fairly strong reverse-bias condition
regardless of whether the stage is “on” or “off”. If the change in C,, was to present a problem in
the output impedance, the two cascode devices could always be designed to match (perhaps at
the cost of a little gain).

21

22

23

113



Chapter 5: An Exercise in Designing Low-Noise Amplifiers

LM/N+

(€

' { -——e o out
0.16pF
w ] G

chiasl o 0.5ux2.50 0.27pF
biasl o o
. |
chiash o o Pd, I (22 é 0.54x20
biash 2pF [ »
Rp; 0.5ux5p
4kQ Q3
. | =l
in o—-h @] Ja 6%0.51%9.8u [@j L
Caic Lg Ql 0.81nH
0.43nH \|em
1
LM/N+ Ce

Le 2pF
0.81nH

Figure 5-5. RF signal path for the 5.8 GHz switched-stage LNA.

may also be compromised. Thus, having two transistors in series to turn “off” in each path

is a noteworthy attribute of this parallel stage LNA.

Another important consideration for this design is to use probe pads which are
shielded from the substrate by a low impedance ground layer [64][65]. Formed by a rect-
angle of the 2um thick uppermost metal over a heavily-doped n+ region tied to an RF
ground (the LNA supply voltage), the shielded pads help minimize loss in and coupling
through the substrate.”* As an added bonus, these pads are easily modeled by an oxide
capacitance and a small series resistance to ground, where the resistance is that of the n+
ground plane; the predictability resulting from the recognizable behavior is a boon to
designing for the desired impedances at the input and output. Tweaking the matching net-
works and sprinkling in bypass capacitors on the base bias voltages are the final touches,
completing the LNA signal path with the exception of a DC block on the input.>> The

capacitance needed for coupling the RF input at 5.8 GHz is small enough to easily inte-

24 Assuming a p-type silicon substrate, the ground shield can be formed in a bipolar technology by
using a combination of the n+ subcollector and n+ collector sinker (or reach-through) implants.
CMOS technologies can make use of an n+ source/drain diffusion region for the shield. Such
trickery becomes unnecessary in processes that make use of semi-insulating substrates.

25 The “LM” designation in the schematic is an abbreviation for “last metal” and indicates the top
plate of the MIM capacitors. In this context, “last” is meant in the as fabricated, “bottom-up”
sense.
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grate with a high quality MIM structure, but was left off chip in this design so that the on-
chip biasing circuitry would have an externally visible node, affording the capability of

overriding the bias point during evaluation using a bias tee should the need arise.

With these latest additions to the LNA, the question beckons: “What price adapt-
ability?” Answering this query via simulation, and as illustrated in Figure 5-6, the achiev-
able noise figure suffers a 0.25dB hit and the available gain withers considerably when the
low power stage is merged into the design. Much of the drop in gain is owed to an
increase in the emitter inductance Lg, which has grown by nearly a factor of 2.5 to return
the input impedance in the high performance mode to 50€. Next, models for the probe
pads are added along with subcircuit descriptions of the parasitics associated with each
resistor and capacitor.26 Sitting 10um above their n+ diffusion ground planes in this five
level metal technology, the pads are barely noticeable with 50 source and load imped-
ances. Of slightly greater consequence are the capacitors; although the noisc figurc is only
marginally affected (an increase of 0.04dB), around 0.25dB of gain is lost due to non-
idealities inherent to C¢, and another 0.25dB evaporates in the output matching capaci-

tors. Hence, the realities of integrated components and implementing a reduced power
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Figure 5-6. Effects observed in the 5.8 GHz LNA of
adding the low power stage and including parasitics
associated with the pads, resistors, and capacitors.

26 The resistors are implemented with base (handle) poly on which silicide formation has been
masked. The capacitors are realized as MIM devices using a metal plate layer inserted (in the
process flow) between the top two interconnect levels. To reduce capacitance to the substrate,
the resistors and capacitors are formed over a grid of deep trench isolation pockets. The
shielded probe pads are modeled as having 311F of oxide capacitance in series with 5Q of
ground plane resistance.
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mode have lowered the gain to 14dB and elevated the noise figure to 2.25dB. But this
amplifier now very closely reflects the performance that can be realized in a 5.8 GHz wire-
less networking application. The only piece—albeit an important one—missing from the
design at the moment pertains to the four nodes hanging off the left side of the schematic
in Figure 5-5, nodes from which the bias conditions for each of the signal path transistors

need to be established.

5.1.3 A Switched Current Source Bias Circuit

If the writing to this point in the chapter has been at all effective, it should be evi-
dent that a good deal of effort has been invested to keep noise in the RF signal path at a
minimum; to trample over this with noise from biasing circuitry would render this effort
inert. One approach to minimizing the impact is to reduce the generation of noise in the
bias network itself, a demanding task that usually entails high power consumption and
may only prove mildly effective. Alternatively, the bias circuit can be decoupled from the
signal path over the RF band of interest, thereby alleviating concerns about the extent to
which noise is produced in this circuit. Bias decoupling is easy enough to accomplish
with the grounded-based transistors where the base voltage can be bypassed by an RF
short (e.g., a capacitor). However, the high performance stage of the switched LNA makes
use of a common-emitter device wherein the bias and RF input are applied to the same ter-
minal. The ideal scenario here would be to supply the base bias through a large-valued
inductor. An inductance effectively detaches the bias circuit at higher frequencies, but yet
preserves a low impedance path by which to set the bias point—seemingly the perfect

solution.

Unfortunately, and as starkly noted in the design of the output matching network,
integrated inductors are laden with parasitics that curtail their impedance at RF; a rela-
tively low capacitance polysilicon resistor can yield a higher impedance and thus more
effectively shield the input match and isolate the LNA from bias noise.”” Coupling the
bias through a resistor, however, comes with an issue of its own: higher resistances are
needed for isolation but also increase the output impedance of the base bias supply at DC,
providing a mechanism through which the bias current can be modulated by low fre-
quency distortion products. The trade-off is depicted in Figure 5-7, where a diode refer-
ence with equivalent voltage and current noise generators is considered together with the

thermal noise of the bias coupling resistance (Rg) as being the only sources of noise in an

27 Using a resistor instead of an inductor will also save a sizable chunk of die area. As only the
base current will need to be supplied through the resistor, and since matching will not be a con-
cern, the polysilicon width can be kept rather small.
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otherwise ideal LNA. As seen in part (b) of this figure, the resistance needs to be in the
range of several kilohms to adequately insulate the LNA from noise in the bias circuit—
values which are large enough to inhibit the linearity of the amplifier. Of particular con-
cern will be intermodulation products created as second-order distortion terms act upon
adjacent signals in the LNA pass band. These signals may be received from the antenna or
by feeding through a subsequent mixing stage, upon which non-linearities can act to pro-
duce a component in the base voltage located at the difference between the frequencies of
the competing signals. Effectively, a time-varying bias current results, modulating the

gain of the LNA and thereby creating in-band distortion.
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Figure 5-7. Effect of the bias coupling impedance on noise and linearity.

Rather than trying to strike a balance between noise and linearity, the solution to
this dilemma is to go to the extreme of having a very large output impedance. If a current
source is used to drive the base instead of a voltage source, then there will be no means by
which a time-varying bias current can be supplied because the base will be incrementally
open circuited for low frequencies. With the RF coupling capacitor also providing a DC
block, any low frequency distortion components in the base voltage will fall across the
“deaf ears” of the current source instead of the resistor Rg|, immunizing the bias current
and LNA gain against these non-linearities.?® Of course, the challenge now is to accu-
rately establish the collector current via a base current, and to do so in the face of a transis-

tor (DC) beta that can vary all over the process map. One concept for accommodating this

28 This may set a pragmatic limit on how big Cgig (the RF coupling capacitor) should be. While
this device should be sized to present a very small impedance in the LNA pass band, it should
preferably have a reasonably large impedance for frequencies from DC out to roughly the band-
width that the LNA will see.
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variation is portrayed in Figure 5-8. Transistors Ql and Q2 form a AVgg pair through
which the currents are forced to match by the mirror MP1-2. Under this condition, the
base-emitter voltages of Q1-2 differ by an amount AV . = (kT/q)In(I,/I,), where
the ratio I,/ is equal to the device layout multiple m = 4. This potential difference
falls across the resistor Rgyag, creating a supply-independent reference current that is pro-
portional to absolute temperature (PTAT)—characteristics that are desirable for steadying
the gain and input match of the LNA over operational changes in temperature and supply
voltage. The next addition to the circuit is Q3, which provides a measure of current gain
to reduce the base current induced error between /-~y and I~. But instead of tapping
directly into the supply, the base drive being furnished by Q3 is first passed through a cur-
rent sensing device—the diode-tied MP3. Assuming that the NPN base current is domi-
nated by the reverse injection of holes from the base into the emitter, Q1 and Q2 will flow
equal base currents despite the difference in emitter area, giving I,py = 21p, 2% Then,
when matched to Q1, the LNA common-emitter input transistor will have the same base
drive requirements, allowing I-; to be replicated in the LNA stage by appropriately
ratioing a current source device slaved to MP3. By way of saving power in the biasing cir-

cuitry, the reference device Q1 is scaled down from the LNA transistor by a factor of

MP1 | | MP2
:]I IE
MP3 [m=l m:14I MP4
il 1;
Start-up
circuit
: llHASE
Q3
N |
Ql "l m=1 m=4 h\ Q2
Rpas
v

Figure 5-8. Concept for the base current source bias scheme.

2 Reverse injection is the predominant source of base current in silicon homojunction and SiGe
graded-base transistors. This will generally not be true for HBTs, with which some beta-
compensation resistors in the base leads of Q1 and Q2 may be required.
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m = 28 ; the current Ig, ¢ thus needs to be similarly larger than I, and can be delivered

by sizing the current source MP4 relative to MP3 as a device multiple of m = 14.

Fleshed out in slightly more detail, the complete solution is presented in
Figure 5-9. At room temperature (taken to be 300K), the base-emitter voltage of Q1 will
be 36mV larger than that of Q2, so 370 for Rgag sets the current in each side of the
AVpgE cell to about 100uA. The emitter of Q1 is drawn at 0.5um by 1.8 um to be approx-
imately a factor of 28 smaller than the common-emitter LNA transistor, a geometry which
will not provide the best possible transistor matching.30 Unfortunately, constructing the
LNA device as 28 unit copies of Q1 would compromise its RF performance. However,
being that the absolute value of the LNA bias current is already subject to the fabrication
tolerances in the resistance of Rgjag, trying to match transistors to better than one part in
ten would be a futile effort anyway. The same thinking runs behind the relaxed layout in
sizing the p-channel current sources relative to the sensing device MP3. Then, to allow
compensation for process variations, an external trim is incorporated by way of a bias
adjustment pin. Applying a voltage to this pin effectively alters the value of Rgyag by sub-
stituting for some of the current flowing into the resistor or pulling more through Q2. As
one example, shorting the bias_adj pin to ground lowers Rpjag from 370Q2 to 270Q
(370 in parallel with the 1kQ of Rapy). To use the “default” (nominal) bias condition in
the LNA, bias_adj may simply be left floating.

Support for the low power mode is easily accomplished by appending another cur-
rent source device (MP5) to MP3 along with a set of switches (MN1-4). The digital input
Ina_ctl is provided as a means of selection, where applying a logic high activates the high
performance mode and a logic low chooses the low power stage using the pass transistors
MN3-4. Serving to pull the base of the off-state input device (weakly) toward ground are
MNI-2, where a high resistance pull-down is actually preferable so that the base-emitter
junction capacitance of the off transistor does not load the input. For the switches them-
selves, the choice was to minimize the capacitance on the biash and biasl nodes so as to
not shunt the current sources at 5.8 GHz. Although p-channel devices would likely con-
tribute less noise and would also offer the possibility of further increasing the output resis-
tance by biasing them as cascode transistors, these effects were deemed to provide little
additional benefit in this design and thus smaller n-channel switches with simplistic on/off
biasing were used. The remaining need in the LNA signal path is to bias the cascode tran-

sistors, for which a 2Vpg reference is produced by supplying some current (via MP6)

30 The emitter area ratio used in the design is actually a little more than 28. This helps to compen-
sate for the resistance of the emitter inductor used in the LNA stage.
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through Q4 and Q5. A switch arrangement similar to MN1-4 selects the active stage and
provides a pull-down for the other. Having already noted the relative independence of
LNA noise performance and gain to Vcg, the 2Vgg common-base reference level is
geared toward maximizing the supply headroom available at the collector node for signal
swing. Given the high impedance at this node, available swing range will be the key con-

spirator in gain c:ompression.31

Together with the current mirror MP1-2, the AVgg cell (Q1-2) forms a regenera-
tive bias circuit for which a zero current condition is also a stable state. When the base of
Q3 is low and the gate bias on MP1-2 is at supply, then no current will be drawn and thus
no gain resides in the circuit from which to escape the zero state. For the purposes of
facilitating the transition out of this state at power-up, MP7-10 comprise a start-up circuit
that initializes some current into the regenerative quad. As soon as the supply voltage
cxceeds two p-channel device thresholds, MP10 will begin pulling current through MPS;
this current in turn is mirrored into the regenerative bias cell by MP9. Once current flows
in the AVgg pair, MP7 will tie off the MP8-9 current mirror as the 100 LA it sources will
easily overpower the (approximately) 10pA availed by MP10.32 The factor of 10 in mar-
gin should ensure reliable shutdown of the start-up circuit over all variations in tempera-

ture, supply, and process.z’3

Any way it is sliced, this bias circuit entails a lot of transistors; that this circuit is
going to be used to power a low-noise amplifier may appear to have been forgotten in the
design process. However, the high impedance furnished by the current source bias scheme
should isolate the signal path from this gadgetry, a promise borne out in the results shown
in Figure 5-10 of simulating the entire LNA design. By comparison with the numbers

obtained using the ideal sources (last seen in Figure 5-6), it is observed that the noise fig-

31 The 1dB {gain) compression point is a common metric of linearity and relays the signal power
level at which the gain supplied by the device to a single input tone has fallen by 1dB from its
small-signal limit. Care should be taken in reading this measure as to whether it is referring to
the input or output signal level at which the 1dB of gain compression is observed.

While the start-up injection into the AVgg pair is turned off, the current drawn through MP10 is
not. Under worst-case conditions (e.g., -40C, 5V supply, fast p-channel devices), the quiescent
current in the start-up circuit can rise to SOuA. Although this is a fairly small overhead com-
pared to the milliamps of current flowing in the LNA, this may not be case in all circuits for
which the use of a regenerative biasing circuit is considered.

For the technology-conscious, this base current source biasing circuit makes use full use of the
trappings of a BICMOS process. In fact, it could be implemented using only bipolar devices;
many bipolar processes offer lateral PNPs which can replace each p-channel MOSFET used in
this design with the exception of the “resistor” MP10. Switching between modes becomes a lit-
tle more complex, and may best be accomplished by providing the base drive for the base cur-
rent source transistors through switched emitter-followers rather than trying to use bipolar
devices as a pass transistors.

32

33
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Figure 5-10. Simulated performance of the 5.8 GHz switched-stage LNA in
both the (a,b) “high performance” and (c,d) “low power” modes. Note the
scale change between the modes in representing the gain and noise figure.

ure (in the high performance mode) has crept up a mere 0.06dB and that the gain has been
taxed less than 1dB. The final numbers are 13dB of gain and a 2.3dB noise figure in the

8mW high performance setting, while the 2mW low power mode provides 8dB of gain
and an 8dB noise figure. Input return loss is better than 14dB for a 200MHz bandwidth
about 5.8 GHz; looking at the output, the return loss is at least 7dB in the low power mode
and 12dB when high sensitivity is being demanded. In either case, isolation is better than

22dB for frequencies anywhere near the band of interest. These numbers reflect full

device-level simulations including all parasitics associated with the passive components
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While the aforementioned set of simulations have rested on a 3V supply and oper-
ation at room temperature, the AVpg bias cell should provide a high degree of robustness
in the operation of the LNA should these conditions change. The essence of gain is pro-
portional to g, as are terms in the real and imaginary components of the input impedance;
keeping the transconductance constant, the insertion gain and input return loss remain rel-
atively unaffected by temperature as reflected in Figure 5-11(a). Calculated at 5.8 GHz for
a temperature range of -40 to 100°C, gain droops only slightly at elevated temperatures
and |s11| curls up marginally toward the extremes. Following suit in Figure 5-11(b) with
supplies ranging from 2V to 5V, the LNA gain witnesses only a slender increase with
higher voltages and the return loss remains high despite the presence of voltage-dependent
junction capacitances.34 Such independence, from both supply and temperature varia-

tions, will go a long way in preserving the integrity of the RF link in a portable platform.
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Figure 5-11. Simulated behavior of the 5.8 GHz switched-stage LNA over
(a) temperature and (b) supply variations.

5.1.4 Lavout Design of the 5.8 GHz Switched-Stage LNA

Having been convinced that the LNA circuits are fulfilling the obligations origi-
nally set forth, attention now turns toward the layout. A die photo of the finished chip,
measuring 1.34mm by 1.18mm,> is furnished in Figure 5-12. Placement of the five spiral

34 Though measured at the 5.8GHz band center for the purposes of this illustration, this is at a fre-
quency where d|s ;| /df is quite high, not at the minimum in 511 - This selection of frequen-
cies exacerbates the extent to which the return loss is actually changing; temperature and voltage
coefficients—particularly in the junction capacitances—actually result in a slight shift in the
center frequency.

35 The chip is this size, the die photo is somewhat larger.
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inductors, each sitting above a grid of deep trench isolation pockets, largely dictates the
floorplan as an exercise in minimizing inter-spiral coupling. From the left, and moving
counterclockwise, the inductors can be identified in the die photo as Ly, Lg, Lpc, Lg;, and
Lc. With the exception of the DC bias path inductor L¢, each spiral consists of the top
two metal levels strapped together using copious amounts of vias.3® For Lpc, as its pri-
mary goal is to be invisible from an RF perspective, a multi-level winding is designed
instead. Composed of a last metal trace that spirals inward in a clockwise fashion, an
array of vias reaching down two levels, and then a metal 3 winding that mirrors the upper
spiral but continues the clockwise direction, this multi-level arrangement increases induc-
tance by creating (positive) mutual coupling vertically as well as laterally. Each of the
input matching inductors (Lg, Lg, and Lg,) are optimized for quality factor using wide
metal traces, while narrower line widths are adopted in L and Lpc where Q is not as
important. Were it not for these differing considerations, inductors Lg, and Lpc might
conceivably be jointly realized as one tapped spiral.

Figure 5-12. Die photo of 5.8 GHz switched-stage LNA IC (CMLNA-SW).

36 The sets of vias can actually be seen in the photo as the darkened “blotches™ in the spirals.
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Next in order of conspicuousness are the pads, with the RF input (on the left) and
output (on the right) designed for contact by coplanar waveguide GSG probes. The RF
pads transition to a 50 microstrip arrangement with a last metal signal trace over a lower
metal ground plane. Along the bottom is a set of pads for a bypassed supply probe having
four power pins interspersed with three grounds. The power pins, from left to right, are:
the LNA supply voltage, the bias circuit supply voltage, the LNA mode select input
(Ina_ctl), and the bias_adj pin. The LNA signal path and the bias circuit operate from the
same voltage and could share a supply, but have been given separate pins in this design so
that the currents can be individually measured. ESD protection is provided near the pads
in the form of clamping FET devices between the supply pins and ground, plus a classical
double diode, series resistor scheme for the digital mode select input.37 The remaining
pin, bias_adj, already feeds into resistors and the emitter of an NPN, and so no additional

precautions were taken.

Sitting in the lower-left corner is the bias circuit, where it occupies approximately
the same amount of area as one of the spiral inductors. The big chunk of metal in the mid-
dle of the chip forms the shared top (ground) plate of the capacitors that bypass the
common-base bias voltages; other supply-filtering capacitances are added in at various
locations throughout the chip where space and convenience allow. Finally, as evident in
the upper-right corner, the name CMLNA-SW has been affixed to this design. Though
having no feasible pronunciation, the first part of the acronym identifies this chip as one of
the C-band Monolithic Low-Noise Amplifiers. The SW suffix specifically calls out the

switched (bipolar) version to differentiate it from the CMOS implementation.

In the final tally, the addition of a low power mode that protects the impedance
matches, sustains isolation, and provides some gain has come at a cost of two inductors,
0.25dB in noise figure, and about 5dB of gain. In exchange, however, this allows a real-
time option of reducing the power consumption by a factor of four when peak sensitivity is
not required of the receiver. Beginning with the 1.5dB NF_;, and the 15.5dB G, exhib-
ited by this 0.5 um graded-base bipolar technology at 5.8 GHz, this design finished with an
LNA featuring a noise figure 0.8dB higher and an insertion gain about 2.5dB lower (even
after cascoding) than the intrinsic device measures. It should be remembered in citing
these results that inductor quality factors in the high teens (17-19) have been assumed—

numbers which are about the best that could be expected in a silicon technology at these

37 The FETs intended for clamping ESD transients are some fairly wide n-channel devices that
have been ruggedized with a larger drain region and by adding some resistance between the gate
terminal and ground. Negative transients are clamped by the drain to substrate diode, while pos-
itive transients turn on the transistor by coupling energy from the drain to the gate via Cgp [66].
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frequencies. Nonetheless, these metrics will be useful to keep in mind during the explo-

ration of using CMOS as an alternative.

5.2 CMOS LNA Design

Notwithstanding the dramatic appearance of CMOS transistors in the preceding
section, a rather bipolar-centric view into the world of LNAs have prevailed throughout
this presentation. Lest CMOS be relegated to the vagaries of behind-the-scenes biasing
duties, it should be emphasized that the small-signal models of bipolar and CMOS transis-
tors are essentially the same—particularly at RF frequencies where C; dominates the
base-emitter junction impedance. The differences really only reside with the values and
dependencies of the model parameters; as such, the topological and technological argu-
ments made in the context of bipolar designs also apply here. To be sure, the transconduc-
tance of CMOS transistors is lower for any given bias current, and the same can be said for
the output resistance.>® But so too are most of the device capacitances, perhaps with the
notable exception of the gate-drain capacitance (Cgp), which tends to be of the same order
as C, in RF-sized transistors. By way of terminal resistances, that encountered in the
extrinsic source-drain regions is usually around 500Q2-um for n-channel devices and about
a factor of three higher for their p-channel brethren [67]. In symmetric MOSFETs, this
resistance can be assumed to split equally between the source and drain terminals (e.g., a
100um wide n-channel transistor will be encumbered by 2.5Q of extrinsic source resis-
tance, a number in the same ballpark as the emitter resistance of a reasonably-sized NPN).
Resistance in the gate terminal, although distributed across the width of the channel, can
be modeled for noise, delay, and fy;5x purposes by a single lumped resistor taking on the
value [68]:

Rg = 3 D(ﬂ% (5.8)

where R represents the sheet resistivity of the gate material (polysilicon or silicide) and
n is the number of gate fingers. The gate resistance can readily be made fairly small by
using multiple finger layouts; revisiting the example of the 100pum wide device, assuming
a 0.5um (drawn) channel length and a silicided poly layer having a resistivity of 4.5 /01,

a layout with 10 gate fingers would exhibit 3€ of gate resistance. So, at least in the com-

38 Transistor output resistance is probably not too compelling an issue in RF applications as imped-
ances tend to be limited by inductor loss anyway. As further evidence, there are certainly plenty
of MESFET and HEMT devices to be found in microwave and mm-wave designs.
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parison of terminal parasitics, CMOS devices stack up quite well against bipolar transis-

tors. As will be seen next, however, noise is another matter altogether.39

5.2.1 Noise in CMQOS Transistors

Regardless of the chosen device technology, when noise is the substantive issue,
having a solid understanding of its various origins is the cornerstone of the design process.
Fortunately, the similarities observed earlier between the small-signal models for bipolar
and CMOS transistors also extend to the presence of noise sources. The thermal noise
from the terminal resistances is treated exactly as discussed in the previous chapter for
bipolar devices, even though the effects of geometry and process scaling upon the resis-
tances may differ. There are also analogues to the base and collector current noise sources
observed in bipolar transistors, although the mechanism is considerably different as shot
noise processes—<classically speaking—do not occur in MOSFETs.*° Instead, thermal
agitations vary the velocity of the carriers in the channel, lending a noise component pos-

sessing the power spectral density:

ip = 4kTYgq (59

to the drain current which is proportional to the zero-bias drain conductance (g,g) of the
device. In the long-channel limit, g4, simply equals the transconductance, but can appre-
ciably exceed g, in shorter channel transistors. Similarly, as measured drain noise seems
to outpacing g,o in modern technologies, the “excess noise” factor ¥ can be significantly

inflated beyond the value of 2/3 observed at long channel dimensions.*!

Charge in the channel, as mirrored across the oxide capacitance, also induces a
noise current in the gate. The presence of an induced gate current was recognized in FETs
by van der Ziel in the 1960s [69][70], but that it is of consequence for the design of RF
amplifiers in CMOS has only fairly recently been remembered [71]. Resulting from the
finite transit time carriers require in getting from the source into and through the channel,

the phase of the input current undergoes a shift relative to the gate-to-source voltage

3 With all apologies to Jim Abrahams, the Zucker brothers, and the rest of the creative crew
responsible for foisting the Airplane movies into our collective conscience: “As will be seen
next, however, noise is another matter.”

40 This may not be entirely true, particularly for highly scaled CMOS transistors. Ballistic trans-
port in the channel [72] and gate leakage current [73] both lead to the presence of shot noise.
Furthermore, some argue that channel noise in subthreshold might have shot notse origins [61].

41 Clear explanations behind this increase are still being sought. Much like an effective mass,
many of these noise “factors” are essentially the right answer divided by the wrong answer,
where the “right” answer is the measured result and the “wrong” answer is that calculated from
conventional physics models.
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applied to a MOSFET. This phase shift becomes noticeable at higher frequencies, confer-

ring upon the FET a real component in the input impedance that can be modeled by

placing a gate conductance:

mZCéS
S840

8, = (5.10)
in parallel with Cg. Fluctuations in the channel charge, and thus in the delay which gives
rise to this conductance, are also responsible for the noise current flowing into the gate.

The gate noise has an associated power spectral density:

i = 4kTbg, . (5.11)

where J is the excess gate noise factor. Applying the classical long-channel approxima-
tions renders a value of 4/3 for 9, although short channel transistors have played witness to
an exacerbation of this effect as well. While both the gate and drain noise currents are
rooted in the same charge flow mechanism, these terms are only partially correlated in that
they have different dependencies upon the location of a given noise disturbance within the
potential distribution along the length of the channel.*> Conventional models peg the cor-
relation coefficient at ¢ = j0.395, but as the lengths within the devices shrink, the channel

position dependencies converge and the degree of correlation increases.

Equivalent input noise generators can be derived for MOSFETSs in much the same
fashion as performed for bipolar transistors. Some care must be taken in the CMOS case
to manage the correlation between the drain and induced gate noise sources, although a
reasonable first-order cut at noise behavior can be obtained merely by substituting the cor-
responding terminal identifiers into the relationships expressed in the previous chapter.43
The real danger in omitting i2G from the design process is that doing so leads the noise
optimization astray. Just as would be the case with bipolar transistors were there no base
shot noise (or if the current gain was infinite), the goal of minimum noise would steer
toward the use of vanishingly small devices biased at correspondingly small currents, and
then compensating for the gain using a high Q input matching network. But in practice,
this matching network would present a large source impedance to the FET through which

the gate noise current would flow, saddling the amplifier with a sub-optimal noise figure.

42 A nice graphically-reinforced derivation of the differences between the induced gate and drain
noise currents can be found in a thesis by Sepke [74].

43 This should not come across as being completely heretical as the base and collector current shot
noise sources in bipolar devices are also partially correlated [75]. However, the correlation in
bipolar transistors is routinely ignored for frequencies below f.
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Unfortunately, the absence of gate noise is exactly the scenario professed by most incarna-

tions of CMOS circuit simulation models to date.

After determining that induced gate noise was responsible for the departure of the
measured noise figure from their expectations for a 1.5GHz LNA design (in a 0.35um
process), Shaeffer and Lee have suggested a revised noise analysis of tuned MOSFET
amplifiers, offering [71][76]:

I (5.12)
R, Q, fr

as a more complete description of the noise factor for a common-source transistor. This
definition provides a value for F intermediate between F5, and F;,, as it assumes that the
RF source (having an output resistance R,) is reactively matched to the device through an
inductance Lg added before the gate terminal. This inductor may come attached to some
series resistance (R LG), which will directly add to the gate terminal resistance (R;) com-
ponent defined in Equation 5.8. The ratio v/ refers to the drain noise current, where o
indicates the extent to which the transconductance falls short of drain conductance:

8, = 080 - Noise and loss in the input circuit is reflected through its quality factor:

1

= 5.13
Qi 2nfC (R, + R+ R, ) ’ (5-13)

which also equals the voltage transformation ratio (voltage gain) provided by the input

matching network at resonance. Finally, the ¥ parameter brings the induced gate noise
into the noise factor expression as:

2

8o’ | da

2
x = 1+2|dQ,, §+—57(1 +Q:..), 5.14)

where & and ¢ respectively are the excess noise factor and correlation coefficient associ-
ated with the gate noise current. The one remaining piece that should be included in the
analysis is the extrinsic source terminal resistance, which can easily be accommodated by
lumping it together with R in Equations 5.12 and 5.13.

Now, what remains is to determine F;, by finding the source resistance that mini-
mizes the noise factor expression provided above. For a chosen device size (and hence a
given Cgg), this task is equivalent to locating the optimum Q;,. As a representative case
study, a minimum-length n-channel MOSFET in a 0.5um technology will be featured,
assuming the gate and extrinsic source resistivities are as exemplified in Section 5.2 and

that the long-channel approximations apply reasonably well to the noise parameters.
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Selecting a transistor gate width of 134.2um—split into 22 gate fingers of 6.1 um each—
and a drain current of 5SmA, the optimum source resistance for 5.8 GHz operation is deter-
mined to be 91Q (Q;, of 1.8), at which point NF,;, is 1.82dB.** Reducing the drain cur-
rent in this device to 1.67mA increases the minimum noise figure to 2.52dB, found for an
Rso,,, of 892 By way of providing some insight into how well the BSIM3v3 models
available for this CMOS technology might compare, the same two bias points are simu-
lated using the commercial tool Spectre®, the results of which are plotted below in
Figure 5-13. Interestingly, the simulator model returns higher noise figure numbers
despite the absence of an induced gate current mechanism. Reasons for this behavior are
not clear, but it is believed that some of the additional transistor parasitics (e.g., Cgp)
incorporated into BSIM3v3—and left out of the analytical Shaeffer work—might be play-

4 Also surprising, and difficult to fathom as con-

ing a significant role at this frequency.
forming to the actual device characteristics, is that the BSIM model predicts an increase in
the minimum noise figure of only 0.1dB as the bias current is cut by a factor of three. So,
uncertainty persists, but this is the best information available for purposes of this design.
The “guess” here is that the BSIM model is probably not terribly far removed from reality
for higher bias points at these device sizes, but then the Shaeffer development better cap-
tures the dependencies of the noise performance on transistor width and drain current.
Effectively, a linear mental construct will be employed where the y-offset is supplied by
BSIM and the slope is taken from the analytical analysis. Neither model seems to account

for all of the pertinent effects, but such is the quandary of IC design.

5.2.2 AS5.8GHz CMOS LNA

Despite the differences in the manifestation of noise within CMOS devices as

compared to bipolar, the process for designing an LNA in CMOS is the same. The basic
approach was outlined in Chapter 4, where the first step is to size the transistor to give an
Rsop, of 5094 One of the key differences between the technologies, however, is that
reaching this goal may not be feasible with CMOS given the bound of (reasonably) finite
power consumption. Recalling the example in the previous section wherein the optimum

source resistances were in the 90Q range, it is apparent that a considerably larger device—

44 Establishing both the device size and the drain current sets the transistor f as applied to
Equation 5.12. This is a slightly over-constrained version of the problem Shaeffer and Lee for-
mulate as the fixed g, optimization [76].

45 Gate terminal resistance is not included in BSIM3v3 either, but is added into the simulation by
using a subcircuit representation for the MOSFETs.

46 More generally, it should be said that the idea is to achieve a noise match by sizing the transistor
to give an optimum source resistance that matches the output resistance of the source; this need
not be 50£
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Figure 5-13. Comparison of models for the minimum noise figure
of a common-source transistor at two drain current levels. Solid
lines represent results of the Shaeffer model [76] and dashed lines
are simulation results using full BSIM3v3 models.

operated at correspondingly higher drain currents—would be required to obtain a noise
match to a 50€2 source. In light of this limitation, a better design approach is to solve for
the minimum noise figure (via Equation 5.12) that can be achieved given a fixed power
constraint. Optimizing under this condition finds the transistor width that furnishes the
lowest noise while keeping constant the product of the drain current and the gate voltage
required to support this current.¥’  As long as the channel is not driven too deeply into
inversion (i.e. the amount by which the gate-to-source voltage exceeds the threshold is rel-
atively modest), a fairly broad minima exists around an input matching network having
Q,;, = 3.8 —a solution that covers a reasonably wide range in the power dissipation being
tolerated of the design [76]. Using this result, and ignoring parasitic resistances for the
purposes of this calculation, Equation 5.13 recommends a Cgg of 144fF for a 5.8 GHz
amplifier. Then, given a 0.5um technology having a gate oxide capacitance (C,,) of
3.9fF/um2, the usual Cyg=(2/3)WLC,, relationship suggests an optimum transistor
width of 111 wm. This is close to the width of 134.2um chosen for this design, a number
arrived at through a slightly different set of approximations.48 Reapplying the Shaeffer

47 Increasing the device width lowers the required V,,, (gate overdrive potential) for a given drain
current (Ip), but in turn necessitates a larger Iy to maintain the transistor f. Somewhere in this
relationship the optimum balance is struck.

48 Lee [77) provides a 750 um-GHz rule of thumb for the optimum transistor width, then observes
that variations of 20% about this number typically lead to degradations of only 0.1-0.2dB.
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model to this device with a 50€2 source resistance, the reactively-matched noise figures
are 2.01dB for the higher sensitivity (SmA) mode and 2.74dB for the reduced power set-
ting (where Iy is 1.67mA). Judging from these numbers, it appears that the power con-

straint has cost between (0.2dB and 0.25dB in noise performance.

‘Forming the LNA around this device, a cascode transistor is appended for the same
arguments made previously in light of the switched-stage implementation. As can be seen
in Figure 5-14, the geometry of the cascode was selected so that the interconnection of the
two transistors could be accomplished by merging the appropriate source and drain
regions. An inductance of 0.43nH is used in the source of the lower device to move the
input impedance to the 50Q circle, from which point the match is completed by adding
another 2.4nH before the gate. The output matching network follows directly from that
used in the bipolar design, where the same inductor (designated L in this case) has been
used to facilitate comparisons in the performance of bipolar and CMOS technologies.49

As the input capacitance of a MOSFET is only a weak function of the transistor bias cur-
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0.43nH

Figure 5-14. RF signal path for the 5.8 GHz CMOS LNA.

49 This design choice allows a more direct comparison of the gains exhibited by the CMOS and
bipolar LNAs, without having to worry about differences in the signal power dissipated in the
output matching network.
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rent, a single stage suffices to meet the goal of maintaining an impedance match while
allowing sensitivity and power consumption in the LNA to be traded for one another. The
remaining piece is the 4kQ bias coupling resistor; because the insulating gate of a
MOSFET already provides an incremental open in the bias path at low frequencies, this
resistance will not lead to the linearity issues noted in the switched-stage design.50 This is
not to say that the concerns regarding noise contributions from the bias circuit have been
alleviated in that this part of the picture painted in Figure 5-7 still holds; the impedance
presented by the FET will be matched to the RF source in the band of interest, and so
having a large bias coupling resistance remains important. As an additional feature, devel-
oping a gate bias that compensates for temperature-induced variations in the transconduc-
tance of the input transistor will prove handy, as is ensuring that changes in the supply
voltage do not steer the LNA away from its intended bias current. The approach to
addressing these challenges will provide another interesting set of parallels between
designing with field-effect devices in comparison to bipolar transistors.

5.2.3 Stabilized Biasing for the CMOS LNA

One of the most salient characteristics of bipolar transistors is the exponential rela-
tionship between the base-emitter voltage and the collector current, a relationship which
holds remarkably well over the transistor’s useful operating range. While the details of
establishing a current in CMOS are not as logarithmically clean, the AVgg concept used in
biasing the bipolar LNA can similarly be applied to obtain a constant g, in an MOS tran-
sistor. The gate-source voltage is used instead of Vg, and the difference exhibited by two

MOSFETs flowing the same current can be expressed as:

(5.15)

ox

where the larger of the two devices is realized as m copies of the W/L -sized smaller tran-

“12  \When the currents in

sistor—a proportionality captured in the coefficient ¢,, = 1-m
each side of the AV g pair are equalized by a current mirror, a resistor (denoted Rgrag)

soaking up the difference in the gate-source potentials establishes a current:

2
2 L Cn

D~ ) (5.16)

2
MCO"WRBIAS

provided that an initialization mechanism ejects the circuit from the I, =0 state.”! By

employing this current as a reference, the uC_, dependence of the transconductance can

30 The linearity problems arise because of the base current in the bipolar transistors.
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be cancelled in any MOSFET it serves to bias, taking the first-order source of temperature

variation along with it.

This is the technique adopted for stabilizing the gain of the CMOS LNA, for which
the gate bias is provided by the circuit drawn in Figure 5-15. Resistors Rgjag and Rapy
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Figure 5-15. Biasing circuitry for the 5.8 GHz CMOS LNA.

are sized in conjunction with the width of MNI to conveniently establish the desired
1.67mA and SmA bias current levels in the LNA; the low power mode is enacted by
leaving the bias_adj pin floating, and the high performance setting is chosen by simply
tying bias_adj to ground. The selection of two discrete operating modes i1s somewhat
arbitrary and is largely done as a matter of convenience; in practice, the sensitivity
afforded by this amplifier can be traded for lower power consumption along a continuum
of points via the bias_adj pin. Completing the design—and ensuring that the voltage
applied to bias_adj does not merely select among different values of zero for the bias cur-
rent—is the start-up circuit formed by MP3 along with MN3-4. When power is first
applied to the LNA, the gate of MN4 will be pulled high by the “resistor” MP3, in turn

drawing some current through the mirror MP1-2. Once the AV g cell reaches its destina-

31 Although the analysis provided here rests on the conventional square-law expressions for
MOSFETs, the AV concept should be applicable to virtually any transconductance device. The
resistance term appears squared because g, o< ﬁ; .
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tion current, MN3 will easily out drive MP3, thereby shutting off the kick-start injection
supplied by MN4.

Although topologically different from the 5.8 GHz design implemented with bipo-
lar devices, this entirely CMOS version has strived to achieve the same set of goals. Bor-
rowing the same 3V supply, the performance expected of the CMOS LNA at 15mW and
5mW power consumption levels has been cast forth in Figure 5-16. Models for the RF-
shielded pads and all of the passive devices have been included, while BSIM3v3 represen-
tations are called upon for the MOSFETs.>? At 10dB, the gain observed in the high per-

formance setting is 3dB lower than that expected from the switched-stage design, despite

“High performance” mode “Low power”’ mode
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Figure 5-16. Simulated performance of the 5.8 GHz CMOS LNA in both the “high
performance” (a,b) and “low power” (c,d) modes. Noise figure calculations are based
upon BSIM3v3 circuit models which have not implemented induced gate noise.
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the highest (drain) impedance an on-chip inductance can buy and a bias current that is
higher by nearly a factor of two—a testament to the higher transconductance of bipolar

3 With a 50Q source resistance, the noise figure at 5.8 GHz comes in at a

transistors.
shade over 4dB, a number which is expected to be approximately correct—despite the
absence of induced gate noise—as per the comparison in Section 5.2.1. While the CMOS
LNA began with a 1dB poorer NF;, for the intrinsic device, another sizable portion of
the 1.7dB increase over the noise figure of the bipolar design occurs from the higher loss
associated with the larger total inductance needed to realize an input match (2.8nH for
Lo+Lg versus 1.2nH for Ly+L E).54’55 From this it may be concluded that if power con-
sumption were not a consideration, the noise figure would improve on two fronts: the
larger transistor width would provide a I’y closer to the 50€2 source resistance, and
would also necessitate less inductance to achieve an impedance-matched input. Of course,
power is a concern, which is why a SmW setting has also been characterized. In reducing
the bias current by a factor of three, the gain would not be expected to fall too dramatically
since—at best—g, o< 11)/2 ; as seen in the plots of gain, simulations predict a drop of about
2.5dB. Noise figure creeps up by about 0.75dB when the bias current is reduced to
1.67mA, although the actual number may be another 0.5dB (or so) higher considering that

the induced gate noise has been neglected.

As the only device impedance that undergoes much of a change over bias (i.e. the
output resistance) is effectively washed out by inductor loss, little is affected in the return
losses and isolation as the bias current is adjusted—a fact borne out in comparing parts (b)
and (d) of Figure 5-16. Furthermore, all three measures should be similar to that obtained
with the bipolar design, albeit each for different reasons. Isolation largely rests with the
feedback capacitance and, as noted earlier, the gate-drain capacitance in an RF-sized
CMOS device is about the same as the base-collector capacitance expected in a bipolar
transistor. The transformation ratio, and hence the Q, of the output matching network for
each amplifier is predominantly set by the inductor loss, and the same spiral inductor has

been used in both designs. On the input side, were the matching inductances lossless, the

52 Resistance in the gate terminal, as described by Equation 5.8, is added extrinsically.

33 Recalling from Figure 5-6, it is worth noting again that the parallel stage design employed to
provide an input impedance match at two bias current levels cost the bipolar implementation
about 4.5dB in available gain.

3+ Inductor quality factors in the high teens (at 5.8 GHz) are being assumed in this design as well.

33 The lower gain available from the CMOS transistors compared to the bipolar devices also takes
a bite, increasing the noise penalty associated with adding the cascode. Contrary to what is
sometimes written, the noise of the cascode is reduced by G, of the input transistor; however, the
noise of the cascode device is generally magnified by the high (and highly non-optimal) source
impedance it sees from the lower device.
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CMOS LNA would have a higher Q impedance match due to Cgg of the input device
being smaller than the corresponding C, term in the bipolar implementation. With on-
chip spirals, however, the loss in the inductors tends to scale faster than the inductance,
and the higher loss experienced in the CMOS design acts to widen its input bandwidth.
Regardless, if the numbers seen in these simulations are any indication, a 5.8 GHz LNA in
a 0.5um CMOS technology appears quite usable for the types of wideband wireless

applications being considered throughout this work.

5.2.4 Lavout Design of the 5.8GHz CMQOS LNA

Although a number of different technology-based limitations have been encoun-
tered along the way, the approach to designing an LNA in CMOS has mirrored the
switched-stage effort in many ways. The layout of the IC is no exception; designated
CMLNA-CM (the suffix indicates CMOS), the die photo that appears in Figure 5-17 illus-
trates the striking resemblance. As the input impedance characteristics of MOSFETS have
lent themselves to a single stage amplifier, there are two fewer inductors and a correspond-
ingly smaller 1.03mm by 0.96mm die area.>® Residing on the left side is the RF input
while the output is taken from the right, both of which make use of RF-shielded GSG pads
and on-chip 50Q microstrip traces leading to and from the amplifier. Noting the 4-turn
spiral—in place of the 1.5-turn Lg—encountered immediately after the input pads, the
larger matching inductance needed for L is clearly evident. In helping to reduce cou-
pling into the substrate, each of the inductors—as well as the poly resistors and MIM
capacitors—is formed over a grid of the deep trench isolation pockets available in this
technology.

Looming along the bottom of the photo is a set of pads that allows the chip to be
powered from the same 4 power, 3 ground, bypassed supply probe which will be used for
the switched-stage LNA. The far left and far right pads in this row furnish the supply volt-
age, where the pin farthest to the right provides a separate connection for the biasing cir-
cuitry. Adjacent to this pin is the bias_adj control, leaving the extra pad—freed by not
needing a separate mode select input—to be used as an off chip connection to the gate
voltage of the p-channel current mirror. Should the start-up circuit fail to initialize the
regenerative bias cell, this pin can be stimulated as an alternative means of escaping the
zero condition. The bias circuit itself is quite compact, fitting entirely inside a 170um by

100um rectangle. Finally, protection from ESD transients is included in the same manner

36 For the curious: yes, this die photo is shown (approximately) to scale relative to the switched-
stage LNA.
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Figure 5-17. Die photo of 5.8 GHz CMOS LNA IC (CMLNA-CM).

prescribed for the bipolar design, with extended drain MOSFETS placed between the sup-
plies and ground and double diode clamps on the analog input.

Looking back, this LNA design began with a CMOS transistor having a Gp,, of
10.6dB and a 50Q noise figure of 2.7dB within its reach, then finished with 10dB of gain

d.>7 At least in terms of noise,

and a noise figure anticipated to be in the 4dB neighborhoo
this would seem to suggest that the CMOS technology has been burdened to a greater
extent (than the bipolar) in supporting the requisite degree of return loss at the input and
output along with reasonable amounts of gain and isolation. The 1.3dB difference
between the “starting” and “ending” noise figures for the CMOS design is the “reality
tax”; in comparison, the bipolar version finished within 0.8dB of the intrinsic device
NF, ;- Hence, the additions required to turn a raw device into a useful LNA have seemed
to exacerbate the noise disparity between the two device technologies. While this conclu-
sion has been based on the most complete information available at the time of the design,
the question of salience for the design of wireless systems is: “Given bipolar and CMOS
technologies at the same lithographic node and providing the same accompaniment of pas-

sive devices, what is the real difference in performance?” The answer comes next.

37 The achievable noise figure of 2.7dB is derived from the “linear mental construct™ described in
Section 5.2.1. The y-offset in this construct is the 2.5dB NF;, calculated from the BSIM
model and shown in Figure 5-13; the slope portion is the 0.2dB penalty for failing to provide an
optimum noise match.
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5.3 Measured Results for the 5.8 GHz LNAs

Two 5.8GHz LNA designs have been completed, one entirely in CMOS and the
other relying upon bipolar transistors. Both designs provide fully-integrated 50£2 in, 50€2
out solutions with on-chip biasing and a means of saving power when reduced sensitivity
is permissible. To provide the most direct comparison possible, the designs have been fab-
ricated together, sitting beside one another on a set of wafers produced in a 0.5um
BiCMOS technology. All characterization has been performed on wafer using an ATN
noise measurement system in conjunction with an HP8510 network analyzer, Cascade
Microtech AirCoplanar® GSG probes, and a DC probe card with 100pF bypass capacitors
located at each of the four power pins. With the RF pads having been incorporated into
the on-chip matching networks, no deembedding is performed on the measured data—the
measurement system is simply calibrated to the probe tips using an impedance standard
substrate. The setup from ATN also includes an HP8970B noise figure meter and an auto-
mated tuner along with a set of isolators mounted at the probes to provide accurate S0

noise figure, minimum noise figure, and I“Opt measurements.

First to come under the microscope is the switched-stage version, for which the
noise figure and gain are reported in Figure 5-18. Both stages prove operational;58 the
high performance mode dissipates 8mW when provided a 3V supply, and switching to the
low power setting reduces the power by a factor of four. Moving beyond these functional-
ity checks, the first observation from the RF measurements finds the (high performance)
noise figure and gain characteristics centered around 5.1 GHz—about 12% lower than
intended. As the former is tuned by the input match and the latter more predominantly
located by the output matching network, these two measures align by virtue of tracking
among the spiral inductors.”® If the models used for representing the inductors have

missed, it may be presumed from the data that they have missed in a consistent fashion.

Also falling somewhat short of expectations is the noise figure, coming in at 3.6dB
in the high performance state and 10.4dB when the low power stage is selected. The dis-
parity between these numbers and the corresponding simulation values cannot be pinned
completely on impedance mismatches however, as the minimum noise figure determined

for each mode is also appreciably elevated—by 1.1dB and nearly 4dB, respectively, in the

58 About this point, the reader may have mixed feelings. This chapter would have been much
shorter had this not been the case.

39 The various transistor and MIM capacitances also play a key role in amplifier tuning. In general,
however, these components cannot be expected to track across processing variations. Hence, if
the input and output impedances are aligned in frequency, the more likely scenario is that the
devices on this process run met nominal expectations.

139



Chapter 5: An Exercise in Designing Low-Noise Amplifiers

Low power mode
(2mW at 3V)

Noise figure (dB)
~

6_ .......................................................................................... -
5> ..................... R LR R R R R TR TR -
: . oNFso ‘
Mg g Fooo20 o o 3 High perf. mode
;Fﬁjiﬁ‘ o oo v — 8mWat3V)
NFpyip : |
% 45 5 55 6
Frequency (GHz)
(@)
1 High perf. mode
(8mW at 3V)
3
£
3 : : :
O Opm—=mmoo- G L === =-7=F Low power mode
b e T ] CmWat3V)
s ?
. s URRUPR = s 21 ....................... ................... J
_gF ]
_8 i : ;
4 45 5 55 6
Frequency (GHz)
(b)

Figure 5-18. Measured noise figure (a) and gain (b) of the 5.8 GHz switched-stage
bipolar LNA in both the high performance and low power modes. Note the shift in
the center frequency of the LNA pass band.

8mW and 2mW settings. In fact, that the 50€ noise figure (for the high sensitivity stage)
comes within 0.2dB of NF;, suggests that the optimal noise match is not too far removed
from the 502 presented by the RF source. Similar trends are observed in the gain charac-
teristics, where the insertion gain peaks at 10dB for the higher gain mode and -0.5dB for

the lower. Likewise, the output match is not solely to blame as s,; in both modes
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approaches to within 1dB of the available gain measured for the LNA. The G, numbers
here, and as shown throughout this section, have been quantified with the source reflection
coefficient set to (the measured) I'gp.

Further insight into the frequency response of the amplifier can be found in the
s-parameter data of Figure 5-19. As seen in part (d) of this figure, the gain characteristics
just described mirror the output impedances as reflected in the return loss measurements;
the peak in gain is reached at the point where the impedance converges most closely to

resonance. The distinction in the depths to which the |s22| curves plunge indicates a dif-
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Figure 5-19. Measured s-parameter data for the 5.8 GHz switched-stage LNA;
the input return loss (a), gain (b), isolation (c), and output return loss (d) are
shown. Solid traces indicate the “default” bias conditions for operation at 3 V.
Measurements are also provided in the high performance mode for supply
voltages of 2V (0°), 2.5V (*x’), and 4V (‘#’).
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ference in the effective output resistance between the modes, suggesting that some cancel-
lation of inductor loss is in fact occurring in the high performance state.’® On the input
side, return loss is better than 12dB across the 4-6 GHz span when the common-base input
stage is active. The more sharply-tuned common-emitter input exhibits its best match near
the 6GHz frequency anticipated in the design, although an additional loss mechanism
seems to be prevailing for frequencies below 5GHz. That the best noise figure and input
match do not arrive at the same frequency had been foreseen during the design and results
from correlation between the equivalent input voltage and current noise sources. The
remaining s-parameter metric is isolation, and the switched-stage LNA provides more
than 20dB in both modes. The proximity of the s;, measurements to the simulations—
which had only accounted for transistor-related coupling paths—can be taken as a vote of
confidence that the amplifier is not being limited by pad-to-pad or inductor-to-inductor
mechanisms. Also noteworthy in the isolation behavior is the disparity witnessed between
the two modes; as the two stages should be comparable from the transistor perspective, the
fact that the reverse gain is significantly smaller in the low power mode lends further cre-

dence to the notion of there being more loss in this path.

Finally, measurements are shown for the high performance mode of the LNA oper-
ating under a number of different supply voltages. A slight shift in frequency is evident in
the output impedance as the change in voltage is impressed across the junctions to either
side of the collector region in each cascode transistor. The input return loss moves around
by a decibel or two due to the finite supply rejection in bias circuit, but only seems to show
improvement relative to the 3V case. Then there is the available gain; the gain that can be
squeezed from the LNA increases by about 1dB as the supply is hiked from 2V to 4V, an
improvement which can be traced to a deeper depletion of the base-collector capacitance
in the cascode devices. Although the 3V trace appears slightly higher than the numbers at
4V, this is not likely a significant juxtaposition: the 3V data presented is an average across
several measurements while the voltage dependence of the LNA has been characterized

from a single site.

Not too surprisingly, much the same story is told by the CMOS version of the
LNA. Similarly depicted in Figure 5-20, the peak amplifier insertion gain and lowest 50£2
noise figure reading are found at 5.4GHz. Afflicted with a higher than anticipated noise
figure and a lower than expected gain, the high performance setting for the CMOS LNA

60" As discussed in Section 5.1.1, the output resistance of the high performance cascode stage is
designed to be slightly negative. This helps to improve the gain in the face of high inductor
losses.

142



Chapter 5: An Exercise in Designing Low-Noise Amplifiers

Low power mode
(3mW at 3V)

| Mid perf. mode
(6mW at 3V)

Noise figure (dB)

High perf. mode
T (14mW at 3V)

4 45 5
Frequency (GHz)

(a)

1 |High perf. mode
(14mW at 3V)

Mid perf. mode
(6mW at 3V)

Gain (dB)

Low power mode
(3mW at 3V)

i I I

4 45 5 5.5
Frequency (GHz)

(b)

Figure 5-20. Measured noise figure (a) and gain (b) of the 5.8 GHz CMOS LNA at
three bias current levels. Note the change in scales for the noise figure and gain
relative to the switched-stage measurement plots. To improve legibility, G, has

only been shown at the 14mW setting.
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manages a 4.7dB NF and an s5; of 3.3 dB.%! Not helping the gain situation is that the out-
put impedance is evidently mismatched to a greater degree than manifest by the switched-
stage design, a conclusion that follows from having a maximum insertion gain that falls
almost 2dB below G,. The input matching network came closer to the mark, providing a
50€2 noise figure within 0.2dB of NF,;;,. In addition to the 14mW mode, two other bias
levels are illustrated. The RF performance of the CMOS amplifier is observed to degrade
rather gracefully as its bias current is decreased from 4.67 mA to 2mA, at which point sen-
sitivity begins to drop more sharply for further reductions; in light of this behavior, a
“mid-performance” label is associated with the 2mA (6mW) condition and the “low
power” mode is chosen as having 1 mA flowing in the LNA stage. The first factor of two
(actually 2.33) cut from the power consumption is obtained at a modest cost (1dB) in
noise figure and 2.5dB of gain. The next factor of two (lowering the dissipation to 3mW)

leads to a further increase of 1.5dB in the noise figure and another 3dB of gain being lost.

The same three bias levels are represented in the s-parameter measurements shown
in Figure 5-21. Remarkable for their austerity, the plots for input return loss, output return
loss, and isolation illustrate that the properties of the CMOS LNA—save for gain and
noise figure—are virtually unchanged as the bias current is adjusted over its useful range.
Consistent with being low Q, the impedance match realized at the input is rather wide if
not terribly deep; while the return loss only reaches 10dB at 6 GHz, the 3dB bandwidth
(assuming a symmetric response) is apparently 2GHz. Also on the low side is the return
loss at the output, which never quite exceeds 6dB. A poor match here had previously been
surmised in comparing the insertion and available gains of the LNA, and suggests that the
output resistance of the CMOS cascodc stage is not as high as had been forecast by the
BSIM models.

But rather than trying to guess from magnitude plots, a greater level of insight can
be gleaned from looking at the complex impedance data when presented on a Smith
chart.9? In this spirit, the input, output, and optimum noise impedances are shown below
in Figure 5-22 for the high performance mode of both LNA designs. Adhering to the
usual reference directions, sy, and sy, progress in clockwise directions with increasing fre-
quency; by convention, I, refers to the reflection coefficient that should be presented by

the source to minimize the amplifier noise, and thus increasing frequencies carry it

1 Though designed to provide 5mA, grounding the bias_adj pin actually yielded a slightly smaller
than nominal 4.67 mA bias current in the LNA, resulting in a dissipation of 14mW at 3V.

62 To borrow a quote which has been attributed to Yogi Berra, “One can see a lot just by looking.”
Yogi was probably not talking about Smith charts.
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Figure 5-21. Measured s-parameter data for the 5.8 GHz CMOS LNA; the
input return loss (a), gain (b), isolation (c¢), and output return loss (d) are
shown. Solid traces indicate the “high performance” bias condition (4.67mA)
for operation at 3V. Measurements are also provided as the bias current is
reduced to 2mA (‘o’) and 1 mA (‘a’) with the 3V supply.

counter-clockwise instead. The first observation in the data, pertaining to the output
impedances, is that both amplifiers clearly remain in the capacitive half of the chart. For
the bipolar version, s, strikes an arc of a fairly large radius—a picture consistent with the
high output impedance of the cascode together with the spiral inductor. However, as the
frequency increases from 4GHz to 6 GHz, the radius decreases steadily as the loss mounts;
the impedance never reaches the real axis (i.e. resonance) as more loss is evident in the
characteristic than had been predicted. One thought behind the increased loss might be

the pads, but measurements of an on-wafer open structure reveal that the RF-shielded pads
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Switched-stage IL.NA CMOS LNA

1 1

Figure 5-22. Measured input impedance (sy), output impedance (s,,) and
optimum noise impedance (I'y,) for the 5.8 GHz switched-stage (a) and
CMOS (b) LNAs. Arrows indicate the direction of increasing frequency.

consist of only 47fF of capacitance to a ground plane with 25Q of resistance. Although
this is slightly higher on both counts than the model used for the purposes of design, the
pad still represents an inconsequential degree of loading.63 By way of ruling out other
possible culprits, wafer kerf data from the process run indicate that the MIM capacitors
used in the output matching network are very close to their nominal values, and that the
parameters of the NPNs are well within specified limits. Thus, with nowhere else to turn,

the finger of blame points squarely at the inductor.

To quantify the differences being seen, a lumped element model for the 2.7nH out-
put matching inductor can be fit to the s,, measurements. For the purposes of this param-
eter extraction, the output impedance of the cascode stage is again represented by the
parallel RC network illustrated in Figure 5-2, hence foisting the difference in its entirety
onto the inductor. Even with this assumption in hand, there are still more degrees of free-
dom in the model than can be resolved from the frequency range for which there is avail-
able data. This, however, does not prove to be an impediment; irrespective of how the
fitting process partitions the loss between the winding and the substrate, the amount of

loss being incorporated into the model—and hence the extracted quality factor—is the

63 The pad capacitance is included output matching network and thus the increase does affect the
impedance transformation ratio slightly.
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same. Whereas the Q expected of this inductor had been 17, the answer returned by the fit
is a considerably lower 5.4 at the same 5.8 GHz.%* Fixing the series resistance term in the
model at the FastHenry-computed value, the capacitive loading that shunts the inductor is
determined to be twice that inferred from the scalable modeling approach discussed in
Chapter 2.9 The extra loading also substantially elevates the substrate loss and thus acts

to lower the gain as well as the center frequency of the amplifier.

In comparison, the output reflection coefficient of the CMOS LNA—which uses
the same inductor—displays a much tighter radius. The high degree of curvature signals
the presence of a lower Q matching network, where the lower Q follows from the smaller
output impedance exuded by the CMOS cascode stage. In fact, repeating the procedure of
fitting the inductor parameters to the sy, measurements establishes that the impedance at
the drain node of the CMOS amplifier is not even living up to the predictions of the BSIM
transistor models provided for this technology. Somewhat artificially forcing the inductor
model to accommodate the measured data, a quality factor in the mid-threes is seen rather
than the mid-fives as determined from the switched-stage LNA. From this observation it
is reasonably safe to assume that the CMOS transistor models have overestimated the out-
put impedance of the cascode, explaining why the return loss and gain characteristics of
the CMOS LNA have fallen even farther short of expectations than was seen with the

bipolar implementation.66

Conversely, the input matching network for both amplifiers consists of a series res-
onant circuit, for which the trace should appear in the Smith chart along a circle of con-
stant resistance. However, owing to the finite level of isolation between the input and
output ports, the impedance at the output can be “felt” at the input.67 Interaction of this
nature is particularly noticeable in the bipolar LNA, where the output network lends a par-

allel resonance curvature to the input impedance. For the CMOS design, possessing a

4 This number is further corroborated by the on-wafer characterization of one of the spiral induc-
tors used in the VCO designs presented in the next chapter.
The oxide capacitance in the extracted model is 50% higher than that calculated from the scal-
able model, a difference that is further magnified by a factor of four reduction in the substrate
resistance.
Despite the relatively mild appearance to the decrease in the quality factor assigned to the induc-
tor in this experiment, the drop from 5.4 to 3.4 actually suggests that the output resistance has
been substantially overestimated. Even with a comparatively small loss in the inductor—as with
the originally expected Q of 17, the transistor stage was expected to play only a small role in the
effective output resistance at the drain node. Further increasing the inductor loss (e.g., a Q of
5.4) should have rendered the cascode output resistance inconsequential. As the data illustrate,
however, the transistors are clearly having a noteworthy effect.
%7 The reverse case is also true, but the relatively low quality factor of the input matching network
does not sway the output impedance as prominently.

65

66
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lower Q load and an extra 6dB of isolation, the s;; curve hews more closely to the classi-
cal contour of a series resonator. But regardless of the shape, it is immediately evident that
both LNAs have fallen well short of having 50€2 input resistances. There is not much
room for confusion about where the responsibility lies for this one, as the real component
of the input impedance is the sole province of the degeneration inductances. Both amplifi-
ers present resistances in the 20-25€2 range, meaning that the actual inductive impedance
delivered by the inductors Lg and Lg is a factor of two to two and a half less than expected.
Judging from the parameters extracted from the s,, data, the most likely scenario is that
the degeneration inductors are similarly being shunted by more substrate capacitance than
had been tendered by the prognostications of the scalable model. In further noting that
imaginary components of sy and [, are about right—for both designs, it may even be
feasible that the extra capacitance in the spirals is proportionately compensating to keep

the series resonant frequency of the input circuit approximately as intended.

Finally, the fact that the dashed lines for I’y are both found outside of the 50£
circle is deserving of a few words. This comes as something of a surprise for the CMOS
LNA in particular, with which it had been believed that even a 50Q R Somt would be out of
reach due to a prohibitively high power consumption. Blame cannot rest solely with the
inductors however; while increased capacitive loading at the base or gate of the input tran-
sistor would act to lower the optimum source resistance, the heightened resistive loss in
the spirals would tend to counteract this trend. In the bipolar design, it also is entirely pos-
sible that the 15% by which the emitter area of the input transistor had been increased to
compensate for exogenous thermal noise sources has overshot the target.68 For the CMOS
implementation, where the power constraint kept the expected R Sone well above 50Q), the
much lower measured value is more likely a sign that the long channel approximation is
failing to accurately predict the drain and induced gate noise currents—even in these
0.5um devices. With the n-channel transistors comprising the LNA having an f7 in the
15GHz range (for the high performance mode), the contribution of both current noise
sources is magnified as the small-signal current gain in the RF pass band is only three.®
Unfortunately, the extraction of the excess noise parameters in short channel devices is a
very difficult procedure, often leaving guesswork as the only viable route for the purposes

of designing low noise stages.

8 The RF input to the switched-stage LNA touches four spiral inductors, each of which contribute
thermal noise to the equivalent input noise voltage of the amplifier. In the first iteration of the
design (Figure 5-1), the common-emitter device size was set at 6 x 0.5um x 9.2um, an area
which included an 8 % hike to compensate for inductor loss. Once the second (parallel) stage
was added, the emitter area increased again, finishing at 6 x 0.5um x 9.8 um.
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However indirectly, the analysis of the impedance measurements has provided
some clues as to the whereabouts of the absent gain and the origin of the higher noise in
the LNAs. It would appear the that drop in inductor quality factor—from numbers in the
high teens to something more along the lines of 5-6—has cost each LNA about 1dB in
noise figure and a few decibels of gain. Impedances mismatches at the input have taxed
the noise figure another 0.2dB in the high performance modes, and shortfalls of 1-2dB in
the insertion gain might be chalked up to imperfect output transformations. But in spite of
the issues with the scalable inductor models, inductor Qs that are merely average, and
operating the 0.5um transistors to within a factor of 3 to 4 of their unity current-gain fre-
quencies, the LNAs emerged reasonably well. If nothing else, the designs provide an
excellent bipolar versus CMOS comparison in that they operate under the same set of con-
ditions, limitations, and design constraints; the only distinction being that the slightly
poorer output match of the CMOS version perhaps cost an additional 1dB of insertion
gain. For convenience, a summary of the measured performance is tabulated below.

Table 5.1: Performance Summary for the C-band Monolithic Low Noise Amplifiers

Bipolar CMOS
Power dissipation @ 3V E§mW 2mW 14mW 6mW 3mW
Noise figure 3.6dB 10.4dB 4.7dB 5.7dB 7.2dB
Peak insertion gain 10dB -0.5dB 3.3dB 0.8dB -2.3dB
Input return loss >8dB, ) >12dB, >8dB (all mcldes),
5.5-6GHz 4-6GHz 5.2-6GHz
cupnrriss B 6 SR e
Isolation >20dB, >27dB, >27dB (all modes),
4-6GHz 4-6GHz 4-6GHz

Inductor quality factors are in the range of 5 to 6 (at 5.8 GHz)

*Measurement data is only available for frequencies up to 6GHz

% This points out a rather important distinction between the sources of noise in CMOS and bipolar
devices as the design frequencies begin to push technological limits. Base current shot noise in
bipolar transistors does not appreciably increase with frequency, whereas the equivalent induced
gate current noise source representation in a MOSFET does increase. Alternatively, the appear-
ance of base shot noise in the output current of a bipolar transistor has a spectral shape that mir-
rors the current gain—declining for higher frequencies. In a MOSFET, the output spectral
density due to induced gate noise is white.
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5.4 Lessons in Low Noise: The Sequel

What began as an “exercise” in designing LNAs has turned into a marathon.”®

Device-level technology considerations have been interpreted and applied to two amplifier
designs, both of which seek to address some of the more salient features needed for
enabling portability through high data rate wireless networks. The focus throughout has
been upon comparing CMOS and bipolar technologies for their suitability in RF applica-
tions where sensitivity and power considerations push physical device limitations, and to
illustrate how intrinsic device measures such as minimum noise figure and maximum
available gain translate into “real-world” LNA performance. Although the models of
small-signal behavior in field-effect and bipolar transistors are essentially the same, differ-
ences in the values and dependencies of the device parameters can lead to significant
departures in the limitations that result. While the basic approach to thinking about noise,
impedances, and designing low-noise amplifiers remains the same, finding and extracting
the optimal performance afforded by each technology is more involved than simply substi-

tuting one device for another within a circuit.”!

When this exercise began, one may have wondered whether the challenges of con-
structing a usable LNA might wash out the importance of the intrinsic device noise figure.
From the examples developed here, this does not seem to be the case. The initial disparity
in the minimum achievable noise figure between the 0.5um CMOS and bipolar technolo-
gies was maintained, and possibly even exacerbated, as the design progressed from a bare
transistor to a finished amplifier. Given the same load inductor and though consuming
nearly twice the power, the noise figure of the CMOS LNA still came in 1.1dB higher, and
provided a gain that was 6dB lower, than its bipolar counterpart. Expounding from both
simulations and measurements, the gap observed in sensitivity and power appears to hold
regardless of whether the available inductors are very good (e.g., a Q of 18 at 5.8GHz) or
merely average (e.g., a Q of 6).

Turning the tables for a moment, a CMOS technology may seem to offer a couple
of advantages for the LNA in a wideband wireless receiver. First, the gate of a MOSFET
provides an open circuit in the DC bias path, easing concerns about the trade-off between
noise and linearity in choosing the bias coupling impedance. Another virtue is that the ter-

minal impedances hardly change with bias current, enabling a far greater degree of flexi-

70 Of course, all of the footnotes have not helped the situation.

7! The considerations that lead to choices in circuit topology and device operating points may
change as technologies evolve. This is as true within a given device style as it is between FET
and bipolar processes.
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bility in adapting to real-time conditions. The only properties of the CMOS LNA in which
any change was elicited were the gain and noise figure, an ideal situation for adaptively
trading performance for reduced power consumption within the receiver. These advan-
tages can be replicated, however, where the implementation of a switched current source
biasing technique has been shown to furnish similar functionality in a bipolar design while

still delivering better RF performance.72

Despite all of the attention being garnered by the transistors, the passive devices
play an equally prominent role in the capabilities of an LNA. Improving the inductors
from the average (the extracted Qs of 5 to 6) to the sublime (the Qs of 17 to 19 expected
from the scalable models) projects to lower the noise figure of these designs by approxi-
mately 1dB, a number on the same order as the difference between the CMOS and bipolar
versions of the LNA. Perhaps of comparable importance to lessening the loss in the
inductors is to facilitate their optimization for each intended application through mod-
eling. Unfortunately, the analytical approach discussed in Chapter 2 has not yielded the
level of accuracy required for a first-pass success. Having a large enough set of well-
characterized spirals to allow a robust interpolation of inductor parameters based on geo-
metric dependencies may help with this approach. The other option is to use a numerical

electromagnetic field solver for each inductive structure being employed.

But even without accurate models, knowledge of the actual loss may have led to
rethinking the inclusion of some of the inductors in the designs. In particular, the input
matching inductor for the common-base stage (Lg,) may have hurt more than it helped.
The substrate parasitics of Ly, (and also of L) provide a path by which signal power can
be siphoned away even when the common-base transistor is off, in turn hindering the noise
figure and gain of the high performance mode. It is at least mildly feasible that the input
return loss of the low power stage could be made to suffice without this matching element.
Another interesting alternative would be to explore the performance that could be
achieved when a common-emitter input transistor is sized to yield an input resistance of
50Q—without adding emitter degeneration inductance. Skipping the emitter inductor
would forego an optimum noise match, but the resulting higher gain and lower loss might

more than make up for the higher R, 73

nL

72 Nothing is free however; the implementation in the bipolar technology occupied an appreciably
larger die area.

73 While on the topic of pondering alternatives, it may be interesting to reconsider one of the con-
straints assumed for the switched-stage LNA design. The use of an RF switch was specifically
avoided in the signal path due to the loss that would be incurred. Whether the inductors, with Qs
of 5, might be exhibiting more loss than an RF switch used to decouple the two stages remains
an interesting question.
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Several other assumptions made during the design process are also worth revis-
iting. Among them, it had been believed that the output resistance from the cascode tran-
sistor stages would be high enough to be brushed aside by the equivalent parallel
resistance afflicted upon the load inductor by loss elements within it. The picture of s, in
Figure 5-22, however, tells a different story. For the CMOS LNA, the lower output imped-
ance may have as much to do with drain-substrate parasitics as with channel length modu-
lation, although differences in the output resistance between the stages of the bipolar
amplifier were also noted. Invoking some negative resistance to counter inductor loss in
the load has evidently proven beneficial. Also deserving of a second look is the guess
made during the design that a baseline for the noise manifest by MOSFETs could be
established at high bias currents using the BSIM3v3 transistor models, and then adjusted
for the effects of induced gate noise using the analytical work proposed by Shaeffer and
Lee [76]. From examining the measured data, and after allowing for the higher than
expected inductor loss, the best estimate is that the transistor noise figure is somewhere
between the predictions offered by the two models. Modeling CMOS devices for RF
applications 1s currently an active area of research [78], and is one that merits continued
attention. Finally, the indications that an optimum noise match between a MOSFET and a
50Q source resistance could not be achieved proved to be inaccurate (even for reasonable
power consumption levels). Granted, this is one data point coming from a 0.5 um technol-
ogy, and the direction in which optimum source impedances will move with scaling is not
clear. The noise power associated with drain and induced gate noise currents does appear
to be increasing with smaller feature sizes. However, rising correlation between the two
and the higher f of scaled devices will both act to reduce the equivalent input noise cur-
rent. Somewhere in the balance between these trends—along with the degree to which the

terminal resistances can scale—an answer might be found.

So, is CMOS a viable alternative for LNAs? Sure. Will it ever “catch up” to bipo-
lar devices for low noise, low power applications? Unless the lithographic dimensions
applied to the bipolar processes lag cantankerously, there is no indication that it will. As
the transistor unity current gain frequencies become ever higher, terminal parasitics play
an increasingly important role. Whereas the gate resistance of field-effect devices tends to
suffer with finer geometries, the base resistance in bipolar transistors improves. While the
latter might more quickly become limited by contact resistivities, so to will the extrinsic
source resistance in FETs [79]. Furthermore, the landscape of noise in CMOS transistors
may begin to change as gate lengths reach 100nm. In particular, tunneling through the

thin gate oxides will add a shot noise component to the gate current. As tunneling will
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increase with Vg, an optimum current density associated with the minimize noise will
result, adding one more constraint to the design of CMOS LNAs.” Conversely, the
absence of new noise sources and excess noise factors has made bipolar transistors seem

almost bland in comparison. But when it comes to noise, less is definitely more.

74 Actually, there is an already an optimum current density that minimizes the noise in FETs, even
before considering tunneling current. For a MOSFET (without gate current), the optimum cur-
rent density is that which maximizes the transistor f1. When power is constrained, however, a
lower noise solution may be reaching by operating a larger device at a sub-optimal bias current.
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Chapter 6

An Experiment with Voltage-Controlled Oscillators

Be it for frequency conversion, synthesizers, or modulators, oscillators put the
radio frequencies in radios. As the components which generate the carrier frequency
needed for efficient transmission of information over a wireless link, oscillators are practi-
cally synonymous with RF and microwave. For RF applications, the preferred implemen-
tations rely upon resonators—within which the energy storage characteristics determine
the frequency of oscillation and lead to lower noise operation than can be achieved with
relaxation-based timing circuits. Most incarnations employ an electronically tunable reso-
nant structure so that the oscillator can be made to track an input or reference signal by
controlling it through a phase-locked loop. A varactor is typically used as a tunable reac-

tance in the tank, giving rise to the commonly found voltage-controlled oscillator (VCO).

Basic theories regarding the processes that govern behavior in resonant oscillators
are well established, and concepts for analyzing the stability of an oscillatory circuit can
be traced back to the 1960s in a treatment by Kurokawa [271.1 Beyond the frequency of
oscillation, perhaps the most salient characteristic of an oscillator is its phase noise, which
describes the spectrum of the noise that results from perturbations in the phase of the car-
rier signal. A method of calculating phase noise based on a linear time-variant (LTV)
model was presented in Chapter 3 as a framework for thinking about device limitations
within the context of oscillators. An experiment in applying this framework and exam-
ining the ramifications of the LTV model for technology development is described in this
chapter through the design and measurement of a set of four 5.8 GHz VCOs. Each of the
designs incorporate biasing and buffering circuits on chip, and are constructed to allow an
exploration into the extent to which the performance of the oscillator might be dynami-

cally traded for reduced power consumption in a portable, wireless application.

! Kurokawa demonstrated that the oscillation amplitude-dependent characteristics of the negative

resistance being used to supply energy to the resonant tank need to be matched to the form of the

resonance. A more recent review of oscillator theory including Kurokawa’s model appeared in
[80].
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6.1 A Family of Bipolar 5.8 GHz VCOs

Whether the medium is discrete or integrated, the Colpitts class of resonant oscilla-
tors has seen its share of the spotlight from RF applications. While the topology can take
a number of forms, the defining characteristic of a Colpitts oscillator is a capacitive
voltage-divider that provides positive feedback around an active gain element. The feed-
back capacitors can also be employed as the electric energy storage elements in the reso-
nant tank, affording an economy of devices that is difficult to surpass. Fortunately, the
economy stops with the device count, as Colpitts circuits have empirically been recog-
nized as offering excellent phase noise pf:rformanc:e.2 Featured in Chapter 3 as an LTV
modeling example, the same common-base incarnation of a Colpitts oscillator reappears
in Figure 6-1. This configuration possesses a number of attributes that are desirable in the
realization of a low power, integrated VCO [81]. Among them, the frequency of oscil-
lation is set by the parallel resonance at the collector node, delivering reliably predictable
operation while maximizing the headroom allotted for signal swing across the tank cir-
cuit.> Another useful benefit is a separation of the bias node from the signal path, elimi-
nating any bias coupling concerns that could otherwise require the addition of ungainly

resistors or RF choke inductors.*

The one possible drawback to this topology might be
supply rejection; low frequency ripple in the supply voltage falls directly onto the cathode
of the varactor, potentially effecting an undesired modulation of the carrier. However, it
need not fall across the varactor. By referencing the oscillator tuning voltage (shown in
the schematic as an RF ground) to supply, much of the sensitivity in the oscillation fre-

quency to supply variations can be cancelled.

In designing with a Colpitts circuit, the ratio of the capacitors and the total capaci-
tance in the feedback network are degrees of freedom which can be exploited for the pur-
poses of noise reduction. The series combination of C; and C, conjoins with the inductor

and varactor to set the resonant frequency, establishing a constraint on the product of the

2 The reasons behind the prowess of the Colpitts topology were not well understood until linear
time-variant (LTV) models were deployed as a means of studying oscillators. As recognized by
Hajimiri and Lee [38] and discussed in Chapter 3, the discontinuous conduction of the transistor
is timed via the feedback network such that current is only supplied to the resonator during a
portion of the period when the oscillator phase is not easily perturbed.
Oscillators can exhibit a variety of unintended behaviors, many of which can be traced to para-
sitic resonances and feedback paths that compete with the intended mechanism of oscillation.
Fairly routine design practices can usually stifle these paths around the common-base topology
drawn in Figure 6-1, although the challenge becomes more severe at higher microwave frequen-
cies where the feedback capacitances may be swamped out by transistor parasitics.
4 Albeit in different ways, the same issues of linearity, noise, and loss discussed for LNAs
(Section 5.1.3) can surface in oscillators.
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VBASE

Figure 6-1. A common-base Colpitts-style oscillator circuit.

(total) capacitance and the inductance as LC =1/ (1)3. Several approaches have been pro-
posed for partitioning the resonant energy storage into inductive and capacitive compo-
nents, each involving the maximization of some metric, such as: the characteristic
impedance of the tank, the loaded Q of the tank, or the LQ product for the inductor.” Prag-
matically however, at microwave frequencies, there is precious little room to move with
the inductor value, nor much to be won by doing so. For reliable operation, the capaci-
tance of the feedback network should be made large enough relative to the transistor
capacitances such that it remains the prevalent signal coupling path in the oscillator—
placing an effective upper bound on the inductance of around 1nH at 5.8GHz. Con-
versely, inductances smaller than a few tenths of a nanohenry are difficult to efficiently

realize on chip, leading to the selection of 0.6nH for use in this design.

The other degree of freedom—the ratio of the feedback capacitors—can be used to
balance between two competing effects. Applying a large feedback fraction (i.e. C; » C,)
increases the voltage swing at the emitter, thereby narrowing the conduction angle of the
transistor and hence the interval over which it contributes shot noise. Unfortunately, as the

passive feedback network works in both directions, a higher “turns ratio” in the capacitive

> Ina simple parallel RLC model for the resonator, the equivalent resistance representing the loss
due to a finite Q is determined as R EQ= QZ,; maximizing the characteristic impedance of the
tank translates into choosing the largest feasible inductance. Obtaining the highest possible
loaded Q for the resonator is just a more involved version of this criterion where the terminal
resistances and capacitances of the transistor are also included in the analysis. Maximizing the
LQ product results from optimizing across a number of oscillator variables, and was proposed
by Ham and Hajimiri [82].
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impedance transformer (i.e. a small feedback fraction) is needed to protect the resonator
from loading.6 As a general rule, Colpitts oscillators tend to produce the best results when
the voltage division ratio, n = 1 + C,/C/, is in the range of 3 to 5.7 The optimum value
depends on the quality factor of the resonant tank and a number of other factors, but often
lies within a fairly broad minima such that the oscillator phase noise will not change

appreciably over this range.

6.1.1 Transistor Considerations in Oscillators

Having gotten the inductor and capacitors out of the way, emphasis can now shift
to the active portion of the design. Excepting the current source indicated in Figure 6-1,
the common-base Colpitts oscillator relies on but one transistor and thus it had better be
chosen carefully. Before the recent embracing of time-variant modeling approaches,
efforts in oscillator design rested upon an LTI model which recasts the problem as one of
designing a low-noise amplifier with feedback placed around it. In this view, the passive
feedback network regeneratively drives the gain stage to maintain an oscillation, doing so
through an impedance that is scaled by the transformation ratio of the network. For the
common-base implementation being considered here, loss in the resonator results in an
equivalent load resistance across the tank of R, = QZ; this resistance is transformed by
the capacitive divider, in turn driving the input of the common-base transistor through a
resistance R,/ n’. From this vantage point, the oscillator gain stage should be con-
structed as an LNA where the optimum source resistance is designed to be REQ/n2
[29]—a problem solved in the preceding chapter for a 50€2 R S0pt by sizing an NPN transis-
tor with six 0.5um x 8.5um emitters and biasing it at 2.8 mA of collector current.® Using
this device, and assuming an equivalent load resistance of 500€2 for the common-base
stage—after a brief consultation with the scalable inductor models suggests a Q of 20
should be feasible, the optimum 50 source resistance can be obtained for a turns ratio
n = J10. Believing however that this ratio may permit loading to excessively mar the res-
onator Q, a moderately higher divisor is adopted in the design; already having decided
upon an inductance of 0.6nH and leaving aside 0.45pF for the varactor, choosing values of
0.75pF and 2pF for C; and C, (respectively) provides a 5.8 GHz center frequency and a

turns ratio of n = 4.3 %

6 Over the interval during which the transistor is conducting, the small-signal emitter resistance
(1/g,,) of the common-base transistor will also load the resonator.

7 A number of transistor capacitances are paralleled with C, from a small-signal perspective and

add to the effective turns ratio. The most notable addition is C; of the common-base transistor

which is a capacitance typically on the order of C, for gigahertz frequency designs.

This was the geometry initially calculated, prior to the incorporation of loss in the matching

inductances.

8
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As with an LNA, the LTI approach to designing oscillators adjusts the emitter area
of the gain transistor while the bias current density is held fixed at that associated with the
minimum noise figure (NF,,;,) of the device. In so doing, increasing the transistor size
decreases the thermal noise contribution while the shot noise sources become more signif-
icant. Minimum noise occurs when these noise mechanisms contribute equally, a con-
dition that is realized when the ratio of the equivalent voltage noise to the equivalent
current noise (at the input) equals the source resistance.'® In the LTI model, satisfying this
criterion uniquely determines the optimal transistor size. However, when the same design
is subjected to a calculation of phase noise via the LTV model described in Chapter 3, the

view that emerges is decidedly different.

Relative phase noise
contribution (dB/Hz)

Frequency offset from carrier (Hz)

Figure 6-2. Primary contributions to oscillator phase noise from a
transistor sized according to an LTI analysis.

Plotted on a relative scale, the five largest components in the f2 region of the phase
noise spectrum appear in Figure 6-2. It is evident from this listing that—despite the pre-
dictions of the LTT model—thermal noise from the base and emitter resistances remains
the largest factor. As discussed in Chapter 3, the reason that the shot noise sources
become less heavily weighted is due to the time-variant nature of the circuit. Current only
flows in the transistor for the short interval about which the oscillation signal is near its

minimum-—the very moment that the sensitivity of its phase to the shot noise is at a zero

% The turns ratio of 4.3 anticipates an additional 0.5pF of capacitance at the feedback tap from Cj,
and the current source, and yields a lower than optimal 27Q for the source resistance. However,
judging from the LNA measurements in Section 5.3, this impedance should produce a noise fig-
ure within 0.2-0.3dB of the minimum.

10 In what may be beginning to sound like a broken record, this definition of the optimum source
resistance assumes negligible correlation between the equivalent input noise sources.

159



Chapter 6: An Experiment with Voltage-Controlled Oscillators

crossing—and, at all other times, there is no shot noise in the circuit. Conversely, the ter-
minal resistances giving rise to thermal noise are always present. While their effects are
also reduced when the transistor is not providing gain, noise from these sources can still
couple into the resonant tank through the various capacitances (both explicit and parasitic)

in the circuit.

One obvious implication is that the LTI oscillator models do not capture enough
information to properly design the transistor geometries. As this example demonstrates,
phase noise can be lowered by increasing the device size beyond that suggested by the LTI
model. Another misleading conclusion steeped in LTI lore is that the optimum bias cur-
rent for the oscillator is somehow associated with the transistor NF,;,. In fact, the situ-
ation is quite the opposite: the bias current that minimizes the phase noise of an oscillator
actually has very little to do with the transistor, but is rather a function of loss in the reso-
nator and the available headroom for signal swing [82]. Despite all of the apparent com-
plexities within an oscillator, the amplitude of the oscillation remains governed by the
most basic of principles—Ohm’s law.!! Fora parallel resonator, until limitations from the
supply voltage begin to intercede, the oscillation amplitude follows IR, where Rg is
the equivalent load resistance of the resonant tank, and [ is the current flowing in the oscil-
lator. In this current-limited regime, the energy stored in the resonator is proportional to
I* while the shot noise energy in the oscillator increases only by I. For the worst-case
scenario, if shot noise is the primary mechanism disturbing the oscillator phase, then the
phase noise will improve linearly with the bias current.!? This dependency prevails until
the available voltage headroom prevents the amplitude from realizing further increases
with I, at which point the noise performance either flattens out or—if shot noise is the
dominant effect—may actually begin to degrade with higher currents. From this argument
it is seen that the lowest phase noise is extracted from an oscillator when it is biased at the
cusp between the current and voltage-limited modes of operation. Higher bias currents, at
best, are just a waste of power. Similarly, increasing the supply voltage without also
increasing the current will not materially improve the phase noise. The key for realizing
the best trade-off between power consumption and oscillator performance is to adjust both
the bias current and the supply voltage in tandem, a conclusion which will be directly ver-

ified through the measurements presented in Section 6.3.

1 Implicit in this statement is the assumption that the oscillator is not near the hairy edge of start-
up, that the power gain of the transistor is sufficient to cover the losses in the resonator at all of
the bias currents being considered. At lower current densities, the oscillator may be operating in
a region where the transistors are not switching completely.

12 This definitely falls under the category of a plausibility argument, as all of the impulse sensitiv-
ity functions may also change with the bias current.
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The desensitization of the oscillator phase to shot noise also bears consequences
for the evolution of device technologies used for wireless applications. As noted during
the development of the LTV model (Chapter 3), once the transistor fr is already high
enough relative to the frequency of oscillation, further increases in transistor switching
speed will not yield better phase noise performance. As one example stemming from this
observation, increasing the base thickness to reduce base resistance at the expense of a
longer transit time (and a correspondingly lower f1) would be a good device trade-off in
this case for oscillators. A second possibility for consideration is to reduce the collector
doping. This may run counter to the extant dogma of pushing the peak transistor fr, but
will also result in lower base-collector (C) and collector-substrate (C;g) capacitances.
The subsequent improvement in phase noise is two-fold. First, in the realm of microwave
frequencies, Cy, and C;g form an appreciable fraction of the total capacitance in the reso-
nant tank, lowering the overall Q of the resonance compared to what could be achieved
with MIM capacitors. Another subtle—yet important—effect is that C,, provides an ave-
nue by which thermal noise in the base resistance can couple into the resonator even when
the transistor is not conducting. 13 Hence, the second benefit of reducing the base-collector
capacitance is in lessening the sensitivity of the oscillator phase to base resistance noise.
Both the issue of collector capacitance and the distinction between the LTV and LTI mod-
els with regards to transistor sizing are picked up again in the next section, forming the

basis of an experiment with three comparative versions of the same VCO circuit.

6.1.2 A Differential Colpiits Oscillator

Whether driving a balanced mixer, a phase splitter, or a frequency divider, having a
differential oscillator available generally proves adv.’:mtageous.14 A balanced version of
the common-base Colpitts circuit can be obtained by coupling together the emitter nodes
of two stages as shown in Figure 6-3. The coupling capacitor (Cs3) can be considered as
the series combination of the grounded feedback capacitors from each single-ended stage,
wherein an RF ground is located in the middle.'® Each of the feedback capacitors (C 1-C3)

13" Another path for thermal noise to find its way to the resonator while the transistor is switched off
is provided by the base-emitter junction capacitance. In Section 3.3, a non-zero sensitivity to the
terminal resistance thermal noise sources was noted to exist throughout the oscillation period.
The differential architecture does cost a factor of two in power consumption, but yields a much
smaller phase error over the entire tuning range than could be obtained from a single-ended
oscillator and a balun.

An RF ground is only present for the differential mode of oscillation, a point which illustrates
the importance of having C5 be low impedance (relative to transistor and other parasitic capaci-
tances) to prevent a common-mode oscillation from starting. Counting 2Cj , the 0.75pF base-
emitter capacitance in each of Q1-2, plus additional loading by the buffer and the current
sources, the effective turns ratio of the capacitive divider works out to... n =4.3.
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Figure 6-3. The 5.8 GHz bipolar oscillator core.

are MIM devices and comprise an integral portion of the resonant tank. The spiral induc-
tors Lc;-L, and a pair of junction varactors complete the resonator, with most of the loss
occurring in the inductor, for which a Q of 19 is expected at 5.8GHz.'® Rather than
directly siphoning from the resonator, the output is instead drawn from the capacitive tap
in the feedback network. This choice helps to isolate the resonator from any subsequent
loading, thereby alleviating the demands on the buffering circuitry which follows the
oscillator. Providing the bias current and sitting atop both resistive and inductive forms of
degeneration are the current source transistors (Q3-4). By lowering the transconductance
and increasing the output impedance, degeneration helps reduce the noise contribution of
the current sources and improves the balance of the oscillator in the face of device

mismatch.

With a resonant tank Q of almost 18 and a 3V supply, the transition between the
current and voltage-limited modes of operation is expected to occur when the bias current

in each side of the oscillator core is just over 3mA. An LTV analysis performed on the

16 Each varactor possesses 450fF of zero-bias junction capacitance, an amount which should yield
a tuning range of 600MHz about the 5.8 GHz center frequency.
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oscillator when biased at this optimum current level indicates that the effects of thermal
and shot noise sources can be balanced by sizing the common-base transistors to have six
12.5um emitters drawn at the minimum width.!” Compared to the 8.5um long LTI-
inspired device, the 50% increase in emitter area should substantially reduce the base and
emitter terminal resistances. The now equal contributions of current and voltage noise
render a picture that is very similar to that provided as the completed example of
Section 3.4 (plotted in Figure 3-11), except that the higher Q inductors shift each of the
traces downward (i.e. in the direction of lower noise) by 10-11dB. From this analysis, the
oscillator is expected to deliver a phase noise level of -120dBc/Hz at a 1 MHz offset—all

for a mere 19mW of power consumption in the differential core.

While this concludes one design of the 5.8 GHz oscillator core, several technology
angles remain to be explored. First, it has been noted on several occasions that the histor-
ical LTT approach and the newer LTV model have yielded differing opinions about how to
optimize the transistors. As this appears to be an interesting distinction, a second version
of the oscillator is prepared using the LTI-approved geometry, for which simulations sug-
gest that performance should degrade by 1-1.5dB. Another consideration pertains to the
base-collector capacitance and whether increasing the collector doping to pave the way for
higher peak transistor fps hurts an oscillator more than it helps. Fortuitously, the SiGe
graded-base NPN technology being used to implement the designs offers an option to
mask one of the self-aligned collector implants, reducing C,; by 35% at the cost of a factor
of 2 in the peak transistor fT.18 A third variant of the oscillator core is thus spun for this
experiment by masking the extra collector implant in the LTV-sized common-base

transistors.

Finally, the theme of being able to dynamically trade away some RF performance
for lower power consumption within the oscillator should be examined. As the phase
noise is anticipated to vary with supply voltage and bias current, on-chip circuitry that pro-
vides independent control of both while establishing the current source reference (cs_bias)
and the common-base bias voltage (base) will prove empirically enlightening. The chal-
lenge for the design of the biasing circuitry is to provide an adaptive control and a stable

operating point while trying to remain invisible from the standpoint of noise.

17 The LTV analysis technique was demonstrated for oscillators in Sections 3.3 and 3.4.

13 Perhaps the more fortuitous aspect is that this has become a fairly standard option in advanced
bipolar technologies as a way to offer a higher voltage (breakdown) transistor within the same
process. While the peak fr takes a substantial hit when the collector implant is masked, at the
low current densities that should be employed in oscillators, the device with the lower collector
doping may actually exhibit a higher f. This is not the case with the 0.5 um bipolar technology
used in this design, although the reduction in fy is fairly minimal (about 10%).
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6.1.3 Biasing Circuitry for the Bipolar Oscillators

In shaping a topology for the oscillator bias circuit, the primary features to be sup-
ported are supply rejection and an ability to adjust the current flowing in the oscillator
without necessitating a change in the supply voltage. As a pragmatic matter, furnishing a
“default” bias condition in the absence of an exogenous control input is helpful-—not only
for the purposes of testing, but also in determining any effects real biasing circuitry may
have upon the oscillator performance. Noise considerations further imply a limit to how
small the devices and currents comprising any bias reference legs can be made, meaning
that the number of legs should be kept at a minimum to help reduce power consumption.
The oscillator bias network evolving from this compendium of concerns incorporates a
current source reference based on a Vgg/R relationship and is depicted in Figure 6-4.
Diode-tied transistor Q1 and the degeneration resistor Rg provide a 1/4-scale master for

the oscillator current sources, where the reference current is determined by:

1% +V -V
Ip, = gE2* VpE3 ~ VBEL ©6.1)
Rpias+ R

A fairly large pull-up resistor (Rggp) supplies some drive for the Vg stack of Q2-3, and
Q4 provides a source for the oscillator reference current. The source transistor Q4 needs

to get base drive from somewhere, and a connection back to the collector of Q3 fits the bill
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Figure 6-4. Biasing circuitry for the 5.8 GHz bipolar oscillators.
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while ensuring that the latter device remains in the forward-active region of operation.
Adding to the convenience of this connection is that it also establishes a 3V . base bias
reference for the oscillator which provides a common-mode output level that will remain
constant over supply, process, and temperature.19 Not yet finished, Q4 takes on a fourth
role when transistors Q5-7 are added around it to form a differential pair stage which re-
uses the oscillator reference leg as a tail source. By tying together the output and inverting
input of the differential pair, a unity-gain buffer is realized to provide the base current
drive required for the oscillator core.2® A suite of bypass capacitors effects some filtering,
and an external bias adjustment pin (bias_adj) completes the circuit while providing a
mechanism for adjusting the current in the oscillator. When the bias_adj pin is left
floating, the “default” bias condition of 4/~ = 3.1mA prevails in each side of the oscilla-
tor core, where the factor of four results from the device multiple used in the current

Sourcces.

As a final thought, it could be observed that the base-emitter voltages remain—
albeit logarithmically—dependent upon the supply voltage, and thus the degree to which
changes in the supply voltage are rejected will be exceedingly finite. Depending on the
application, however, independence between the bias current and the supply voltage may
not be desired. If a single control were desired to trade performance for power con-
sumption within the oscillator while maintaining the optimum bias current at each supply
voltage setting, the appropriate relationship to establish would have the bias current
change linearly with the supply voltage with a slope of R;Q—one over the equivalent
resistance of the resonant tank. But having both degrees of freedom available is better for
experimentation, and the bias circuit presented here provides sufficient freedom while get-

ting the oscillator up and running on chip.

0.1.4 An Impedance-Matched Quiput Buffer

Supplied sufficient current and a resonant tank having a reasonable quality factor,
the signal developed in the oscillator core should already possess an amplitude in the

vicinity of 1 V. The purpose of buffering the signal is less to increase the swing than it is to

19 As will be seen shortly, a reliable common-mode output voltage is an important feature in
enabling the use of a DC-coupled oscillator buffer. The 3V . reference is chosen to provide a
sufficient input level for the buffer while maintaining as much supply headroom as possible for
signal swing across the resonator.

20 The base current buffer is one of two feedback loops in the bias circuit for which stability should
be verified with a loop gain and phase analysis. While finding the other could be left as a puzzle
for the reader, the second is the loop formed by Q3 (a common-emitter stage) and Q4 (an
emitter-follower).
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provide the power gain required to drive an off-chip 50 impedance level while mini-
mally loading the core itself. At the same time, a high degree of isolation is also desirable
to avoid having the oscillator frequency “pulled” by loading and interaction with the exter-
nal environment. As the isolation afforded by an emitter-follower falls perilously low
when the frequencies being buffered approach the device fr, a differential pair topology is
adopted for the oscillator output buffer illustrated in Figure 6-5.21 The high output imped-
ance of the differential pair makes for a poor match to 50Q (per side), so a tapped-
capacitor resonant load is affixed to the differential pair to provide the requisite transfor-
mation.?? Although not shown in the schematic, RF shielded probe pads are used for the
outputs and are included in the matching network (effectively in parallel with C3). To
accommodate the contingency that the range of frequencies produced by the oscillator is
not as intended, the buffer is designed to deliver a gain within 1dB of its peak value across
a 2GHz band centered at 5.8 GHz. Having a relaxed bandwidth allows the output induc-
tors to be optimized more for area than quality factor, accomplishing the 2.8nH of induc-
tance in a 4-turn, 150 um on a side, square spiral with a Q expected to be 9.6 in the band of

interest. The resonant load is then degenerated by the resistor Ry to further ensure a rea-
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Figure 6-5. Output buffer for the 5.8 GHz bipolar oscillator family.

2l The surprising ineptitude of the emitter-follower configuration for use as a high frequency buffer
was described in Section 4.3.

22 The resonant load for the buffer is a differential form of the output matching network affixed to
the LNAs and discussed in Section 5.1.1.
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sonably wide response band. Given the impedance afforded by this load, a tail current of
4mA is chosen for the differential pair so as to provide at least a nominal amount of volt-
age gain from the input to the collectors.?® A reference for the tail source is established

via a Vg/R loop that mirrors the design used to bias the oscillator core. 2

While a primary goal for the buffer is to minimize its visibility to the oscillator
core, the attainable input impedance becomes limited in that it scales inversely with volt-
age gain. Designating the load impedance (at resonance) as R, the product of the input

impedance and the voltage gain (A,) is bound by:
1A, Z < BU)R g (6.2)

where B(f) denotes the transistor current gain at the frequency of interest.?> If the imped-
ance at the collector is 3002 and a voltage gain of A, = 3 is desired from transistors oper-
ating at an f/f ratio of 10, then the input impedance can have a magnitude no greater
than 1k€2—and may be appreciably less considering other device parasitics. Interestingly,
the size of the input transistors—and hence the associated junction capacitances—also
becomes constrained by gain and the subsequent current density considerations.?® The
collector current must be made large enough to deliver the required transconductance, but
then the emitter area needs to be sized to flow this current without causing base pushout in
the transistors.>” The graded-base SiGe NPNs used in this work obtain their peak fr at a
Jo of 1.2mA/um2, and it is important that collector current densities do not extend much
beyond this level in the buffer. With this limitation in mind, the input transistors are
designed with 0.5um by 5um emitters to operate at 0.8 mA/;Lm2 when the quiescent 2ZmA
bias flows in each side of the differential pair.28 Circuit techniques that increase B(f)—
such as the f doublers described in Section 4.3.1—could be used to augment the input

impedance, but were not seen as being necessary in this design.

3 After accounting for the impedance transformation, the output buffer does offer a rather substan-
tial power gain. Even with a mismatch at the input, the insertion gain (s5;) expected of the
buffer in a 50Q environment is on par with that of the LNA designs in the preceding chapter.

In fact, the tail source in the buffer could, and probably should, be slaved to the same reference
used in the oscillator. However, the ability to independently power down the buffer was deemed
to be useful for laboratory purposes.

This relationship ignores base-collector capacitance and the terminal resistances, but can accom-
modate the small-signal output resistance of the transistor by including it in Rg.
“Interestingly” is one choice of words. “Painfully” might be another.

Base pushout at high collector current densities is also known as the Kirk effect, and can sub-
stantially increase the input capacitance of the transistors so affected.

A square emitter geometry might actually be a better solution for the buffer input transistors as it
results in a lower C,; for any given emitter area. Sadly, however, many existing high perfor-
mance bipolar technologies only support one emitter width (at least in terms of models).
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A determination as to whether the buffer is sufficient, and the biasing sufficiently
quiet, can be made with the aid of a circuit simulator. Phase noise calculations using the
SpectreRF periodic noise analysis tool have been found in this work to correspond very
closely with the final numbers generated by the LTV approach presented in Chapter 3.
Assuming a 3V supply and the associated optimum (core) bias current of 6.25mA, a sim-
ulation is first run for the oscillator core by itself. The spiral inductors are represented by
the scalable models—which have suggested Qs of 19 for the 0.63nH devices—and the fre-
quency control input has been tied to the circuit ground. With no loading imposed and
ideal voltage sources supplying the bias nodes base and cs_bias, the answer provided by
SpectreRF is shown with the dashed line in Figure 6-6. At an offset of 1MHz from the
5.9GHz carrier, the phase noise spectral density exhibited by the oscillator is calculated to
be -120.7dBc/Hz. Next, the actual biasing circuitry is added and then followed by the
buffer, with the full chip simulation (indicated with the solid trace) predicting the noise to
be just 0.2dB higher at the same 1 MHz offset when measured from the output pads. A
more noticeable upturn is observed for frequencies within 10kHz of the carrier, primarily
as a result of flicker noise in the output buffer. Unfortunately, quieting this part of the
spectrum would likely require (much) larger buffer input transistors, which could in turn

compromise the oscillator performance in its own way through increased loading.

Phase noise (dBc/Hz)

10° 10* 10° 10° 10
Frequency offset from carrier (Hz)

Figure 6-6. Simulated phase noise of the 5.8 GHz bipolar VCO
operating at 3V and with 6.25mA in the oscillator core.

The simulations shown above were conducted on the oscillator designed around

the LT V-sized common-base transistors with 12.5um emitter stripes. The other two ver-
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sions of the oscillator each use the same buffer and biasing network, and just replace the
gain devices in the core. It might be argued that a more fair overall comparison of the high
and low fp variants would involve masking the intrinsic collector implant from all of the
transistors being used and not just the two common-base devices. But the purpose of this
experiment is more to illustrate some of the distinctions encountered by applying an LTV
model to analyze oscillators at the device level, and so a choice was made to minimize the
potential for ambiguity by keeping all other variables constant. Granted, the buffer is one
example where plenty of current gain and a high peak ft proves handy. However, for the
capacitive transformation ratio and resonator Q in play with this design, loading from the
buffer did not seem to appreciably affect the oscillator. A drop in the f-/f ratio from 10
to 5 is not expected to modify this outcome signiﬁcantly.29 The only other usage where
the reduced collector doping might have an effect is in the current sources. But employing
the more lightly-doped collectors would make for a higher output impedance over all fre-
quencies of interest—a consequence which could only result in improvement. Hence, a
design constructed entirely of the lower f1 devices may actually perform better than any of

the versions in this comparison.

6.1.5 Layout Design of the Bipolar VCQOs

Having settled upon three versions of the oscillator which are very similar, layout
efforts can concentrate on a single design. Within the overall dimensions of 1.38 mm x
0.97mm, a floorplan emerges through the dictations of accommodating seven spiral induc-
tors as shown in the die photo of Figure 6-7. Each inductor consists of a winding con-
structed from the top two metal levels and is located over an array of deep trench isolation
pockets. Among the seven spirals, the pair on the right belong to the oscillator core
wherein the importance of minimizing loss has led to the use of a 25um trace width. The
balanced nature of the oscillator is reflected in its symmetric layout, and ample space is
left around the inductors to minimize electromagnetic interaction with adjacent elements.
The buffer and output matching network can be found in the lower half of the photo and to
the left of the VCO. An impedance match to the (off-chip) load is achieved by the induc-
tors and MIM capacitors in the immediate vicinity of the buffer transistors; the buffer then
drives a pair of 50€ transmission lines which begin as microstrip and then transition to
coplanar waveguide before yielding to a set of RF-shielded GSG pads for each of the bal-

anced outputs.® This leaves the middle of the die available for residence by the biasing

2 Additionally, circuit-level design changes can be used to combat the effects of having a lower
transistor fp in the buffer. Even a mild increase in the turns ratio in the capacitive transformer
should help, as can fr doubler topologies for the buffer.

30 The two ground planes are tied together with underpass straps to prevent the slot line mode.
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circuitry, around the periphery of which the 1nH current source degeneration inductors are
arranged. To help reduce interconnect loading on the oscillator, the current source transis-
tors are located next to the common-base devices in the core, and then the base and emitter
nodes are routed into them. This is opposite of what is encountered in many ICs, but the
ability to externally adjust the bias relaxes the degree of matching required between a cur-
rent source and the reference device to which it is slaved.

On the right and occupying a fairly substantial amount of real estate is a set of pads
for a bypassed supply probe having four power pins with three grounds interspersed
among them. From the top, the four available pins provide: the bias_adj control, the sup-
ply voltage for the oscillator and its biasing circuitry, the oscillation frequency control, and
a separate supply line for the output buffer. Additional filtering is furnished for each of the
four lines with on-chip capacitance. While the oscillator and buffer can be operated from
the same supply voltage, they need not be. The second supply pin allows the buffer to be
remain a constant as the voltage for the oscillator is adjusted for the sake of phase noise
performance.31 Finally, located above the suite of DC pads, the label CMVCO can be

3 1eis probably worth reiterating at this point: the 3V base reference established for the oscilla-
tor in the biasing circuitry holds the output common mode voltage at a fixed level even as the
supply voltage is changed.

170



Chapter 6: An Experiment with Voltage-Controlled Oscillators

seen. Following the convention set forth with the LNAs, this is the C-band Monolithic
Voltage-Controlled Oscillator. Suffixes are attached to this name in the two variations on
this design to provide a means of visual differentiation. Save for this identifier, the three

ICs are not easily distinguishable under a microscope.

This foray into oscillator design began with a Colpitts topology as being readily
integrable and amenable to low noise, low voltage operation. A differential form was syn-
thesized, and then biasing and buffering circuits were developed to enhance the function-
ality without taxing the RF performance. Three versions of the oscillator have been spun,
with the nominal design expected to deliver a phase noise spectral density of -121dBc/Hz
at a 1 MHz offset from a 5.8 GHz center frequency. Underscoring the prevailing overem-
phasis in the RF/microwave field on peak transistor {1, one of the two oscillator variations
should realize a 1-1.5dB improvement in the phase noise by using devices wherein the
attainable ft is halved due to a lower collector doping concentration. The remaining ver-
sion strives to illustrate the limitations of assuming time invariance in oscillators.
Working with a resonator Q of 18, an LTI model-based approach to setting the device size
is anticipated to fall about 1-1.5dB short of the performance that the nominal design
attains merely by using larger transistors. Thus—from the bipolar oscillator design—
three data points are established, each the same save for the gain devices in the oscillator

core. A fourth reference point, designed entirely in CMOS, is discussed next.

6.2 A CMOS 5.8GHz VCO Design

Over the course of describing a time-variant model of oscillator behavior and the
design of a set of bipolar oscillators, a number of device-level observations have been
offered. Of these, one of the more salient findings is that once the transistor f is sufficient
to support switching at the desired frequency, the dynamics of an oscillator circuit are con-
trolled by the oscillation and not the transistors. As an integral component of the dynam-
ics, the noise currents associated with transistor conduction can be timed by proper circuit
design to exist only during intervals in the oscillation period when the phase is not easily
disturbed. Together, these findings cast an interesting shadow onto the ever-raging CMOS
versus bipolar debate. Clearly, bipolar devices do feature better analog performance in
terms of transconductance, output resistance, and high frequency current gain; about this

there is little argument.32 From what has been presented here, however, it may be con-

32 The comparison of current gain assumes similar technology generations (i.e. a state-of-the-art
0.13 wm CMOS technology is not being flaunted against a 0.5 um bipolar technology).
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cluded that the effect of the transistor on the phase noise performance of an oscillator—
given a fixed set of passive elements—essentially reduces to the consideration of terminal
parasitics. To the extent that CMOS devices can be made with comparable terminal resis-
tances and capacitances, the phase noise in the f'2 region of the spectrum generated by

CMOS and bipolar oscillators should also be comparable.

Amidst the increased interest in CMOS REF circuits, an oscillator topology that has
recently evolved makes use of cross-coupled NMOS and PMOS pairs connected as
depicted in Figure 6-8. The cross coupling provides regenerative gain to sustain an oscil-
lation, and having both p-channel and n-channel pairs can balance the pull-up and pull-
down drive strengths to lower flicker noise up-conversion [38]. While this topology does
not exhibit quite the same level of rejection to the transistor current noise sources that the
Colpitts structure achieves, the peak transistor currents are still timed by the extrema in the
oscillation signal, and thus the sensitivity of the phase to the drain and gate noise currents
will be curtailed.>® The bias in the oscillator is controlled by tail transistor MP3, and is
provided a rather substantial bypass capacitor to filter high frequency noise from the cur-
rent [84]. But in creating a three device stack, the bigger problem may be to leave suffi-

cient headroom for signal swing across the resonator.

MP3
m=5 CBYP
veo_bias o———| 25x75wln L=

4.5pF
MPI ~ Y
12 x2.6W0A5M5} m=5 m=5 {E 12X 2.61/0.51
X
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0.630H 063mH |
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<

Verre ©
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Figure 6-8. The 5.8 GHz CMOS oscillator core.

33 Similar to the case described for bipolar transistors in Section 3.4, the charging currents associ-
ated with the gate-drain overlap capacitance and the drain-bulk depletion region need to be dis-
counted from the total drain current for the purposes of determining the time-variant g .
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Keeping in mind that the limited widths of the transistors in the oscillator core can
lead to substantial gate overdrive requirements, it becomes important to operate the tail
current source with a minimal voltage drop to increase the range over which the oscillation
can swing.34 One route to realizing a small drain-source potential is to make MP3 very
wide so that it can remain subthreshold. Unfortunately, an arbitrarily wide MP3 would
have a large transconductance, magnifying the effect of any voltage noise riding on the
gate potential (vco_bias) as generated by the biasing circuitry. The desired solution then is
to use a small tail transistor with a low Vpg and a large gate overdrive to support the
required bias currents. While optimal for reducing phase noise, these conditions leave the
tail device in the triode regime where it ceases to function as a current source; a diode-tied
mirror transistor will no longer suffice to accurately control the oscillator current from an
established reference. Something more is needed, and will be an important feature in pro-

viding the adaptive performance capabilities being sought for wireless networking.

6.2.1 Adaptive Biasing of the CMOS Oscillator

For adaptive biasing to work, the current flowing in the oscillator core must track a
reference set by a bias control input. When the tail source is operating in triode, the refer-
ence current must flow in a device that is matched to the VCO tail transistor and which has
the same gate-source and drain-source potentials. Similar in spirit to a high-swing op-amp
design by Gulati and Lee [85], the circuit developed as “something more” to implement
this goal is illustrated schematically in Figure 6-9. First, rather than placing any additional
capacitive loading directly onto the resonator, a non-oscillating replica of the core is
formed by MN1-2 together with MP1-3, wherein the device multiples have been scaled

down by a factor of 5 to save power.35

Replacing the resonant load (that appears in the
oscillator) is an RC network; this serves to filter noise while presenting an impedance low
enough to keep the loop gain in the replica safely below unity for all frequencies.36 A ref-
erence current leg is then created by duplicating the p-channel half of the replica via MP6-
8. The design challenge is to have the drain voltage on the reference transistor (MP8)

track that of the tail source (MP3), while still providing the freedom to independently set

34 Transistor channel widths are limited by the associated oxide and drain-bulk capacitances which
become the most significant part of the resonant tank at high RF and microwave frequencies.

35 More accurately, this should probably be stated in the other direction: the actual oscillator core
makes use of five copies of each device in the replica.

36 Scaling the devices in the replica helps in this regard too; with the bias current and all of the
channel widths being smaller by the factor of 5, the transconductance driving the loop is also
reduced by the same factor. While a smaller load resistance is better for stability, Ry should be
large enough to prevent an offset voltage between the two sides from creating a significant cur-
rent draw.
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Figure 6-9. Biasing circuitry for the 5.8 GHz CMOS oscillator.
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the input current (I;y). By bringing the p-channel gate voltages across from the replica,
the gate-source potentials of MP6-7 will match those of MP1-2 as long as the MP6-7 pair
is maintained in saturation. Under this provision, the drain-source voltages—and hence
the drain currents—of the p-channel tail devices (MP8 and MP3) will also match. To keep
MP6-7 in the high gain state, the shared drain node is held by an op-amp to a potential set
by a diode-tied reference chain that approximates the common-mode output voltage of the
oscillator. The op-amp also drives the gate bias on the tail transistors (vco_bias) to that
required to support the input current (I;y); the same current flows in the DC replica and
thus appears in the oscillator core itself (multiplied by a scale factor of m=5). For this
application, two resistors and a current mirror (MN4-5) are used to set Iy, although a
more elaborate reference could easily be substituted. Resistor Rgrag establishes a
“default” bias condition, which may then be adjusted by sourcing additional current

through—or pulling current from—the bias_adj input.

Operating with a 3V supply and applying a 15:1 range in the input reference cur-
rent, the simulated behavior is shown in Figure 6-10(a). The oscillator core dons a bias
current that matches the input setting to within 4 % of the expected ratio of 5—even as the
gate voltage on the tail source approaches OV and the drain-source potential falls to
200mV.37 While the ratio is exactly 5 for lower currents, the falloff begins at the point
where |VGS| exceeds |VDS| by a threshold, marking the onset of triode operation. The
finite regulation stems from the limited gain of the p-channel pair being relied upon to
reduce the error in approximating the common-mode voltage. The output common-mode
level of the CMOS oscillator changes over bias, but the voltage generated by the diode-
tied chain to approximate it does not. Although the true DC level of the output is available
in the replica, the voltage provided as a reference to the op-amp can not be allowed to
change with bias. As the bias resides under control of the op-amp, it would not be possi-
ble to arrange for a reference voltage loop and the input current loop to simultaneously
have feedback in the negative sense. Hence the need for an open loop voltage reference
and its associated error. Nonetheless, a maximum error of 4% in controlling the oscillator

bias current is quite reasonable.

Having verified the DC behavior, the next concern is whether the feedback circuit
will remain stable over the range of input currents. From the viewpoint of loop transmis-

sion, MP8 is a common-source transistor having the MP6-7 pair as a cascode device, pro-

37 Device mismatch will be another source of deviation from the desired current ratio. However,
this deviation tends to be of the “one-for-one” variety. A mismatch of 1% between two devices
leads to an error of 1% in the bias current being controlled. For any reasonable set of process
tolerances, this should be a smaller error term than the one shown by the simulation.
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Figure 6-10. Simulation of the DC behavior (a) and loop stability (b) of
the CMOS oscillator bias circuit.

viding both an inversion and feedback gain around the op-amp. While the presence of

38

feedback gain eases a number of important design issues,”” one aspect may be made con-

siderably more difficult: that of loop stability. Compounding this difficulty is that the
8.7, product in MOSFETs falls with increasing current, varying the loop gain as a func-

tion of the input. Mindful of the concern for stability, the op-amp is constructed as a sin-

3 The equivalent input noise and offset voltage associated with the op-amp are reduced by the
feedback gain. Another, perhaps more obvious, benefit is that less gain is required of the op-
amp itself.
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gle-stage, folded cascode design with high-swing biasing on the cascode devices. The
single-stage topology allows the feedback loop to be stabilized by placing a compensation
network across the second stage. Via the same pole-splitting mechanism employed in the
classical two-stage op-amp, the capacitance C sets the dominant pole and the series resis-
tance (R¢) moves the transmission zero to the left half-plane. An additional benefit is that
as the loop gain changes with the input current, so too will the dominant pole.
Figure 6-10(b) shows the transmission gain and phase for input current levels of 100UA,
750mA, and 1.5mA; with a gain of (gmro)3 on tap for lower currents, a 5pF compen-
sation capacitor is used to place the pole at about 1Hz.*® Phase margins of greater than
70° are observed over the entire input current range, which should be enough to cover pro-

cess variations. Similar results are observed for supply voltages from 2.25V to 5V.

Of course, the question that may now arise is whether an oscillation will still be
recognizable among the noise emanating from the op-amp, feedback loop, and current
mirrors. A number of design features incorporated along the way should help: keeping the
tail source transistor as small as possible lowers the conversion of bias noise into oscillator
current, the gain of the cascoded common-source input stage reduces the op-amp noise,
and bypassing the RF ground node in the oscillator shunts away noise at higher frequen-
cies. But to find a more quantitative answer, SpectreRF is turned loose. A 3V supply is

provided for the oscillator, with which the optimum core bias current—using the same

Phase noise (dBc/Hz)
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Figure 6-11. Simulated phase noise of the 5.8 GHz CMOS VCO
operating at 3V and with 5mA in the oscillator core.

3 As can be noticed in Figure 6-10(b), the loop gain drops considerably when the reference device
(MP8) falls out of saturation.
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0.63nH inductors as in the bipolar design—is determined to be 5mA.* The first simu-
lation is of the oscillator core by itself, fed an ideal voltage source to set the gate bias
(vco_bias) and having the varactor node tied to ground. Oscillating at 5.9 GHz, the CMOS
VCO produces the phase noise spectrum plotted in Figure 6-11. The transition between
the £ and f2 characteristic regions occurs at an offset frequency in the 200-300kHz
neighborhood—substantially less than the 1MHz flicker noise corner in the n-channel
devices, although somewhat higher than the 100kHz exhibited by the p-channel MOS-
FETs. Beyond the transition frequency, the phase noise within reach of the CMOS oscilla-
tor appears to be marginally better than realized by its bipolar brethren. For the core
alone, -121.8dBc/Hz is seen at a 1 MHz offset along the dashed line. The comparison
reverses for frequencies closer to the carrier; at an offset of 100kHz, the phase noise spec-
tral density generated by the CMOS core is -96.7dBc/Hz whereas the bipolar version is
4dB better. Regardless, the initial proposition that the CMOS design should hold its own

in the 2 region seems to have merit.

Returning from this comparative aside to the lingering question of bias noise, the
results of a second simulation—this time with the entire biasing circuit included—are also
shown in Figure 6-11. Although this analysis might not cast the most favorable light, the
degradation witnessed in the phase noise is fairly mild; the adaptive biasing circuitry
imposes itself to the tune of 0.5-0.6dB in the f 2 region, and just slightly more than this at
frequencies closer to the carrier. But while contributing its share of noise, the adaptive
scheme extends the bias range over which the oscillator can be operated, thereby enabling
a higher level of performance to be reached. Extending the performance is the real benefit
of adaptive biasing; the only remaining detail is to incorporate an output buffer to protect

and share this benefit with the off-chip world.

6.2.2 An Impedance-Matched Output Buffer in CMOS

Following the trail blazed by the design of the bipolar suite of oscillator ICs, a dif-
ferential pair with a tapped-capacitor resonant load is again called upon as an output
buffer. In CMOS, the buffer appears as shown in Figure 6-12, where p-channel devices
are used in the signal path for their lower flicker noise.*! As there are no explicit capaci-

tors in the oscillator from which to tap a signal, the gain and bandwidth provided by the

40 Even with the tail source operating in triode, the stacked, cross-coupled MOSFET pairs still
compress the output swing at a lower bias current than observed in the bipolar design.

4l The p-channel input is also more amenable to signals at low DC levels. This improves the inter-
face with the oscillator which, due to the p-channel tail source, will provide a common-mode
level that is closer to ground than to supply.
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Figure 6-12. Output buffer for the 5.8 GHz CMOS oscillator.

buffer will be sacrificed in favor of reducing the loading that it imparts.42 Small input
transistors help in this regard, although the minimum usable device size is determined by
current density considerations—just as noted in the bipolar version, albeit for a different
reason. Instead of base pushout, the concern with MOSFETs becomes the gate overdrive
needed to handle the bias current. A current on the order of milliamps is required to pro-
vide a reasonable facsimile of gain, but V;—V, for the source-coupled pair must be
small enough to yield a viable input common-mode voltage range. As a balance between
input impedance and gain, a 4mA tail current is chosen for the buffer: the same bias used
in the bipolar design. To help compensate for the lower CMOS transconductance, the load
resistance (Ry) is increased substantially—probably to the point where its presence will
barely be felt, unless the inductor models prove very far off the mark. Finally, getting the
buffer off (the) ground, a reference for the tail current is initiated through a AVg biasing

cell, the design of which was covered in Section 5.2.3.

0.2.3 Layout Design of the CMOS VCQO

In keeping with the spirit of constructing a consistent set of circuit data points
through which to explore device-level technology issues, the layout design of the CMOS

42 Other possibilities do exist for shielding the resonator from loading. The inductors could be
tapped, or a coupled secondary winding could be used. But for this design, the use of a high
input impedance buffer should suffice.
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oscillator (CMVCO-CM) borrows heavily from bipolar version. The effort in matching is
evident in the die photo of Figure 6-13, where the chip dimensions, pad layout, and gen-
eral floorplan all remain the same. The spiral inductors in the oscillator core and output
buffer are also unchanged, as are their locations on the chip. Having no MIM capacitors
and smaller varactors in the resonant tank, the layout of the CMOS oscillator is a slightly
more compact design than the bipolar core. Also freeing up space is the absence of the
current source degeneration inductors, some of which in turn is consumed by the added
complexities of the biasing circuit. But serving as yet another illustration of how passives
tend to dominate the die area and layout of RFICs, the bias circuit (including the op-amp)
fits in a 360um x 210um rectangle, entailing not much more area than the two VCO spi-
rals put together.43

Figure 6-13. Die photo of 5.8 GHz CMOS VCO IC (CMVCO-CM).

The design of the CMOS oscillator set out to achieve the same parcel of goals
internalized with the bipolar versions: a reasonable tuning range around a 5.8 GHz center
frequency, the best attainable phase noise within the chosen technology, a mechanism for
scaling the performance of the oscillator to meet the real-time demand, and realizing a

43 The spirals in the VCO are actually 165um on a side. However, considering the space left
around them to provide isolation, the area blocked out by the two inductors is comparable to that
occupied by the bias circuit.
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fully integrated solution. One of the first issues encountered in the CMOS design was the
high flicker noise in lateral field-effect transistors, leading to the choice of an oscillator
topology which makes use of the complementary devices to mitigate its upconversion into
phase noise. The stacked, cross-coupled pairs were then found to create a performance
limitation, motivating the development of a new approach to biasing oscillators. By pro-
viding control over the oscillator current using a low Vpg tail source, the biasing scheme
increases the headroom available for signal swing across the resonator. With this hard-
ware in place, the CMOS design is expected to exhibit a slightly lower phase noise in the
f-2 region than the bipolar versions achieve using the same inductors—illustrating once
again how time-variant oscillator dynamics can reduce the effect of noise sources associ-
ated with transistor conduction. In the end, hopefully some lessons can be learned about

the role of technology in RF circuits.

The stage has now been sct. CMOS versus bipolar. LTV versus LTI. High fr ver-

sus low f. Let the games begin.

6.3 Measured Results for the 5.8GHz VCOs

A fleet of four voltage-controlled oscillator ICs has been designed and fabricated
in a 0.5um BiCMOS technology. Along with the same set of passive devices, one variant
employs CMOS exclusively and the others are bipolar-only. Each oscillator provides cov-
erage over the 5.8 GHz ISM band and supplies a differential output where each side is
matched to a 50€2 load impedance through an on-chip buffer. All of the biasing is incor-
porated on chip, with a bias control input availed as a means of adjusting the performance
of the oscillator to dynamically adapt to system requirements for the phase noise and
amplitude. Characterized on wafer using Cascade Microtech AirCoplanar® GSG probes
and a bypassed DC supply probe card, open-loop oscillator measurements were taken with
an HP8563E spectrum analyzer equipped with the optional phase noise “personality” soft-
ware ¥4 Ag spectrum analyzers are not the most precise of instruments, the accuracy of
this approach was confirmed by submitting the bipolar oscillators to a phase noise charac-
terization system built by Aeroflex-Comstron. The PN900OB system from Aeroflex-

Comstron uses a PLL to lock an internal synthesizer to the oscillator being tested, and then

44 “Personality” is the description chosen by HP/Agilent; the author disavows any responsibility
for the selection of this particular word (although the author may have little room to talk).

A printed circuit board with four low-noise adjustable voltage regulators was used to power the
oscillators. No differences were observed in the phase noise measurements between using this
supply board and directly powering the oscillators from batteries.
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measures the phase noise on the synthesizer while backing out the effects of the loop
dynamics. Evidently constructed to test high performance microwave sources, the 10kHz
maximum loop bandwidth supported by the PN9000B made acquiring lock very difficult
with the fully-integrated CMVCOs.*® Thus a complete characterization could not be

achieved from the closed-loop measurements.

Starting with a 3V supply for the oscillator and buffer, and allowing the on-chip
“default” bias conditions to preside (i.e. the bias_adj pin was left floating), spectral plots
of the outputs produced by the CMVCO bipolar design and the CMOS version are shown
in Figure 6-14(a,c). As the output spectrum of each bipolar oscillator essentially looks the
same, only the nominal design is illustrated. Notably missing from the plots is any indi-
cation of a low frequency spur being modulated onto the carrier—an absence which attests
to the stability of the circuits used in biasing the oscillators. The frequency of the carrier
can be tuned from 5.4-6.1 GHz for a 0-3V range in the control voltage (V7g;) applied to
the bipolar oscillator, and from 5.2-5.9GHz in the CMOS design, where the control volt-
age is limited to a range of 0-2V. All four oscillator ICs exhibit an output power of
-11dBm as a single-ended measurement.*’ The output level remains constant over most
of the tuning range, but begins to decline as the varactors approach a forward bias con-
dition. For the bipolar CMVCO IC, the dip amounts to 2.5dB when Vg, equals the sup-
ply voltage. A somewhat more dramatic falloff is noted with the CMOS topology, where
the output power has dropped by 2.5dB as the control voltage reaches mid-supply.

Following much the same behavior, the phase noise in the oscillators is invariant
with the tuning voltage until the point where the varactors begin to conduct. With the var-
actors sufficiently reverse-biased, phase noise measurements are taken for the nominal
bipolar and CMOS designs—operating at their respective default bias currents—and are
included in parts (b) and (d) of Figure 6-14. With the bias_adj pin left floating, 6.7mA of
supply current is drawn by the bipolar oscillator; of this total, 6mA flows in the core and

the remainder in the biasing circuit.*8 Similarly, a current of 5.2mA is established in the

46 A5 one example of the sensitivity, the PN9OOOB could not lock the CMVCO when the frequency
tuning voltage was established via a 10kQ potentiometer connected across a 9V battery. The
10k€ load discharging the battery led to too much frequency drift for acquisition to be achieved.

47" A 509 termination was applied to the other output in the balanced configuration.

48 With the limited number of available pins, the current in the oscillator core cannot be directly
measured. However, it can be calculated from the total supply current (shared between the core
and its biasing circuitry) and the measured current into the bias_adj pin—once a few assump-
tions have been made. Matching among the ratioed transistors (where device multiples are in
play) is by far the largest of the assumptions, and it should be a fairly reliable one. For any
biasing currents not directly mirrored into the oscillator, nominal values (as determined from
simulation) are used in the calculations. These reference currents are comparatively small.
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Figure 6-14. Measured spectrum and phase noise plots for the bipolar (a,b) and
CMOS (c,d) 5.8GHz VCOs operated at 3V. The bias current in the oscillator core is
6mA for the bipolar VCO and 5.2mA for the CMOS version. Note the change in
reference level between the spectrum plots in parts (a) and (c).

oscillator core when the CMOS version is left to its own devices, to which the adaptive
biasing circuit adds 3mA of overhead. Given that the default currents are subject to on-
chip component tolerances, the bias levels in the oscillator cores are impressively close to
the nominally expected 6.25mA and 5mA, respectively. Although the oscillators provide
every appearance of operating where intended, the measured phase noise is noticeably
higher than had been than anticipated. Interestingly, each design seems to have missed by
very nearly the same amount: 10-11dB. This disparity aside, the CMOS oscillator does
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eke out better performance in the f2 region of the spectrum, coming in 2dB lower than the
bipolar design at a 1 MHz offset. However, the £3 characteristic extends farther from the
carrier than had been expected with the CMOS oscillator, prevailing for offsets to 500kHz.
Meanwhile, the corresponding upturn in the spectra of the bipolar oscillators is nowhere to
be found in the open-loop measurements. Consulting the data gathered with the Aeroflex-
Comstron system, the corner frequency related to flicker noise in the BJTs is located at
1kHz. Thus, despite the attempts at orchestrating a cancellation of low frequency noise in
the CMOS architecture, the bipolar implementations remain substantially quieter near the
carrier. Somewhat arbitrarily choosing an offset of 100kHz as another convenient refer-
ence point, the CMVCO design exhibits -90dBc/Hz whereas the noise from the CMOS
version is 7dB higher.

Before trying to read much further into the measured results, it is important to gain
an understanding of the reasons behind the higher than anticipated oscillator phase noise.
The first stone has already been cast: by the observation that the CMOS and bipolar oscil-
lators—using different (active) devices and topologies—are all higher than expected by
about the same amount. The likely culprit is something in common among the designs,
and the spiral inductor used in the resonant tanks is the most prominent carryover. A test
structure for this inductor was placed on wafer with the bipolar oscillators, along with a set
of calibration pads which allow the inductor to be de-embedded from measured data.
While the DC resistance of the winding, at 0.66, seems consistent with a quality factor in
the high teens, behavior at RF is more of essence. Characterizing the inductor with
s-parameter measurements taken to 6GHz, the loss at 5.8 GHz extracts a Q of 6—far

below the Q of 19 predicted by the scalable modeling approach proposed in Chapter 2.4

As the lumped-element model used to represent the spiral inductors (shown in
Section 2.2) possesses more degrees of freedom than can be discerned from the data, a
choice was made to fix the substrate resistance (Rg;) term to a value interpolated between
two of the inductor structures for which circuit models had been provided with the tech-
nology. With a value of 497Q set to each side of the m-model for Rg;, an optimizer is then
given the freedom to adjust the remaining parameters. A good fit to the data is achieved
when the oxide capacitance (C,,) is about as predicted by the scalable models, although

the capacitance attributed to the underpass (C,) is nearly doubled. Compensating in part

49 The 6GHz restriction was imposed by the available HP8753C network analyzer. Data to higher
frequencies would have been useful in uniquely discerning a compact model for the inductor.
However, when the quality factor is calculated from the circuit model fit to the data using the
definition shown in the Appendix to Chapter 2, the value for Q comes out about the same regard-
less of how the measured loss and energy storage are partitioned into the elements of the model.
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for the increased capacitive energy storage, the series inductance term is reduced by 25 %.
Most of the additional loss then is forced into the series resistance, which balloons by
nearly a factor of 2.5 to match the data at 5.8 GHz. A summary of the inductor parameters
which compares the model used in the design against that fit to the measurements is pro-
vided in Table 6.1.

Table 6.1: Lumped-Element Model Parameter Summary for the Oscillator Inductor

Scalable model S-parameter fit
Series inductance (L) 0.63nH 0.46nH
Series resistance (R,) 1.1Q 2.64Q
Shunt (underpass) capacitance (Cy) 36.3fF 61.1fF
Oxide capacitance (C,,) 42.1fF 44 7{F
Substrate capacitance (Cg;) 43 4fF —_
Substrate resistance (Rg;) 3.9kQ 497Q
Quality factor at 5.8 GHz 19 6

Using the updated circuit model for the resonator inductor, the phase noise calcula-
tions are then performed again using the LTV model for the nominal design of the bipolar
oscillator (in which the emitter lengths are 12.5um). The answer from this analysis was
provided earlier—as the single-ended example in Chapter 3. As shown in Figure 3-11, the
revised expectation for the phase noise is calculated to be -109.6dBc/Hz at a 1 MHz offset,
very precisely matching the measured result in Figure 6-14(b).50 The correspondence
here between the measurements and the calculations not only lends further credence to the
assertion of heavier loss being sustained in the inductors, but also indicates the importance
of removing the transistor junction currents in the determination of shot noise. Returning
to the argument presented in Section 3.4, appreciable components of the transistor termi-
nal currents were observed to be associated with charging and discharging the junctions—
current components which do not generate shot noise. By (erroneously) using the full
base and collector terminal currents, the resulting calculation overestimates the actual
oscillator phase noise by a rather significant 3dB (as graphically depicted in Figure 3-12).

Although the departure in the loss of the oscillator inductor from that predicted by

the model appears responsible for the higher than expected noise, several additional exper-

30 This may surpass what was previously considered to be the most delayed punchline in modern
technical literature (Section 3.4).
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iments were conducted to gauge the effects of other elements on the RF performance
while the opportunity for exploration was at hand. First to be assessed were the implica-
tions of loading and noise imparted upon the oscillator by the on-chip buffer. Using some
laser cuts, the buffer was detached on a set of the bipolar oscillator ICs; although cutting
the traces attenuated the output by nearly 20dB, a sufficient amount of power made its
way to the RF pads to allow a measurement. No change could be observed in the oscilla-
tor phase noise compared to when the buffer was attached, demonstrating the efficacy of
the chosen topologies. Another set of tests revolved around the question of whether varac-
tor loss was significant enough to be noticed in comparison to the inductors. To reduce the
sensitivity of the oscillator to any noise that may exist on the applied tuning voltage, the
control signal first passes through a small (10Q) series resistance followed by a bypass
capacitor. Through rework performed by a focused ion beam (FIB) machine, the first
modification was to jettison the capacitor in the RC filter, leaving only the 102 resistor in
series with the varactor. A second alteration deposited a tungsten wire to shunt the resis-
tor, leaving only the filter capacitance. The first of these changes should increase the
effective loss in the varactors while the second should reduce the loss. But proving unin-
teresting, the measured oscillator phase noise was unswayed by either modification,
indicting the inductors in limiting the quality factor of the resonant tank. As a third empir-
ical inquiry, the influence of noise in the biasing circuitry is checked by remeasuring the
phase noise of the oscillator with the common-base bias voltage (base) being supplied by
an off-chip voltage source. To provide the needed connection, additional FIB rework has
been used to rewire the base node in the core to a pad in place of the bias_adj control. Yet,
once again, there was no appreciable difference to be noted in the phase noise spectrum.
While not a complete test, this does provide some assurance that the oscillator perfor-

mance has not been compromised through the adjustable bias circuits.”!

Despite the appreciably degraded quality factor, that the same inductor has been
used in each design should allow some of the relative comparisons to hold. But the one
quality that does change markedly is the equivalent load resistance (Rgq) presented by the
resonant tank, in turn affecting the proportionality between the bias current in the oscilla-
tor core and the signal swing it develops. This effect becomes evident in the flatter than
expected slope exhibited by the data in Figure 6-15, where an inverted measure of phase
noise has been plotted against the bias current flowing in the core of the CMVCO bipolar

oscillator. The metric being used in this representation is the reciprocal of the phase noise

51 With all of the effort invested in the experiment, finding that nothing had changed in the least
proved mildly bittersweet.
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Figure 6-15. CMVCO phase noise behavior as a function of bias current and sup-
ply voltage, expressed as ratio of carrier power to noise power in a 1 Hz band-
width located 1 MHz away from the carrier. Operation at voltages above 3V did
not improve the phase noise due to saturation in the biasing circuit.

spectral density at a 1 MHz offset, yielding the ratio of the signal power to the noise power
in a 1Hz bandwidth—where the bandwidth being measured is located at a frequency dis-
placed from the carrier by 1MHz. As postulated in Section 6.1.1, when the oscillator is in
aregime where its signal swing is limited by the available current, the energy stored in the
resonant tank will be proportional to the square of the bias current. But at least some of
the noise sources in the oscillator—specifically those related to shot noise—possess an
energy that increases linearly with current, creating a plausible scenario in which the car-
rier to noise ratio (C/N) exhibited by the oscillator follows I RéQ over at least some
portion of the operating range. Judging from the measurements taken at supply voltages
of 2V, 2.25V, and 3V, this appears to be the prevailing mode for the nominal bipolar oscil-
lator design. When the oscillation is current-limited, increasing the supply alone has little
effect on phase noise; however, in creating additional headroom, a higher voltage can pave
the way for an increase in the bias current to improve the phase noise. This characteristic
begins to be evident in comparing the performance at 2.25V and 3 V.3 Unfortunately, the

lower Rg(, presented by the resonator shifts the onset of voltage-limited operation to cur-

52 The oscillation amplitude in the bipolar oscillator is limited by the Vg of the common-base
transistor, where the collector is at the supply voltage and the emitter rests at a level of 2V . as
sct by the base bias. Hence the increase in achievable C/N enabled by raising the supply from
225V 103Vis (3V =2Vp)/(2.25V -2V ) —equaling a factor of 2 for a 0.75V V.
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rent levels that are much higher than had been anticipated, leading to a situation where the
biasing circuit runs out of base drive well before the optimum phase noise performance of
the oscillator is reached.> Being thusly inhibited, the bipolar oscillators are unable to
demonstrate further reductions in the phase noise with supplies above 3V. Also being cast
into murkiness by the base drive issue is the roll-off indicated in the carrier to noise ratio
with higher currents. While headroom limitations could be assumed responsible, base

drive starvation in the oscillator may also be playing a role.

Thankfully, there is less ambiguity with the CMOS oscillator. Although saturation
in the biasing circuitry again encroaches on the operating range, it happens through a dif-
ferent mechanism and not quite as severely. The maximum bias current occurs when the
full supply voltage is applied as the gate-source potential of the tail transistor; as with the
bipolar designs, this limit will be encountered in some instances before the voltage-limited
regime takes hold of the oscillator, but a greater range in the behavior can be seen. Repre-
sented by the more conventional phase noise metric, the spectral density at a I MHz offset
from the carrier is again chosen as the point of comparison.54 From this vantage point, the
performance of the CMOS design is characterized in Figure 6-16 as the supply voltage is
varied from 2.25V to 5V and the bias current in the oscillator core is independently

adjusted from 2.7mA to almost 17mA.
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Figure 6-16. CMVCO-CM phase noise behavior as a function of
power dissipation.

53 The limitation flows from the inability of the unity-gain buffer in the bias circuit to supply
enough base drive to satisfy the common-base gain transistors when operating at higher collec-

tor currents.
>4 Frequencies offset from the carrier by 1MHz fall safely into the £2 region of the phase noise
spectrum, but yet remain well above the noise floor of the spectrum analyzer.
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Now readily substantiated with the data provided is the concept of an optimum
bias current. On one side of this coin, operating an oscillator in a current-limited region
wastes power, as the same phase noise can be obtained with a lower supply voltage. In
Figure 6-16, it can be observed that the CMOS oscillator delivers -112dBc/Hz for a
6.5mA bias current whether the supply is 3V, 4V, or 5V. But pushing the current beyond
the “knee” into voltage-limited operation actually begins to increase the phase noise, an
effect witnessed in the 2.25V and 5V traces. However, the optimal bias current and the
realizable phase noise performance both increase with supply voltage, where the adaptive
biasing circuitry enables a 15dB range of control in the phase noise to be achieved by
adjusting the power consumption in the oscillator—while operating at the optimum cur-
rent for each supply voltage. Measured at a 1MHz offset from the carrier, the noise
improves from -106dBc/Hz for 5.5mW (at 2.25V) to -121dBc/Hz for 70mW (at 5V). A
remarkable observation from this data is that the performance versus power consumption
trade-off attains a slope that is greater than unity: a 15dB improvement in phase noise
comes for an 11dB increase in power. This characteristic seems to suggest that there is

not a significant noise penalty associated with the adaptive bias scheme.>

Returning to the broader issue of technology, it is interesting to conclude this
section by bringing together a direct comparison of the four oscillators. Again using the
carrier to noise density metric, the performance of each version is plotted in Figure 6-17 as
a function of the bias current in the oscillator core. The first comparison in this experi-
ment is between two sizes of the same bipolar transistor, where the smaller of the two had
been suggested as the optimum by a conventional LTI analysis and the larger took into
account the time-variant behavior intrinsic to oscillators. Perhaps as the first casualty of
the inductor loss being higher than forecast, much of the distinction between the two sizes
appears to have been washed out. The measured phase noise performance was nearly the
same, with the smaller transistors yielding marginally better numbers. From additional
work with SpectreRF, it is believed that the lower Q resonator has broadened the minima
in the phase noise as a function of transistor size, and has shifted the optimum device to a
size sitting between the two that were selected. Displaying a more noticeable difference,
the design which used the NPNs with the more lightly-doped intrinsic collector (and a cor-
respondingly lower peak fp) outperformed the other two bipolar versions. Also apparent
is that the slope of the characteristic is steeper with the low fr devices, indicating that the

equivalent load resistance presented by the resonator is slightly higher in this version.

33 Perhaps a better indication is that the CMOS design, at least in the white noise dominated
portion of the phase noise spectrum, outperforms any of the bipolar versions.
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Figure 6-17. Technology comparison of phase noise behavior as a function of
bias current in oscillator core, expressed as a ratio of carrier power to noise
power in a 1 Hz bandwidth located 1 MHz away from the carrier. A 3V supply
has been used for these measurements.

This supports the notion that the smaller base-collector and collector-substrate capaci-
tances resulting from the lighter doping levels can translate into a palpable improvement
in the resonator Q. Finally, given the same set of passive devices and the same 0.5um
minimum feature size, the best performance was provided by the CMOS oscillator.
Despite having the lowest fr of the bunch, the reduced parasitic resistances and capaci-
tances associated with the device seemed to carry the day—at least for frequencies far
enough away from the carrier for flicker noise not to dominate the phase noise spectrum.
It is further interesting to note that the fr comparison between the three different device
types holds not only for the peak value that can be reached, but also for the operating fr at
the (time-averaged) bias current densities reflected in the actual oscillators. This remains
true over the entire range of oscillator core bias currents illustrated by the data in
Figure 6-17.

A summary of the findings in the comparison between the bipolar and CMOS
5.8 GHz oscillators is furnished in Table 6.2. Representing the bipolar side are the ver-
sions with the higher fy transistors. The lower fT NPNs possess a slightly reduced DC
current gain, exacerbating the difficulties noted with the limited base drive afforded by the
biasing circuitry. Highlights of the oscillators operating with their on-chip established
default bias currents are provided for 3V and 2.25V supplies. Also noted in the table is

the lowest phase noise that could be observed for each oscillator and the bias condition
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from which it resulted. But here too, the bipolar versions were hindered by the limited
base drive, constraining the bias currents and the phase noise performance well below that

associated with the onset of the voltage-limited regime.

Table 6.2: Performance Summary for the C-band Monolithic VCOs

Bipolar CMOS
3V operation, “‘default” bias
. 5.4-6.1GHz 5.2-5.9GHz
Tuning range 0.3V 0.9V
Bias current in oscillator core 6.0mA 5.2mA
Biasing circuitry overhead 0.7mA 3.0mA
Phase noise, 100kHz offset -90dBc¢/Hz -83dBc/Hz
Phase noise, 1 MHz offset -110dBc/Hz -112dBc¢/Hz
Reduced power: 2.25V, “default” bias
Bias current in oscillator core 4.6mA 2.8mA™"
Phase noise, 1 MHz offset -108dBc/Hz -105dBc/Hz™
Lowest noise operation (observed)
Supply voltage 3v* 5V
Bias current in oscillator core 11.9mA* 14mA
Phase noise, 1 MHz offset -113dBc/Hz" -121dBc/Hz
Output buffer (all modes)
Bias current @ 3V operation 4.4mA 4. 7mA

Q of 6 for oscillator inductors (at 5.8 GHz)

. *Performance is limited by saturation in the biasing circuitry.
The “default” bias in the CMOS oscillator at 2.25V is in the voltage-limited regime.

6.4 Observations on Oscillators

Resting on the foundation of a pair of oscillator topologies known for low noise
performance and an ease of integration, a set of four VCOs has been designed by applying
insight gleaned from studying a linear time-variant model of oscillator behavior. Circuits

were then developed to offer an adjustable bias feature in the oscillators, instilling an
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added degree to controllability without degenerating the RF performance. Next, concern
for providing isolation and the need to drive a 50€2 load for frequencies near the transistor
fr led to the design of two impedance-matched output buffers based on differential pairs.
As with the biasing circuitry, much of the emphasis in the design of the buffers centered
around not degrading the performance of the oscillator, wherein a trade-off between input
impedance and gain was noted to exist. Favoring the goal of minimizing the loading upon

the oscillator cores, the gain provided by the buffers wound up being rather modest.

Using the same suite of passive devices, oscillators were constructed of three tran-
sistor types and optimized for the best performance each could attain. Although the reso-
nator Q fell far short of the values predicted during the design, these three versions yielded
some interesting comparisons. As an unmistakable exhibition of the role played by tran-
sistor terminal parasitics, a ranking of the measured phase noise—in the £2, white noise
dominated, region of the spectrum—went from best to worst as the device fr went from
lowest to highest. This is not to suggest an inverse relationship between switching speed
and oscillator noise, but does serve to indicate the relative unimportance of the transistor
fr—once fp is beyond the oscillation frequency by a factor of 3 to 5. In the search for a
relevant figure of merit for transistors, fy;4x fares no better as the same ordering (in fypax)

occurs for the devices in this comparison.

In hindsight, the selection of the cross-coupled topology with both n-channel and
p-channel pairs might not have been the best choice for the CMOS oscillator. By costing
headroom through its stack of three devices, this architecture effectively trades increased
noise in the £~ region for lower f-3 noise. And unless the match between n-channel and p-
channel drive strength is fairly precise, a difficult proposition to ensure over process and
temperature, the degree to which the effects caused by low frequency noise are cancelled
may not be particularly high. The best reported results have typically observed a
reduction of 20-30dB in the upconversion of flicker noise, and it is not likely that any can-
cellation technique would accomplish much more than this. While significant, for appli-
cations where the noise at frequencies farther removed from the carrier is of greater
importance, better results probably would have been achieved had only one of the cross-

coupled pairs been used.>®

One other aspect of adaptive performance versus power consumption may be
worth considering. The reason that the phase noise improves with higher bias currents

(until voltage limitations set in) is that the amplitude of the signal increases faster than the

56 I addition, the noise in the {3 region may even have been lower were only PMOS devices used
in the oscillator core.
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noise. A mixer, provided that the oscillator is driving one, may also stand to benefit from
the higher signal level. A number of the more salient features of a mixer—including the
noise figure, conversion gain, and linearity—generally improve with increased oscillator
drive levels. Within the context of a receiver, this may constitute a two for one deal on
sensitivity: as more power is spent in the oscillator, the signal to noise ratio supplied by the
RF front end will be improved by lowering both reciprocal mixing due to phase noise and

the noise figure of the mixer.

Once again, accurate inductor modeling is demonstrated to be central to achieving
first-pass success in RFICs. Despite the repeated criticisms leveled at the scalable models,
a few words are owed on their behalf: it should be noted that the beleaguered spiral induc-
tor models did not completely fail to find the mark. Although not shown among the mea-
surements in this chapter, the return loss at the output ports of the oscillators reached a
very respectablc 18dB, found centered at the targeted 5.8 GHz. As the MIM capacitors for
the process run were very near the nominally specified values, the excellent output match
indicates that the model for the inductor used in the oscillator buffers was reasonably
close. The one difference between this inductor and the others is that the buffer inductor
was optimized for area rather than a high quality factor. Thus it appears that the scalable

models provide better representations when the desired Qs are more modest.

So, after all of this, what is the best technology for oscillators? When possessing
terminal resistances and capacitances on par with bipolar transistors, the CMOS designs
have proven themselves to be very competitive in the arena of RF applications where
close-in phase noise tends to be less of a concern. Moreover, techniques have been dem-
onstrated to reduce both the effects and the occurrence of flicker noise [38][86]. However,
when the device 1/f noise in vertical (silicon) bipolar transistors is three orders of magni-
tude smaller than that exhibited by MOSFETS, a gap exists which is difficult to close by
circuit cancellation techniques. Given this advantage, and when properly scaled in consid-
eration of the lessons presented by this work, a bipolar technology making use of the latest
lithography tools will be difficult to beat. The primary challenge will be to avoid getting
caught up in an fp footrace.
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Chapter 7

Final Thoughts

Set against the backdrop of high data rate, adaptive wireless networks, a discourse
into the concurrent optimization of circuits and technology for RF/microwave ICs has
been presented. Approaches to considering the manifestation of noise in linear time-
invariant and linear time-variant RF circuits have been described, and were then developed
as tools for identifying the physical limitations to circuit performance as constrained by
the devices. Design techniques were applied to mitigate these limitations to the extent
possible while enabling the concept of adaptive performance, resulting in several new cir-
cuits, the illustration of a number of key effects, and the most direct comparison of transis-
tor technologies conducted to date. Completing the story are measured results from the
characterization of an experimental set of voltage-controlled oscillators (VCOs) and low-
noise amplifiers (LNAs), offering confirmation for many of the observations reached by

applying the tools fashioned herein.

This treatise began with a look at the modeling of on-chip spiral inductors. From
measurements at the circuit level and of an inductor test cell, it was subsequently deter-
mined that an analytical treatment of the substrate (presented in Section 2.2) failed to
accurately capture the loss mechanisms inherent to the medium. Instead, interpolating the
substrate capacitance and resistance components for spiral inductors within a set of mea-
sured data points would be a more effective avenue to realizing a scalable model /! In
addition, eddy currents in the substrate (Section 2.3) should be included through a coupled
secondary winding, and current crowding in the spiral trace (Section 2.2.1) needs to be
incorporated to represent behavior at gigahertz frequencies. Lacking these effects, a scal-
able model leads an optimization for quality factor astray by overpredicting the reduction
in the series resistance and underpredicting the substrate loss associated with using wider

metal traces.

iU pull electromagnetic simulations tend to be too unwieldy for the optimization of an inductor
geometry; however, such simulations could be used to generate the data points for interpolation
by the scaling rules discussed in Section 2.2.
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One application where inductors prove instrumental is in tuning a narrowband
LNA stage for gain and low noise. A number of topologies were explored in Chapter 4 for
suitability as RF amplifiers; of those analyzed, the common-emitter configuration was
found to work very well when equipped with base and emitter inductors to deliver opti-
mum noise and impedance matches to the RF source. Moreover, it was determined that
the noise figure of this stage effectively represents the technological limit to the achievable
sensitivity. This limit arrives at an optimum collector current density (JCU,,, ); by material-
izing a balance between shot noise and gain, JCap, represents the current at which the noise
of a bipolar transistor is minimized, and it is solely a parameter of the technology.j2 In this
low noise regime, the operation of the device is primarily limited by the junction capaci-
tances. The minimum noise figure, and the power consumption required to bring about
this condition, both decrease as the junction capacitance is reduced; the peak transistor f
is actually of little consequence for an LNA. Given a fixed source resistance, noise figure
and power dissipation approximately follow m , where the terms under the radi-
cal represent the base-emitter and base-collector junction capacitances per unit emitter
area (Section 4.2). Although often the smaller of the two by an appreciable amount, C,
plays a significant role in many other features of an LNA including: stability (Section 4.4),
isolation (Section 4.3), gain (Section 4.3.2), and noise figure (Section 4.1). Hence the
depletion capacitances at both intrinsic device junctions should be considered important

trade-offs at the device design level.

Having located the technology-imposed barriers, the next question to be addressed
is the relation between the noise figure of an actual LNA and the minimum noise figure of
a transistor. Starting with a 1.5dB NF,;, in a 5.8 GHz design, adding a cascode device
resulted in a 0.3dB hit to the noise figure, and incorporating a reduced power mode ele-
vated this figure another 0.25dB (Section 5.1). A base current source bias circuit was then
developed to protect linearity while keeping the noise figure degradation due to biasing
well under 0.1dB (Section 5.1.3). The remaining notable contribution to the noise figure
occurs from loss in the inductors. When the quality factors are very good (17-19), the
anticipated noise figure penalty is rather mild (0.2dB). However, with more typical Qs of
5-6, an increase of 1.2dB is attributable to the spiral inductors (Section 5.3). Considering
the constant transconductance biasing circuit, useful low power mode, and 50£2 imped-
ances required of a practical design for wireless applications, the LNA in this work dem-

onstrates that a 3.4dB (minimum) noise figure is achievable’” in the 5-6GHz range using a

i2 The optimum current density does increase with the frequency of operation, but is independent

_ of the device size.
33 This is assuming an optimum noise match is provided for the LNA.
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0.5um SiGe graded-base bipolar process. This represents a cost of almost 2dB above

NF,i, for an individual transistor in the technology.

An interesting thought to ponder in light of a CMOS implementation is whether
the loss and added noise incurred due to the inductors might mask any disparities in NF,;,,
at the transistor level. This does not appear to be the case, however, in comparing the
bipolar and CMOS LNAs discussed in Chapter 5. Dissipating 14mW from a 3V supply,
the CMOS design delivered a minimum noise figure of 4.5dB and an available gain of
5.2dB, falling short on both counts relative to the 3.4dB and 11dB numbers yielded by the
bipolar LNA on only 8mW from the same 3V supply.j4 The 1.1dB disparity is roughly
the same as that expected between the intrinsic devices, a correspondence resulting from
two differences in the impedance characteristics of the transistors which tend to cancel.
The input impedance presented by a MOSFET is relatively insensitive to the bias current,
making the adaptivc performance concept possible without necessitating a parallel (low
power) stage. Unfortunately, power constraints limit the size of the FETs (Section 5.2),
thus mandating more inductance to realize an input match; the higher inductor loss associ-
ated with the CMOS design offsets the benefit of not having to incur the penalty following
from the parallel stage architecture. Another issue with MOSFET impedances pertained
to whether an optimum source resistance of 50Q could be achieved (for reasonable power
dissipation levels). Although the R s, €xpected from applying the long channel approxi-
mation is in the neighborhood of 90,Q, the measured optimum source impedances were
found outside the 50Q circle; the correspondingly low Rsa [ values suggest that the drain
and induced gate noise currents are notably higher than ;)redicted by the long channel

model—even in this 0.5pm technology.

While LNAs typify the design of LTI circuits for RF applications, another impor-
tant class of circuits is exemplified by the periodic LTV behavior of oscillators. A signifi-
cant distinction between the two classes is that the sensitivity to noise in time-variant
circuits is one of the parameters which may vary in time. As a corollary, the noise
sources—particularly those associated with transistor conduction—may also exhibit a
time-dependent power spectral density. In modeling this behavior, two key extensions to
the work of Hajimiri and Lee [38] have been presented. The first extension is in noting
that transistors in time-variant systems cannot be represented by equivalent voltage and

current noise sources (Section 3.3). Each terminal resistance and conduction noise gener-

14 The available gain measurements represent the gain which could be achieved were the source to
present a reflection coefficient Lopt- However, the optimum source impedances determined for
the LNAs were not too far removed from 508
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ator must be considered independently; thermal noise in terminal resistances is always
present while conduction noise may only exist during a fraction of the period. A second
important addition to the LTV model is to recognize that conduction noise is not deter-
mined by the total current flowing into the corresponding transistor terminal (Section 3.4).
In a bipolar transistor, significant portions of the base and collector terminal currents are
associated with charging and discharging the base-collector, base-emitter, and collector-
substrate depletion regions—capacitive components which do not generate shot noise.
Failure to subtract the displacement currents in the calculation of noise was shown to
result in a significant error in a 5.8 GHz design, illustrating an effect which will become

increasingly profound at higher frequencies.

Resulting from this development is a tool by which the impact of a device technol-
ogy can be considered for oscillators (and other LTV circuits). Discontinuous conduction
in oscillators—when timed appropriately—effectively de-emphasizes the transistor cur-
rent noise sources. Once the transistor fy is a factor of 3 to 5 beyond the frequency of
oscillation, the time-varying behavior is controlled by the circuit and not the device;
beyond this point further increases in fr have no material effect on oscillator performance.
This assertion is demonstrated in a comparison of 5.8GHz oscillators presented in
Section 6.3: using the same inductors, a design implemented with 0.5um CMOS transis-
tors (15GHz peak f1) produced lower phase noise in the f2 region of the spectrum than
did the bipolar incarnations of the oscillator. Among the bipolar versions, the oscillator
making use of lower fr NPNs (peaking at 27GHz) outperformed the same design when
NPNs with twice the (peak) fp were inserted. Of the three, CMOS emerged victorious in
the comparison due to having smaller terminal access resistances and parasitic capaci-
tances than the 0.5um bipolar transistors in this technology. Similarly, lower noise was
obtained by the “slower” NPNs in the bipolar oscillator due to a reduction in the base-
collector and collector-substrate capacitances—achieved by masking an intrinsic collector
implant designed to push out the onset of the Kirk effect (to higher collector current

clensities).j5

Although the RF signal paths have received most of the attention, biasing and out-
put loading can figure prominently in the circuit performance. Noise from the biasing cir-
cuitry may easily overwhelm that in the signal path, necessitating careful design and often
a non-negligible power consumption (in the bias circuits) to keep the noise low. Several

new circuit techniques were developed to mitigate this concern while extending the

J3 “Slower” is chosen here primarily to reflect the general stigma attached with having a lower
peak fr.
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achievable RF performance through adjustability. A switched current source biasing
approach was implemented for the bipolar LNA (Section 5.1.3), providing a stable
transconductance (over temperature) and a high output impedance to minimize the impact
on the noise figure and linearity of the amplifier. Although the topology and the insulating
gate made the biasing chore much easier for the CMOS LNA (Section 5.2.3), a
temperature-stabilized transconductance was also realized within it by incorporating a
AV g bias referenceJ® The circuit used for biasing the bipolar oscillators was designed to
reuse reference legs to reduce power consumption while providing low noise
(Section 6.1.3). Finally, a feedback biasing scheme was developed for the CMOS VCO to
allow control of the current in the oscillator core through a tail source device which oper-
ates in triode to maximize the voltage headroom afforded to the oscillation (Section 6.2.1).
Each of these circuits provides a “default” bias condition established by an on-chip resis-
tor, but can be adjusted via an external input to support the adaptive operation which will

become a cornerstone of future, bandwidth on demand, wireless networks.

Through the designs presented in this work, an approach has been illustrated for
thinking about the ramifications of a technology upon the LTI and LTV components of an
RF system. From these examples in a 0.5um BiCMOS process, a number of generalities
have been extended to guide the development of semiconductor technologies for wireless
communications. One of the most poignant findings is that peak transistor fy is overem-
phasized for RF circuits. Simply put, a higher device f1 does not automatically improve
everything; in fact, depending on which trade-offs are invoked, increasing the f may actu-
ally translate to lower performance. Junction capacitances play a far more important role
in low noise, low power applications than does base transit time (Tg), bringing into ques-
tion the trend toward thinner base devices. Accompanying the thinner base layers has
been an increase in the doping concentrations applied to the (intrinsic) base and collector
regions, leading to higher junction capacitances and hindering the RF performance being
sought. The real improvements being observed from advanced silicon-based bipolar tech-
nologies can be traced to the continued shrinking in the lithographic dimensions, effec-
tively overcoming the penalties associated with recent directions in the stack design for
bipolar transistors. Another choice which should be questioned is the graded germanium
profile incorporated into most modern SiGe bipolar technologies. A graded profile is
adopted to reduce Ty by creating a drift field for minority carriers in the base. But for use

in radio circuits, a box profile can provide advantages by creating a valence band disconti-

J6 Both LNAs will exhibit some residual temperature dependence as the on-chip resistors used to
establish the current possess a non-zero T. However, the first-order effects in the transconduc-
tance have been compensated as illustrated through simulation in Figure 5-11.
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nuity at the base-emitter junction. With an energy barrier in place to block the injection of

holes from the base, the emitter doping concentration can be lowered to reduce Cig.

For RF applications, CMOS has demonstrated performance that is competitive
with implementations in mature bipolar processes—even winning along some oscillator
metrics. However, while the noise figure and f1 in MOSFETSs have seen marked improve-
ments with scaling, the question going forward will be the extent to which this trend will
continue in the face of high field mobility degradation and increases in the drain and
induced gate noise currents which seem to be outpacing the gains in transconductance.
Furthermore, the higher flicker noise in CMOS appears to remain a significant issue, as
low frequency noise can be addressed only to a degree through circuit cancellation tech-
niques at RF—and not likely by enough to close the gap with bipolar devices. But perhaps
the better question is to ask which device technology has more room for improvement.
Keeping in mind the lessons advanced through this work, as CMOS and bipolar processes
are aggressively scaled, the performance of a bipolar technology will prove difficult to

beat in the RF arena.
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