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Abstract

In this thesis, we formalize the notion of power-aware systems and present a method-
ology to systematically enhance power-awareness. We define a power-aware system
as one which scales its power consumption with changes in its operating scenario with
a view to maximizing its energy efficiency. Operating scenarios are primarily char-
acterized by five dimensions - input statistics, output quality requirements, tolerable
latency (and/or throughput constraints), internal state and environmental conditions.
We quantify the power-awareness of a system by equating it to the energy efficiency
with which it can track changes along these dimensions. This is done by comparing the
system's energy consumption in a scenario to that of a dedicated system constructed
to execute only that scenario as energy efficiently as possible. We then propose a
systematic technique that enhances the power-awareness of a system by composing
ensembles of point systems. This technique is applied to multipliers, register-files, dig-
ital filters and variable-voltage processors demonstrating increases in battery-lifetimes
of 60%-200%. In the second half of this thesis we apply power-awareness concepts
to data-gathering wireless networks. We derive fundamental bounds on the lifetime
of networks and demonstrate the tightness of these bounds using a combination of
analytical arguments and simulation. Finally, we show that achieving a high de-
gree of power-awareness in a wireless sensor network is equivalent to optimally or
near-optimally solving the role-assignment problem. Provably optimal role assign-
ment strategies using linear programming are presented. Hence, optimal strategies
can be determined in a time that is polynomial in the number of nodes. As a result
of applying power-awareness formalisms, the energy efficiency, and hence the lifetime
of data gathering networks increases significantly over power-unaware schemes.

Thesis Supervisor: Anantha Chandrakasan
Title: Associate Professor
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Chapter 1

Introduction

Low power system design assuming a worst-case power dissipation scenario is be-

ing supplanted by a more comprehensive philosophy variously termed power-aware

or energy-aware or energy-quality scalable design [6]. The basic idea behind these

essentially identical approaches is to allow the system power to scale with changing

conditions and quality requirements.

There are two main views to motivating power-aware design and its emergence

as an important paradigm. The first view is to explain the importance of power-

awareness as a consequence of the increasing emphasis on making systems more scal-

able. In this context, making a system scalable refers to enabling the user to tradeoff

system performance parameters as opposed to hard-wiring them. Scalability is an im-

portant figure-of-merit since it allows the end-user to implement operational policy,

which often varies significantly over the lifetime of the system. For example, consider

the user of a portable multimedia terminal. At times, the user might want extremely

high performance (say, high video quality) at the cost of reduced battery lifetime. At

other times, the opposite might be true - i.e. the user might want bare minimum

perceptual quality in return for maximizing battery lifetime. Such trade-offs can only

be optimally realized if the system was designed in a power-aware manner. A related

motivation for power-awareness is that a well designed system must gracefully degrade

its quality and performance as the available energy resources are depleted [41]. Con-

tinuing our video example, this implies that as the expendable energy decreases, the

17



system should gracefully degrade video quality (seen by the user as increased "block-

iness", for instance) instead of exhibiting a "cliff-like", all-or-none behavior (perfect

video followed by no video) [41, 36].

While the view above argues for power-awareness from a user-centric and user-

visible perspective, one can also motivate this paradigm in more fundamental, system-

oriented terms. With burgeoning system complexity and the accompanying increase

in integration, there is more diversity in the operating scenarios than ever before.

Hence, design philosophies that assume the system to be in the worst-case operating

state most of the time are prone to yield sub-optimal results. In other words, even if

there is little explicit user intervention, there is an imperative to track operational di-

versity and scale power consumption accordingly. This naturally leads to the concept

of power-awareness. For instance, the embedded processor that decodes the video

stream in a portable multimedia terminal can display tremendous workload diversity

depending on the temporal correlation of the incoming video bit-stream. Hence, even

if the user does not change quality criteria, the processor must exploit this operational

diversity by scaling its power as the workload changes.

Since low-energy and low-power are intimately linked to power-awareness, it is im-

portant and instructive to provide a first-cut delineation of these concepts even at this

introductory stage. This is to convince the reader that power-awareness as a metric

and a design driver doesn't devolve to traditional worst-case-centric low-power/low-

energy design. As preliminary evidence of this, consider the system architect faced

with the task of increasing the power-awareness of the portable multimedia termi-

nal alluded to above. While the architect can claim that certain engineering reduces

worst-case dissipation and/or overall energy consumption of the terminal and so on,

these traditional measures still fall short of answering the related but different ques-

tions:

How well does the terminal scale its power with user or data or environment

dictated changes? What prevents it from being arbitrarily proficient in tracking

operational diversity? How can we quantify the benefits of such proficiency? How can

we systematically enhance the system's ability to scale its power? What are the costs
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of achieving such enhancements?

It is precisely these questions that this thesis addresses and attempts to resolve.

We first build a formal framework that allows us to talk in precise terms about the

notion of power-awareness and next we show how this metric can be enhanced in a

systematic manner. In the latter half of the thesis, we use these concepts to attack

the problem of maximizing energy efficiency of wireless sensor networks.

1.1 Contributions of this Thesis

Our work on power aware systems has resulted in the following contributions:

(a) Formalizing the Notion of Power-Awareness

To understand power-awareness in a rigorous fashion, we introduced the no-

tion of operating scenarios which are characterized by the five key awareness

dimensions (input statistics, output quality, tolerable latency, ambient environ-

ment and internal state). Next, the concept of dedicated point systems was

introduced to bound the energy efficiency that the most power-aware system,

or, perfect system could achieve. Finally, scenario distributions were introduced

to describe the frequency with which the system resided in a set of scenarios.

These formalisms allow system designers to discuss the challenge of increasing

energy efficiency or power-awareness in precise and rigorous terms.

(b) Metrics for Quantifying Power-Awareness

The formalisms above are used to define the power-awareness of a system for a

specified scenario distribution. As defined by us, power-awareness is a number

between 0 and 1 and indicates the energy efficiency of the system relative to the

most power-aware system. Equivalently, the number indicates the lifetime that

this system would attain normalized to the lifetime of the most power-aware

system. Thus, this metric not only allows one to see how far the practical

system is from the ideal system but also allows an objective comparison of the

power-awareness of various systems.
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(c) Enhancing Power-Awareness via Ensemble Construction

If the only contribution of power-awareness theory, as developed in this thesis

was to disambiguate the notion, it would have limited use. We have developed a

formal technique to enhance the power-awareness of a system using a construc-

tion called ensemble of point systems which can lead to a significant increase in

the energy efficiency of systems (for the examples that we present, it can triple

the energy efficiency in some cases!).

In summary, our work on power-aware systems allows designers to talk in precise

terms about the problem, quantify the power-awareness of their systems, gain an

insight into how far are they from the most power-aware system and how they can

get close to this optimal.

The other main contributions of this thesis are in the area of power-aware wireless

sensor networks. By applying the formalisms above, we have tackled a significant

challenge in wireless sensor networks - maximizing their sensing lifetime. The specific

contributions in this area are,

(a) Bounds on Sensing Lifetime

To our knowledge, our work was the first to propose bounds on the active sensing

lifetime that a wireless sensor network can achieve. As a result we now know

the absolute physical limits of energy efficient collaboration in such networks.

Our derived bounds have been verified via simulation and are either provably

tight or near-tight.

(b) Optimal Collaborative Strategies

Having an energy efficient node is only half the story in wireless sensor networks.

The other important half is to determine optimal collaborative strategies that

allow these networks to maximize their sensing lifetime. Most previous work

in this area dealt primarily with optimal routing. Our work introduces more

rigorous formalisms of role assignments and collaborative strategies and we show

that while routing is an important aspect, it is but one facet of the more holistic
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notion of a collaborative strategy. We also pose the problem of determining the

collaborative strategy that maximizes lifetime and then present polynomial time

algorithms that can solve this problem.

1.2 Thesis Structure

The next four chapters deal with developing the theory and practice of power-aware

systems while the last three deal with energy efficient wireless sensor networks. The

next chapter reviews previous work in the area of power-aware systems. Chapter

3 deals with power-aware formalisms and the task of deriving a power-awareness

metric. Enhancing power-awareness using the "ensemble of point systems" idea is

the topic of chapter 4. We illustrate this idea for various systems in chapter 5. The

next chapter introduces wireless sensor networks and the energy models used in the

remainder of the thesis. Chapter 7 derives fundamental bounds on the lifetime of

sensor networks. Discovering optimal collaborative strategies in polynomial time is

dealt with in chapter 8. In the last chapter we summarize the work done and conclude.
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Chapter 2

Background

It might seem implausible that with the extensive research done in the area of low

power systems, there was no work that addressed the issue of power-aware systems

in the manner that we propose to. While shades of the proposed framework can be

seen in recent work, we believe that no published research has targeted the problem

as formally and comprehensively as detailed in this thesis. In the following section

we detail previous work which touched upon some of the issues that are relevant to

engineering power-aware systems.

2.1 Early Beginnings: Linking Latency and Power

In 1992, the landmark paper [10] changed the very way the circuits and systems com-

munity thought about power in digital integrated circuits. While that paper has had

tremendous overall impact in this area, we will focus on the power-latency trade-off

that was first promulgated there. The authors demonstrated using contemporary

VLSI technology that power could be decreased by close to 70% without sacrificing

throughput if twice the latency could be tolerated. This demonstration explicitly

linked power and tolerable latency. As an aside, the work also linked area and power,

since trading latency for low power needs more area if the throughput is to be main-

tained. To this day, trading latency for low power is arguably the one method that

has had the most significant impact on power dissipation.
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The paper that further disambiguated this vital connection appeared three years

later in the context of general purpose processors [19, 18]. In some sense, this paper

re-iterated what [10] had established. Its message was - it makes no sense to talk

about the "lowest energy circuit" till one imposed a latency bound on the circuit.

While the link between tolerable latency and power/energy seems obvious today, it

was not so before these two papers tied the two concepts together. As we shall see

later, this link is of fundamental importance while discussing power-awareness.

2.2 Scaling Voltage with Desired Throughput

Fundamental work in operating at the lowest voltage level under given speed con-

straints was first described in [28]. The importance of this idea for ultra low-power

digital systems was fully realized in [22]. This paper described a dynamically varying

supply voltage as the workload changed - a technique that subsequently became very

popular (and which recently found its way into several mainstream micro-processors,

see for e.g. [30]). Scaling the voltage dynamically remains a powerful general pur-

pose technique for achieving low energy in systems with varying throughput. This is

because power varies quadratically with voltage and only linearly with other factors

like operating frequency and switched capacitance. The other reason is that efficient

DC-DC converters with efficiencies close to 90% have been demonstrated [14, 21, 20].

While it is a very powerful tool, fully dynamic voltage scaling is not necessarily the

most energy efficient solution. First, voltage conversion has a bandwidth in the range

of several tens or hundreds of kHz while digital circuits routinely run at sub-GHz

speeds today. Hence, scaling voltage on a cycle by cycle basis is not possible (it is

possible to increase the bandwidth somewhat at the cost of efficiency and output rip-

ple, but this is still does not render the scheme feasible for fine grained variation). The

other important reason that moving to a dynamic supply does not guarantee the most

energy efficient solution is because a system that has been designed to operate for

the worst-case load is not necessarily power optimal even with a reduced supply. It is

possible, for instance, that small workloads can use totally different circuits/systems
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that are more power efficient.

2.3 Scaling Power with Desired Quality

An extensive body of work exists in the area of scaling power (and by consequence

energy) with the desired output quality.

One of the first non-trivial demonstrations of a dynamic voltage system was the

scalable encryption chip described in [20]. A higher energy cost is incurred for a

higher level of security and this translation is achieved by dynamically scaling the

precision and as a result, the core voltage. This chip is an important example of a

power-aware system.

Another approach to achieving power-aware computation is to scale the total

switched capacitance with the desired quality. One such demonstration of scalable

arithmetic was presented in [3]. The authors proposed a distributed arithmetic (DA)

approach with the interesting characteristic that the system allows the smallest pos-

sible grain in trading off quality and energy.

The work on low power DCT and IDCT as described in [63, 62] combined the DA

concept with the idea of exploiting DCT coefficient statistics to further reduce the

amount of switched capacitance.

Another key paper concerns the design of power-scalable adaptive digital filters

used in xDSL modem front-ends [42]. In adaptive filtering applications, high quality

is usually desired during the "continuous adaptation" or "training" stage to ensure

convergence to a small steady state error. Thereafter, the desired quality is highly

dependent on several factors like the line conditions, the desired SNR, noise profile

and channel characteristics etc. Hence it is important to scale the filter power with

the quality needed. The authors describe a means of doing just that by reducing the

amount of switched capacitance through clock gating. A related paper that adapts

the filter quality in response to line conditions leading to an impressive 88% reduction

in overall energy is [17].

One of the first papers in the area of energy scalable algorithms was [41], where
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the authors discussed how signal processing algorithms could be transformed so that

the quality degraded gracefully as the available energy decreased . The major impact

of this work was in reducing switched capacitance at a very high level of abstraction.

Unlike previous domain/application specific work, the scalability technique developed

in this paper was demonstrated for an entire class of algorithms.

A more recent investigation of energy scalable software [54, 56] treats the problem

even more generally. The authors argue that transformations that increase "energy

scalability" or what we term power-awareness are ones that decrease the concavity,

or equivalently, increase the convexity of the energy-quality curve. They demonstrate

this "concave to convex" transformation for FIR filtering, polynomial evaluation and

DCT/IDCT computation. This interesting contention of increasing convexity lends

their approach a more formal and rigorous touch. However, the authors stop short

of discussing what limits them from monotonically increases convexity. A related

shortcoming is how the convexity relates to the overall energy consumption of the

system and finally the problem of dealing with real-world curves that are non-convex.

2.4 Factoring Usage Patterns to Drive Low Energy

Design

System architects have been factoring in typical usage patterns or benchmarks to

drive design for several decades now. The most well-known example is clock gat-

ing in processors. Bus- and arithmetic coding are two well known low power/energy

techniques that are based on (a mostly) heuristic analysis of usage patterns [58, 52].

An ingenious low swing technique suitable for data busses is also based on exploit-

ing usage patterns [26]. Techniques that incorporate usage patterns more formally

and rigorously include pre-computation [2] and low energy finite-state-machines as

proposed in [4]. While these previous techniques have significant impact in their

respective, often narrow, domains, none of them has led to a generally applicable

technique for enhancing power-awareness.
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In contrast, the first hints of the general technique for enhancing power-awareness

that we propose in this thesis can be seen in the work on variable precision multi-

plication in digital speech processing [55] and to a lesser extent in variable length

decoding in MPEG streams [13].

The work on variable length decoding (VLD) in MPEG streams [13] analyzed the

statistical nature of the stream that was most likely to occur. This information was

then used to drive the engineering of a hierarchical look-up technique that drastically

reduced the energy of the average case. The main contribution of this paper was that

it focussed on the average case rather than the worst case and set the tone for the

work that would follow in [55] above. While the authors achieved impressive energy

reduction for the case of VLD, they did not focus on generalizing the technique.

Also, there are some hints of energy modelling and analytical derivation of the right

hierarchy, but the final choice was guided more by heuristics than a formal analysis.

The research presented in [55] is possibly the first that explicitly incorporates

the usage pattern of a multiplier to minimize the overall energy consumed. The

authors treat their solution as a degenerate case of the dynamic power supply that

[22] proposed. They argue that the bandwidth of the supply is not sufficient to

enable a cycle by cycle change and hence propose a fixed two-supply system. One

supply caters to the worst case (which is maximum precision in this case). The other

supply is designed by factoring in the usage pattern of the multiplier. A complete

analytical solution is presented to determine the other fixed supply once the precision

distribution is known. Implicit in the above work is the acceptance that except for

bandwidth, the dynamic power supply is still the best way to scale energy. Due to

this, they do not address the issue whether their proposed system is in fact optimal

or close to optimal in terms of energy. The other issue that remains unresolved is why

the authors stopped at two sub-systems and whether a plain double latency system

(as proposed in [10]) with identical throughput would do better. Note that such a

double latency system would reduce energy by close to 70% which is in the same

range as the reported savings using the more elaborate scheme. In any case, one can

argue that the work in [55] pioneered the technique of explicitly factoring in usage
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distributions.

2.5 Work on Common Case Optimization (CCO)

An important paper appeared in 1999 which once again highlighted the need to look

at usage patterns [31]. The broad idea in the paper was that one should reduce the

power of the most commonly occurring case by adding some Common Case (CC)

specific hardware. The paper focusses extensively on how this can be done at the

RTL level and hence does not focus on issues like the role of usage distributions

and the degree of additional hardware one should add. However, it demonstrates

how knowledge of the common case can be factored in at a very high level of design

abstraction and exploited to reduce the average case power.

2.6 Conclusion: A Formal Framework for Power-

Aware Design is Needed

The techniques described above have been pioneering in their recognition that energy

efficiency and power-awareness are essentially identical concepts. If a system is to

achieve the lowest possible energy, it must be efficient in every dissipation scenario

- not just the worst case scenario. Hence, the system must dissipate only as much

energy as is instantaneously needed if it is to be truly energy efficient. In other words,

the more energy scalable or power-aware a system is, the more energy efficient it is.

As we pointed out at the beginning of this thesis, there is a need for a clear and

unambiguous theoretical and practical framework that can capture the concept of

energy efficiency just like the well known framework that exists for reducing power

in digital circuits. Although the techniques above demonstrate crucial and novel

scalability techniques, they stop short of generalizations that are both important and

necessary to establish such a framework.

The first important concept that the previous work does not address is quantifying

the degree of scalability or equivalently the degree of power-awareness. We have
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reviewed many techniques that claim to be "energy scalable", but surely some are

more scalable than the other. In making engineering decisions, it is important to

have a metric that reflects on how efficiently these systems can scale. We call such a

metric the "power-awareness of a system".

The second issue that is closely related to the one above is the fact that previous

work does not attempt to bound the power-awareness possible which makes it difficult

to judge the inherent quality of the implementation.

Another significant omission in previous work is the lack of a clear and well sub-

stantiated procedure that explicitly factors in energy and scenario distribution curves.

Loosely speaking, a scenario corresponds to a particular operating condition the cir-

cuit or system might find itself in. An energy curve is a function that maps scenarios

to the energy they consume. A scenario distribution maps a set of scenarios to their

probability of occurrence. Hence, a scenario distribution is nothing but the histogram

of usage patterns. One can express the total energy as the product of these two curves

summed up over all scenarios. The power awareness problem is then simple one of

minimizing this sum.

In summary, most of the previous work was focussed on domain-specific and

strongly application dependent solutions. Although the resultant work demonstrated

concepts that were occasionally broadly applicable (like scalable arithmetic) the tech-

niques fell short of a comprehensive treatment of the power-awareness problem, a

deficiency that this thesis addresses.
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Chapter 3

Quantifying Power-Awareness

In this chapter we develop the basic power-awareness formalisms using a simple system

- a 16x16-bit array multiplier [611 - as an example. This will allow us to elucidate the

essence of our arguments without getting bogged down by detail.

3.1 Preliminaries

Consider a given system H that performs a certain set of operations F while obeying a

set of constraints C. For the illustrative system, H would be the given implementation

of a 16x16 bit array multiplier. While the set F would ideally contain all m-bit by

n-bit multiplications, where m, n E [1, 16], we restrict F to be set of all m-bit by m-

bit multiplications instead. We shall see the value of this restriction in the following

discussion. Finally, the constraint might be simply one of fixed latency (i.e. H cannot

take more than a given time, t, to perform F).

Given this information, we ask the following question:

The Power-Awareness Question: How well does the energy of a system, H,

scale with changing operating scenarios?

Note that we use energy and not power in the statement above because energy

allows us to seamlessly include latency constraints later on. Next, observe that our

understanding of power-awareness can only be as exact as our understanding of op-

erating "scenarios". As one might expect, these scenarios can be characterized with
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arbitrarily high detail. For instance, in the case of the multiplier, we can define the

scenario by the precision of the current multiplicands or the multiplicands themselves

or even the current multiplicands and the previous multiplicands, since the power

dissipation is a function of those too. In the interests of simplicity, we choose to

characterize the set of scenarios S by the precision of the multiplicands. Normally,

this would need a two-tuple since there are two multiplicands. But, by our choice

of F only one number (the precision of the two identical bit-width multiplicands)

characterizes the scenario. Hence, H can find itself in one of 16 scenarios. We denote

henceforth, a scenario by s and the set of 16 scenarios by S.

Having defined scenarios, we take the first step towards characterizing the power-

awareness of H by tracing its energy behavior as it moves from one scenario to the

other. For a 16-bit multiplier, we would do this by executing a large number of dif-

ferent scenarios and measuring the energy consumed by each scenario '. Henceforth,

we call these energy vs. scenario curves of H simply as the "energy curves" of H.
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Figure 3-1: Multiplier energy as a function of input precision.

Figure 3-1 shows the energy curve of our 16x16-bit array multiplier over 16 sce-

'All multiplier energy curves were derived by extensive (>1000 vectors) PowerMillTM simula-
tions of multiplier SPICE netlists in a 0.35p process.
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narios (which represent the precision of the multiplication). Note that the multiplier

has a natural degree of power-awareness even though it was not explicitly designed

for it. This is easy to understand since lower precision vectors lead to lesser switched

capacitance than higher precision ones.

An energy-curve like the one in figure 3-1 is the first step to answering the power-

awareness question. However, at this stage, it is difficult to answer the "how well"

in the question by looking at a system by itself. Hence, instead of a single energy

curve, we look at a few curves together to get a better understanding of the desirable

properties of energy-curves.

1
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0.8 - H-
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Figure 3-2: Energy curves of three different hypothetical systems.

Figure 3-2 plots the energy curves of three hypothetical systems H1, H2 and H3

executing a certain, identical set of scenarios. If we had to judge the power-awareness

of these systems from their energy curves, we would intuitively classify H1 as the

system that is the most unaware of the executing scenario. Such an undifferentiated

energy curve might be expected if, for instance, these systems were implementing

multiplication and H1 was a 32-bit RISC processor (since the energy taken by the

other parts would be so great that the actual precision of multiplication would have

insignificant impact). H2, on the other hand, definitely displays more energy differ-
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entiation than H1 and is intuitively "more scalable". Furthermore, since the energy

of H 2 is strictly less than H 1, it seems unequivocally better. Similar arguments can

be applied while comparing H 3 to H1 and we conclude that H 3 is more scalable than

H 1 . However, these "intuitive" arguments break down when we try comparing H 3

with H 2 . On the one hand, H 3 displays better scalability than H 2 . On the other,

its energy dissipation exceeds that of H 2 over a certain interval. For this reason, at

this point in our development, it is unclear whether we should pick H 2 or H 3 as the

more power-aware system. To help answer that question, it might help to think of the

energy curve of the most desirable system, say Hperfect executing the same operations

under the same constraints as the three systems discussed above. In a second step,

we could potentially compare the curves of H 2 and H 3 to that of Hperfect to decide

which is more power-aware. It helps to state that:

The Perfectly Power-Aware System (I) A system Hperfect is defined as the

most power-aware system iff for every scenario in S, Hperfect consumes only as much

energy as its current scenario demands 2.

It is clear from the above statement that we need to formally capture the concept

of "only as much energy as a scenario demands". To derive this energy for a given

scenario, say si, we consider constructing a system H,1 that is designed to execute

this and only this scenario. The reasoning is that we should not hope that a given

system H can ever consume lesser energy in a scenario compared to H, - a dedicated

system which was specially designed to execute only that scenario. We often refer

to the H,s as "point" systems because of their focussed construction to achieve low

energy for a particular scenario (or point) in the energy curve. Hence, in the context

of power-awareness, the energy consumed by H,, is in a sense, the lower bound on

the dissipation of H while executing scenario s1 . Generalizing this statement,

Bounds on Efficiency of Tracking Scenarios The energy consumed by a given

2More formally, Hperect is the most power-aware system iff for every scenario in S, Hperfect
consumes only as much energy as demanded by its current operation C F executing in the current
scenario under constraints C. In our multiplier example, we have chosen to construct S such that
it has a one-one correspondence with F and hence, it makes sense to talk about the "energy of a
scenario" executing on H.
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system H while executing a scenario si cannot be lower than that consumed by the

a dedicated system H, constructed to execute only that scenario si as efficiently as

possible.

This leads to our next definition of Hperfect,

The Perfectly Power-Aware System(II) The perfect system, Hperfect,is as en-

ergy efficient as Hs, while executing scenario si V si C S.

We denote the energy-curve of the perfect system by Eperfect. From a system

perspective, the perfect system behaves as if it contains a collection of dedicated

point systems - one for each scenario. When Hperfect has to execute a scenario si, it

routes the scenario to the point system H,,. After HS2 is done processing, the result

is routed to the common system output. This abstraction of Hperfect as an ensemble

of point systems is illustrated in figure 3-3.

Input Output

Figure 3-3: The Perfect System (Hperfect) can be viewed as an ensemble of point
systems.

The task of identifying the scenario by looking at the data input is carried out

by the scenario determining block. Once this block has identified the scenario, it
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configures the mux and de-mux blocks such that data is routed to, and results routed

from, the point system that corresponds to the current scenario. Note that if the

energy costs of identifying the scenario, routing to and from a point system and

activating the right point system are zero, then the energy consumption of Hpefect

will indeed be equal to that of Hs, for every scenario si. Since these costs are never zero

in real systems, this implies that Hperfect is an abstraction and does not correspond

to a physically realizable system. Its function is to provide a non-trivial lower bound

for the energy-curve.

To construct the Eperfect curve for our 16-bit multiplier, we emulated the ensemble

of points construction outlined above. The point systems in our example were 16

dedicated point multipliers - ixi-bit, 2x2-bit, ... , 16x16-bit - corresponding to H,

to H,16 . When a pair of multiplicands with precision i came by, we diverted them

to H, (i.e. the ixi-bit multiplier). Since we are deriving Eperfect, only the energy

consumed by the H 1s was taken into account. The Eperect curve thus derived is

plotted in figure 3-4, where the energy-curve of a single 16x16 multiplier is repeated

for comparison.
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Figure 3-4: Comparing the 16x16 multiplier curve to the "perfect" curve (Eperfect)
denoted by Ep in the plot.
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Note that Eperfect scales extremely well with precision since the scenarios are being

executed on the best possible point systems that we could construct. Before we

indulge in a more detailed comparison of the two curves, it is essential to note that

the latter curve really depends on the kind of "point" systems we allow. In the case of

the multiplier, we allowed any ixi-bit multiplier. The set of point systems we allow

is henceforth denoted by P. This set captures the resources available to engineer a

power-aware system. Like the scenario and constraint sets, it can be specified with

increasing rigor and detail. This new formalism, P has two key purposes. Firstly, it

gives a more fundamental basis to Eperfect. While it is not possible to talk about the

"best possible energy curve", it is indeed possible to talk about the "best possible

energy curve for a specified P". Secondly, P is also important when we discuss

enhancing the power-awareness of H. In that context, P specifies exactly which

building blocks are available to us for such an enhancement.

To quantify how power-aware our multiplier is, we plot the scenario efficiency

ratio,
E(Hperfect, si)

E(H, si)

as i ranges over scenarios in figure 3-5. 3

A qj value of unity indicates that the system under consideration is as power-

aware as it can be for that scenario. The smaller the Tb value, the worse the system's

awareness of scenario si. In the case of the multiplier, note that H tracks Hperfect fairly

closely for higher precisions. This is to be expected since a 16x16 bit multiplier would

be very efficient for scenarios where the operand precision is close to 16. For lower

precision scenarios, H loses its ability to track as well as Hperfect and can dissipate up

to two orders more energy than Eperfect. This is a recurring theme in system design.

There are energy costs to pay when a single system (H) is used over diverse operating

conditions and the 71 curve above quantifies those costs.

3 The notation E(H, si) denotes the energy consumed by a system H while executing scenario si.
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Figure 3-5: The scenario efficiency or awareness (71) of a 16x16 bit multiplier.

3.2 Defining Power-Awareness

In the preceding section, we quantified the power-awareness of a system on a scenario-

by-scenario basis using the rj function. Hence, we have partially answered the power-

awareness question posed earlier. The rj curve is a partial answer because it still

doesn't help us resolve the other question we posed in the last section - given the

energy curves of two systems, can we determine which of the two is more power-

aware? It is clear that to answer this question, we need to develop a measure of

power-awareness that distills the entire q curve. Mathematically, our problem is one

of mapping a vector 1 to a scalar # (power-awareness) by a well defined function f,

= -f( )

Although there are infinitely many possibilities, we will describe those that have

a useful system-level meaning and can be practically employed by system architects.

A definition that reflects the average-case power-aware behavior of the system is its
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expected ability to track scenario changes,

~bi=E-ij) (3.2)

where ISI is the cardinality of set S and E(.) is the expectation operator and

should not be confused with energy. The physical interpretation of #1 is that if all

scenarios were equally likely, H would track the scenario changes with an expected

efficiency of #1. For the 16x16 multiplier, #1 = 0.501.

Clearly, we can refine the definition of k1 to be more realistic if we had a sense

of the likelihood that the system will reside in a particular scenario rather than just

assuming all scenarios to be uniformly likely. For instance, figure 3-6 charts out the

probability that a multiplier will be in a certain precision scenario when it is filtering

a typical speech signal [56].

4 6 8 10
Input Precision (bits)

12 14 16

Figure 3-6: Typical multiplier usage pattern in speech filtering applications.

We call the curve in figure 3-6 a scenario-distribution curve (henceforth, we use

d to denote scenario-distributions and di to denote the probability of occurrence of

scenario si). We can now factor in d to arrive at a more reasonable value of the
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expected power-awareness of H:

d =E(7) = =id (3.3)
ZI1S d.

For the case of the multiplier for the distribution dspeech, this turns out to be close

to 0.42. Hence, if we were to observe the multiplier executing the speech filtering

application at a randomly picked point in time, we would expect to see it dissipating

about 140% more energy for a scenario compared to Hperfect.

While a scenario's frequency of occurrence is a fair indicator of its importance, its

not the only one. For instance, a scenario might have a low probability of occurrence,

but when it does occur, the architect might want the system to track the change well.

If we plug in this importance (m), we arrive at a more generalized version of (3.3),

EIS1 Tidimi
Od-M = ll dz (3.4)

A very useful application of power-awareness as defined by (3.4) is in predicting

and enhancing battery lifetime of the system H. In the context of maximizing battery

lifetime, the importance, mi, of a scenario is simply the energy dissipated by that

scenario,

mi - E(H, si)

Plugging in this definition of importance into (3.4) and simplifying using (3.1),

we get,

ZI E(Hperect, si)di
EIS E(H, si)di

- E(Normalized Battery Lifetime) (3.5)

The interpretation above is important enough that we do not attach any sub-script

and consider it the default definition of power-awareness unless specified otherwise. It

is one of the most useful interpretations of power-awareness since it directly equates
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the metric to the expected battery lifetime of the system normalized to the lifetime of

the perfect system. To see why this is so, note that the denominator is a summation

of the expected energy consumption per scenario and hence equal to the expected

energy consumed by the system H displaying a scenario distribution d. Similarly,

the numerator is the expected energy dissipation of the perfect system. Since battery

lifetime is inversely proportional to the energy consumed, # as defined by (3.5) rep-

resents the normalized battery lifetime of the system H. For our 16-bit multiplier,

it turns out that 0 = 0.57, which implies that in a speech filtering application, this

multiplier will have a battery lifetime that is about half of the perfectly power-aware

system. Note that in equating q to the expected normalized lifetime of the system,

we ignore second-order effects like the dependence of the battery capacity on the

discharge pattern [35].
Coming back to our original motivation - resolving which of H 2 or H3 is more

power-aware - we see that the question cannot be answered in the battery lifetime

sense without specifying a scenario distribution. We can unambiguously answer which

of H 2 or H3 is more efficient for any specified d. Interestingly, if we lack scenario

distribution information, and assume that all scenario distributions are equally likely,

this statistical assumption is equivalent to assuming that all scenarios are equally

likely. In this case d reduces to a uniform distribution.
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Chapter 4

Enhancing Power Awareness

4.1 Motivation

Enhancing the power-awareness of a system is composed of two well defined steps:

1. Engineering the best possible point systems.

2. Engineering the desired system using the point systems constructed in step (1)

such that power-awareness is maximized.

In the context of a power-aware multiplier, the first task is understood easily.

It involves engineering lxi, 2x2, ... , 16x16-bit multipliers that are as efficient as

possible while performing lxi, 2x2, ... , 16x16-bit multiplications respectively. The

second task - that of engineering a system using point systems - is illustrated by the

multiplier shown in figure 4-1.

Note the overall similarity between this figure and the abstraction of Hperfect in

figure 3-3. The ensemble of point systems was used as an abstract concept in the

context of explaining Hperfect's energy curve. In the present context, however, we are

illustrating an actual physical realization of a system based on this concept. The basic

idea is to detect the precision of the incoming operands using a zero detection circuit

and then route them to the most suitable point system. In the case of Hperect, the

matching is done trivially - multiplier operands which need a minimum precision of i-

bits are directed to a ixi-bit multiplier. Similarly, the output of the chosen multiplier is
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Zero Detection Circuit

2x2

16x16 -- +

X Y X. Y"

Figure 4-1: The Hperfect system mimics the abstract Hperfect system by using an en-
semble of 16 dedicated point multipliers and a zero-detection circuit as the scenario-
detector.

multiplexed to the system output. As we might expect though, Hpe 1fect, has significant

overheads. Even if we were to ignore the area cost of having 16 point multipliers, and

focus solely on the power-awareness, the energy curve of Hpejfect wouldn't be the same

as Epeifect. This is because, while the scenario execution itself is the best possible,

the energy costs of determining the scenario (the zero detection circuit), routing the

multiplicands to the right point system and routing the result to the system output

(the output mux) can be non-trivial.

A system that uses a less aggressive ensemble in an effort to reduce the energy

overhead of assembling point systems is shown in figure 4-2.

The basic operation of this multiplier ensemble is the same. The precision require-

ment of the incoming multiplicand pair is determined by the zero detection circuitry.

Unlike the previous 16-point ensemble, this 4-point ensemble is not complete and

hence mapping scenarios to point systems is not one-one. Rather, precision require-

ments of1 :

'Note that this is just one of the many possible mappings.

44



Zero Detection Cicruit

l6xI6 - ]

X
14xl4

Y + -XY

Figure 4-2: The 4-point ensemble multiplier system.

1. < 9 bits are routed to the 9-point multiplier,

2. 10,11 bits are routed to the 11-point multiplier,

3. 12-14 bits are routed to the 14-point multiplier,

4. 15,16 bits are routed to the 16-point multiplier,

Similarly, the results are routed back from the activated multiplier to the system

output. While scenarios are no longer executed on the best possible point systems

(with the exception of 16, 14, 11 and 9 bit multiplications), this ensemble has the

advantage that energy overheads of routing are significantly reduced over Hperfect.

Also, while the scenario to point system mapping of the 4-point ensemble is not as

simple as the one-one mapping, it is important to realize two things. Firstly, the
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energy dissipated by the extra gates needed for the slightly more involved mapping

in the 4-point ensemble is low relative to that dissipated in the actual multiplication.

Secondly, only 4 systems have to be informed of the mapping decision compared to

16 earlier. This reduction further offsets the slight increase in scenario mapping. The

energy curve of the 4-point ensemble is plotted in figure 4-3 where it is compared to

Eperfect and the energy curve of a single 16x16 multiplier.

30

--- E p
25 - E(16x16)

25--E(16x16,14x14,11x11,9x9)

=20--
E

E
C')

10-

5'-

2 4 6 8 10 12 14 16
Input Precision (bits)

Figure 4-3: Energy curve of the 4-point multiplier system in figure 4-2 compared to
the "perfect" curve and the conventional 16x16 multiplier curve.

It is not difficult to see the basic trade-off at work here. Increasing the number

of point systems decreases the energy needed for the scenario execution itself but

increases the energy needed to co-ordinate these point systems. Hence, it is intuitively

reasonable to assume the existence of an optimal ensemble of point systems which

strikes the right balance. Motivated by this possibility, we can now pose the problem

of enhancing power-awareness thus:

Determining the Most Power-Aware System Practically Realizable (I)

Can we construct a system Hoptimal as an ensemble of point systems drawn from

P such that Hoptimal is unconditionally more power-aware than any other such con-

structed system?
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Invoking property (9) discussed earlier, unconditional power-awareness only leads

to partial ordering. Hence, the existence of a unique Hoptimai as defined above cannot

be guaranteed. In other words, while it is possible to present a set of solutions that

are unconditionally more power-aware than all other solutions, we cannot guarantee

that this set will have only one member. In fact, this last condition is highly unlikely

to occur in practice - unless routing costs are very low or very high compared to

scenario execution costs (in which cases the optimal ensembles would be the complete

and single-point solutions respectively). Hence, in general, it is futile to search for

an "optimal" ensemble of point systems that is unconditionally better than all other

ensembles. Thus, we set our ambitions lower and ask a slightly different question:

Determining the Most Power-Aware System Practically Realizable (11)

Can we construct a system Hoptimai as an ensemble of a point systems drawn from P

such that Hoptimai is more power-aware than any other such constructed system for a

specified scenario dgiven ?

Since a specified scenario distribution dgiven imposes a total ordering on the power-

awareness of all possible subsets of P, it is easy to prove the existence of an optimal

system. Note that the proof based on total ordering is non-constructive i.e. it only

tells us that Hoptimal exists but doesn't help us determine what it is. This is unfortunate

because a brute-force search of the optimal subset of P would require an exponential

number of operations in JPJ - a strategy that takes unacceptably long even for the

modestly large P.

To see if there are algorithms that can find Hoptimai in non-exponential run-times

we pose the problem more formally as follows.

4.2 Formal Statement of the Power Awareness En-

hancement Problem

Given:

1. F : A system function to be realized.
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2. S : A set of scenarios characterized by a scenario basis. For example, the basis

in our multiplier example was the precision of the multiplicands.

3. P : A set of point systems available to realize F. Also, we denote the power-set

of P i.e. the set containing all the sub-sets of P by P(P).

4. d : The scenario distribution,

d: S -± R+ U {O}

that obeys the additional constraint,

E d(si) = 1

expected of a distribution functions.

5. e : The energy function,

e : S x P -- R+ U {oo}

In other words, for any given pair (si,pi), e gives us the energy consumed when

scenario si is executed on point system pi. For instance, the energy taken

by a 4x4-bit multiplication is different on a 4-bit multiplier than, say, a 9-bit

multiplier. If the scenario si cannot be executed on the point system pi, an

infinite cost is assigned to the pair 2

6. w : The energy overhead cost function,

W : P (P) -+ 4

Hence, w maps every sub-set of P to the sum of all energy spent in co-ordinating

2This has the nice property of preventing any infeasible ensemble of point systems. For instance
the ensemble {14-bit, 11-bit, 9-bit multiplier} is a subset of P, but is an infeasible solution since 15-
and 16- bit multiplications cannot be executed on any of these point systems.
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the points in the sub-set ensemble (routing energy, determining the scenario,

mapping the scenario etc.).

Form of the Solution:

1. An ensemble of point-systems, h C P(P), and,

2. A corresponding mapping,

g : S -+ h

i.e. g maps each scenario to a point system in h. For instance, in the 4-point

multiplier example above, g would specify that scenarios 1-9 execute on the

9-bit multiplier, 10 and 11 execute on the 11-bit multiplier and so on.

Measure of the Solution:

Since we are interested in the expected battery lifetime of a system, the measure

of a proposed solution - h, g - is the expected energy consumption E(h) given by,

ISI
E (h) =_ w (h) + e (si,7 g (si)) di (4.1)

Note that like all models, the one for energy above can be made increasingly more pre-

cise. For instance, the interconnect energy will display some dependence on scenario

distributions. Hence, the w function can take d as an argument and so on. However,

we refrain from these refinements because our intent here is to use a realistic but

simple model to analyze the complexity of finding a solution.

Problem:

Determine a solution that minimizes the measure.

It seems very likely that the problem of finding Hoptimai as stated above belongs

to the class of NP-complete problems. In other words, we cannot hope to determine

the construction of Hoptimai in polynomial time [16]. The proof of NP-completeness

and suitable approximation algorithms to find Hoptimai are beyond the scope of this

thesis. At this point, it suffices to say that we are currently working with heuristics
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to determine Hoptirma and as the application examples in the next chapter show, these

heuristics yield good results. For example, in the case of the multiplier system and

the speech distribution dspeech, the 4-point system described above was constructed

using a greedy incremental algorithm and achieved a power-awareness of close to

0.9 compared to about 0.57 for the single point 16x16-bit multiplier. Finally, it is

important to note that the re-engineered system must not violate any constraints that

the original system was expected to obey unless the constraints are relaxed explicitly

for the sake of increasing power-awareness.

4.3 Reducing Area Costs Incurred in Enhancing

Power-Awareness

Our focus in the preceding discussion was maximizing power-awareness without regard

to implementation costs like area. While such an approach is acceptable for systems

where power-awareness must be increased at all costs, it might need to be reformulated

for those with area constraints. In these latter cases, the problem would be to find the

most power-aware ensemble for a specified distribution while still obeying specified area

constraints. If the area costs are significant enough, it is often beneficial to think of

implementing an ensemble temporally rather than spatially. For example, instead of a

spatial layout of 4 multipliers as illustrated earlier, we must imagine a temporal layout

of these 4 multipliers. In other words, the same physical hardware is reconfigured to

a 16, 14, 11 or 9-bit multiplier as desired. A possible solution is to selectively shut

off the parts of a 16-bit multiplier and make it behave like smaller multipliers. While

such a solution may or may not save any energy in the case of multipliers (due to the

overhead of latches and the latch control network), it is an important illustration of

the fact that spatial mappings aren't the only means to implement ensembles. In fact,

our discussion of power-aware processors in the next chapter is a real world example

of a system where a purely temporal ensembles increase power-awareness significantly.

If we reformulated the fitness measure of an ensemble to include its silicon real
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estate costs, we can expect that the optimal ensemble might neither be totally tem-

poral nor totally spatial, but a hybrid. Continuing our multiplier example, it might

mean that we end up with, say 3, point multipliers, one or more of which are recon-

figurable to differing extents. To find such an optimal, possibly hybrid, solution we

must extend the spatial formulation of the problem (as stated in the last section) in

two ways. Firstly, we must allow new point systems that correspond to temporally

reconfigurable ensembles. In the multiplier example, this means including point sys-

tems like a nxn-bit multiplier that can be explicitly reconfigured as more efficient

roxro, rixri, ... , rkxrk-bit multiplier where ri E [1, n]. Secondly, we must factor in

the energy costs of temporal reconfiguration. In simple models, these costs could be

factored into the scenario execution energy itself. Hence, the e function that maps

(si, pi) pairs to energy values would not only include the cost of executing scenario si

on point system pi, but also the expected energy cost of possibly reconfiguring pi to

execute scenario s i .

Finally, it is worth noting that although we motivated temporal and hybrid en-

sembles to reduce area costs, such ensembles might in fact outperform purely spatial

ones in power-awareness even if we allow unlimited area for both. In other words,

one should not expect area saving temporal ensembles to be always inferior than the

best possible, area-unconstrained spatial ensemble. With some thought, this should

not be surprising because in moving from spatial to temporal ensembles, we augment

our set of point systems allowing temporal ensembles a larger solution space to pick

from.
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Chapter 5

Practical Illustrations

It is amply clear from the previous chapter that enhancing power-awareness by con-

structing ensembles of point systems carefully chosen from P is a general technique

that can be used not just for multipliers but other systems as well. In this chapter, we

shall illustrate how this ensemble idea can be applied to enhance the power-awareness

of multi-ported register files, digital filters and a dynamic voltage scaled processor.

In each case, we express the problem in terms of the framework we have developed

above and characterize the power-awareness of the system. Then we use an ensemble

construction to enhance power-awareness. It is interesting to note that these applica-

tions cover not just spatial ensembles, but purely temporal (processor example) and

spatial-temporal hybrid ensembles (register files and adaptive digital filters) as well.

5.1 Power-Aware Register Files

5.1.1 Motivation

Architecture and VLSI technology trends point in the direction of increasing energy

budgets for register files [65]. The key to enhancing the power-awareness of register

files is the observation that over a typical window of operation, a microprocessor

accesses a small group of registers repeatedly, rather than the entire register file. This

locality of access is demonstrated by the 20 benchmarks comprising the SPEC92 suite
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that were run on a MIPS R3000 (fig. 5-1)1. More than 75% of the time, no more

than 16 registers were accessed by the processor in a 60-instruction window. Equally

importantly, there was strong locality from window to window. More than 85% of

the time, less than 5 registers changed from window to window.

1

Cz 0.5 20
0

15

0 10

5 10 1Benchmark

20 2
Distinct Registers Accessed 30

Figure 5-1: Distribution showing number of distinct registers accessed in a 60-

instruction long window for the MIPS R3000 processor executing 20 benchmarks.

If we think of the number of registers the processor typically needs over a certain

instruction window as a scenario, the curves in figure 5-1 are simply scenario distri-

butions. When a processor uses n registers over a window, we would want the file to

behave as if it were a n-register (i.e. n-word) file. This would lead to a register file

architecture which is significantly more power-aware than one where the files always

behaves as a, say, 32-register file. The reason for this of course is that smaller files

have lower costs of access because the switched bit-line capacitance is lower. Hence,

from a power-awareness perspective, over any instruction window, we want to use a

file that is as small as possible.

1The author wishes to acknowledge Rex Min for gathering these statistics and also for writing

the auto-generator used to produce layout for the custom register files.
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5.1.2 Modeling the problem

We model the problem of increasing the power-awareness of register files using the

terminology developed in section III:

1. Function to be realized (F): A 2'-word x m-bit register file with r read ports

and t write ports.

2. Set of scenarios (S): We use the number of registers accessed in an instruction

window of length k to characterize scenarios. In picking k, one must remember

that the longer the window, the larger the number of accessed registers, leading

to lesser differentiation. A smaller window needs frequent scenario to point-

system mapping changes which has energy costs too. We choose k=60.

3. Point Systems Available (P): We assume the availability of 1, 2, 4, ... 2" word

x m-bit register files with r read ports and t write ports. Hence, the number of

words is the only degree of freedom allowed. While it is possible to have more

exotic point systems (different read and write ports, bit-widths etc.), our choice

is reasonable and works well when practically implemented.

4. Scenario Distributions (d): The twenty register access profiles in figure 5-1 are

the scenario distributions.

5. Energy function (e) and overhead energy (w): All register file results were

obtained by generating layouts using a custom-written program, extracting the

layouts into SPICE netlists, and simulating the netlists in PowerMillTM with

test vectors. The register files themselves were implemented using NAND-style

row decoding in dynamic logic with precharged address decoding lines, and use

a standard cross-coupled inverter pair for static storage. The file that we use

to illustrate power-aware engineering is a 32x4 bit, 3 read, 2 write port file. We

chose m = 4 although, as long as m is not unreasonably large, it does not affect

the results in any material way. This is because the bit-line switched cap is

essentially independent of m.
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5.1.3 Results

A monolithic 32-word file has an awareness varying between 0.2 and 0.3 for the

different distributions. Using a (16,8,4,4) ensemble as shown in figure 5-2 we increase

awareness to between 0.5 and 0.8 for the different distributions.

Address Data$

Figure 5-2: This (16,8,4,4) ensemble of 4 register files increases power-awareness by
twice for the d, scenario distribution and about 2.5 times for the d2 distribution.

The energy curves of the single point solution (a 32-word file) and the 4-point

(16,8,4,4) ensemble are plotted in figure 5-3. Interpreted in terms of lifetime increase,

the non-uniform 4-point ensemble increases lifetime by between 2 and 2.5 times for

the twenty distributions used.

5.2 Power Aware Filters

5.2.1 Motivation

There are significant motivations for investigating power-aware filters. As an exam-

ple, consider the adaptive equalization filters that are ubiquitous in communications
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Figure 5-3: Energy curves of a monolithic 32-word file and the non-uniform 4-point
ensemble (16,8,4,4).

ASICs. The filtering quality requirements depend strongly on the channel conditions

(line lengths, noise and interference), the state of the system (training, continuous

adaptation, freeze etc.), the standard dictated specifications and the quality of service

(QoS) desired. All these considerations lead to tremendous scenario diversity which

a power-aware filtering system can exploit [42].

5.2.2 Modeling the problem

1. Function to be realized (F):

Number of Taps

y[n] = E h[k]x[n - k]
k=1

We have chosen a 64-tap, 24-bit filter.

2. Set of scenarios (S): We use the basis <Number of taps, Precision> to charac-

terize the operational state that the system is in. The precision refers to both

the data and coefficients.
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3. Point Systems Available (P): We assume the availability of all possible < Num-

ber of taps, Precision> filters. We pick distributed arithmetic (DA) filters as

described in [3] because they allow the energy to scale with both taps and de-

sired precision. A 4-tap DA filter is shown in figure 5-4. In each step, incoming

and delayed data bits with the same weights are used to access a memory which

has pre-computed combinations of coefficients h[n]. This precomputed value is

then either added to or subtracted from a partially accumulated sum y[n]. The

number of cycles needed is the same as the precision of the multiplicands. Thus

filters that have to manage precisions lower than the maximum can scale their

voltages lower and still meet deadlines. Hence, this filter architecture allows

extremely fine-grained control over energy dissipation and is highly aware. The

problem is that since it relies on lookups, it has to resort to partitioning and

hybrid schemes to remain feasible as the number of taps grows [3].

- hl0]

h[l]

- h[l]+h[ l}

LSB MSB h[2]

xln-31 h[2] +h[O

- h[21 +hI ]

xn-2] - - h[21 +h[I}+h[0]

- h[31

x[n-I] - h[31 +h[0]

- h[31 +h[11

- ] - h[31 +h[1]+h[0

- h[3] +h[2]

- h[3] +h[2]+h[O

- h[31 +h[21+h11

- hl 31 ±h 2+h[2 I+h[+O

x2 + / Add/Sub

y[n]

Figure 5-4: A 4-tap distributed arithmetic (DA) filter architecture.

4. Scenario Distributions (d): We model the desired filtering quality using a syn-
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thetic distribution centered around a <16-taps,8-bit> scenario. Such a distri-

bution will prevail, for instance, when the system is in the freeze mode with a

high line quality and/or low SNR requirements.

x 10'

10

CO

0

Taps 40

15
20 Precision (bits)

Figure 5-5: Probability distribution of anticipated adaptive filter quality needed when

the system is in "freeze" mode with good line conditions and/or low SNR require-

ments.

5. Energy function (e) and overhead energy costs (w): We parametrically model

the filters described since the nature of the DA architecture lends itself to rea-

sonably accurate energy model [55]. The energy curve that results from this

model is shown in figure 5-6. Note that while energy scales about linearly with

the number of taps, it scales in a quadratic manner with precision. This is

because of the fact that lower precision filters can scale their voltage.

5.2.3 Results

Before we illustrate suitable ensemble constructions that enhance power-awareness,

it is instructive to look at the energy characteristics of the perfect system. Figure

5-7 plots the product of scenario energy and scenario probability for the perfect sys-

tem (which would be an ensemble of 1536 (=(64)(24)) point systems). The scenario

energy-probability product curve shows the energy consumed as a function of sce-

narios. Note that although energy consumption around the (16-tap,8-bit) scenario is
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Figure 5-6: The "perfect" energy curve for 64-tap, 24-bit DA-based filtering.

clearly prominent in figure 5-7, some high-precision, high-tap scenarios also account

for significant contributions to the overall energy consumed. This is easily understood

because although they occur infrequently (as seen in the distribution plot in figure

5-5), they consume significant energy when they do occur (as seen in the energy plot

in figure 5-6). If we used a single, 64-tap, 16-bit filter (i.e. a one point ensemble),

10\
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Figure 5-7: The perfect energy-probability curve for 64-tap, 24-bit DA-based filtering.

the resultant energy-probability product curve turns out to be the one plotted in

figure 5-8. A rough comparison of the energies consumed by different scenarios in

this system to that in the perfect system shows that the former is significantly non-
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optimal. In fact, the power-awareness of the single point system is only 0.17. To find

250,
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Figure 5-8: The energy-probability curve for a single 64-tap, 24-bit DA-based filter.

more optimal ensembles, we programmed a brute-force exhaustive search algorithm

that could find the best 4-point ensemble. Due to exponential timing requirements,

it broke down after that and a greedy heuristic took over. The optimal 4-point en-

semble turns out to be ((64, 24), (64, 15), (58, 20), (51, 10)) 2 as shown in figure 5-9.

Its energy-probability curve is plotted in figure 5-10. Note that although not quite

Arbiter -----------

64-tap, 2'-bit FIR

->64-tap, ] -bit FIR - (}-

-+ 58-tap, 26-bit FIR -[}-

-+ [51-tap, 1b-bit FIR -> I

A fj inJ

Figure 5-9: This 4-point ensemble of DA filters improves power-awareness by over
three times over a single point system.

optimal, it has a power-awareness of 0.52, which is over three times better than the

single point ensemble. Interestingly, our greedy heuristic revealed that if we include 4

2(64,24) stands for 64-tap, 24-bit precision etc.
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Figure 5-10: The energy-probability curve for the 4-point ensemble in figure 5-9. Note
the similarity to the "perfect" curve in figure 5-7.

more points - (30,17),(43,23),(64,7),(43,13) - in the above ensemble, we can increase

the power awareness to 0.64.

5.3 Power-Aware Processors

5.3.1 Motivation

Having looked at three examples of power-aware sub-systems (multipliers, register

files and digital filters), we illustrate power-awareness at the next level of the system

hierarchy - a power-aware processor that scales its energy with workload. Unlike

previous examples, however, this one illustrates how an ensemble can be realized in

a purely temporal rather than a spatial manner.

It is well known that processor workloads can vary significantly and it is highly

desirable for the processor to scale its energy with the workload. A powerful technique

that allows such power-awareness is dynamic frequency and voltage scaling [22]. The

basic idea is to reduce energy in non-worst-case workloads by extending them to use

all available time, rather than simply computing everything at the maximum clock

speed and then going into an idle or sleep state. This is because using all available

time allows one to lower the frequency of the processor which in turn allows scaling
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down the voltage leading to significant energy savings [22, 39, 8].

In terms of the power-awareness framework that we have developed, a scenario

would be characterized by the workload. The point systems would be processors de-

signed to manage a specific workload. As the workload changes, we would ideally

want the processor designed for the instantaneous workload to execute it. It is clear

that implementing such an ensemble spatially is meaningless and must be done tem-

porally using a dynamic voltage scaling system. Before we look at such a system, we

state the problem more concisely.

5.3.2 Modeling the problem

1. Function to be realized (F): Any workload running on a given processor. In

this case, the processor we use is the Intel StrongArm SA-1100. The workload

variation comes from a variable tap filter running on the SA-1100 (the reader

is referred to [39] for details of the actual setup).

2. Set of scenarios (S): We use the workload - [0,1] as a basis (with 0 for no

workload to 1 for a completely utilized processor). Note that the workload

requirement has a one-one mapping to a frequency and voltage requirement.

3. Point Systems Available (P): A point system in this case would refer to the

SA-1100 designed for a specific workload. Since we are interested in achieving

power awareness through voltage scaling, this corresponds to a SA-1100 with

a dedicated voltage and frequency (which are the minimum possible to achieve

the workload). Also, due to an infinite number of scenarios, there are infinite

number of point systems - one for every workload between 0 and 1. Equivalently,

in terms of voltages, there are an infinite number of point systems between 0

and Vd", the latter being the highest voltage the SA-1100 can run at, which

also corresponds to its highest frequency and a workload of unity.

4. Scenario distribution (d): We assume, for simplicity, that all workloads are

equally probable. As we see below, such an assumption is pessimistic and in
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real applications, we can expect to see even better numbers for power-awareness.

5. Energy function (e) and energy overhead (w): The energy dissipated by the

SA-1100 was physically measured.

5.3.3 Results

We now analyze an actually constructed system that recently demonstrated this

power-awareness concept [39]. The overall setup is summarized in figure 5-11 adapted

from [39]. The basic idea is that a power-aware operating system (p - OS) running

on the SA-1100 determines the current workload, scales the frequency accordingly

and then instructs a switched regulator supply to scale the voltage accordingly. The

reader is referred to [39] for the details of the setup and the dynamic voltage circuitry

etc.

Vddmax

Controller
Buck

+ Regulator Variable Vdd
Prog. Logic Vdd

SA-1 100

Desired Supply Voltage
(Digital Value)

Figure 5-11: The dynamic voltage scaling (DVS) system used to enhance power-
awareness.

The DVS system uses a temporal ensemble of 32 point systems with voltage levels

uniformly distributed between 0 and Vdrdia. The energy-curves of a non-aware i.e.

fixed voltage system and the implemented dynamic voltage system are plotted in

figure 5-12 .

For uniform workload distributions, power-awareness improves from 0.63 for a

fixed voltage system to 1.0 for the implemented dynamic voltage system. Note that

although the 32-point ensemble is by no means perfect, it was chosen as a reference to
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0.6
Workload

Figure 5-12: The energy curves of the fixed voltage and DVS system.
have been normalized with respect to the maximum load case.

Both curves

define the power-awareness (since the ratio of the power-awareness of one system to

the other is independent of the perfect system). Hence, for uniform load distributions,

DVS leads to battery lifetime increases of about 60%.
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Chapter 6

Wireless Sensor Networks

6.1 Introduction

Increasingly integrated and lower power electronics are enabling a new sensing paradigm

- wireless networks composed of tens of thousands of highly integrated sensor nodes

allow sensing that is far superior, in terms of quality, robustness, economics and au-

tonomous operation, to that offered by using a few, ultra high precision macro-sensors

[46, 29]. Such sensor networks are expected to find widespread use in a variety of

applications including remote monitoring (of climate, equipment etc.) and seismic,

acoustic, medical and intelligence data-gathering. Since these integrated sensor nodes

have highly compact form factors and are wireless, they are highly energy constrained.

Furthermore, replenishing energy via replacing batteries on up to tens of thousands

of nodes (in possibly harsh terrain) is infeasible. Hence, it is well accepted that the

key challenge in unlocking the potential of such networks is maximizing their post-

deployment active lifetime [23]. In what follows, we show precisely how to achieve

this the power-awareness framework that we have developed earlier.

Any effort at increasing the lifetime of sensor networks is necessarily two pronged.

Firstly, the node and the physical layer must be made as energy efficient as possible.

Tremendous progress has been reported in this area [7, 15, 9, 45, 33, 32]. Secondly, the

collaborative strategy i.e. the strategy that governs how nodes cooperate to perform

the sensing operation, must be energy efficient as well. Previous work in this area has
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dealt with different aspects of the problem. In [27], the focus was scalable collabora-

tion, with energy-efficiency an important, but not the central goal. The work reported

in [53] first highlighted the need for metrics other than those used in traditional net-

works (like number of hops) when energy is an issue. Various energy-aware routing

heuristics were also proposed in this paper. A related sampling of work that proposed

energy-aware routing heuristics is [44, 34, 57, 25, 24]. The first demonstration of near-

optimal maximum lifetime routing in ad-hoc networks was [11, 12]. Minimum-energy,

but infinite lifetime ad-hoc networks were the subject of [50, 37, 51]. The common

thread in almost all previous work is its exclusive focus on energy-efficient routingi

in ad-hoc networks. While this body of work has important implications for maxi-

mizing lifetime in sensor networks, we will repeatedly see in this thesis that routing

is but one aspect of a collaborative strategy. In the next chapter, we will propose

non-constructive bounds on the lifetime enhancing power of collaborative strategies.

In chapter 8 we rigorously develop the notion of a collaborative sensing strategy from

ground up and show that networks employing this more holistic concept can easily

outlast optimally routed minimum-energy networks by 2-3 times.

6.2 Basic operation

The goal of a sensor network is to gather information from a specified region of

observation, say R, and relay this to an energy-unconstrained basestation (B) (figure

6-1). This information originates due to one or more sources located in R. At any

given instant, nodes in a sensor network can be classified as live or dead depending

on whether they have any energy left or not. Live nodes collaborate to ensure that

whenever a source resides in R, it is sensed and the resultant data relayed to B. A

concept central to sensor networks is that of roles which nodes assume in order to

allow sensing. In the collaborative model we assume, live nodes play one or more of

the following basic roles:

'Exceptions are [25, 24], where energy-aware heuristics were used to guide protocol design in
networks that support certain types of collaboration.
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Figure 6-1: A sensor network gathering data from a circularly observable source
(denoted by a x) residing in the shaded region R. Live nodes are denoted by * and
dead ones by o. The basestation is marked B. In this example we require that at-
least two nodes sense the source. When the source is at So, nodes 1 and 7 assume
the role of sensors and nodes 2 -+ 3 - 4 -+ 5 - 6 form the relay path for data from

node 1 while nodes 7 -> 8 - 9 -+ 5 -+ 6 form the relay path for data from node 7.
Data might be aggregated into one stream at node 5. This is not the only feasible
role assignment that allows the source to be sensed. For instance, node 10 could act
as the second sensor instead of node 7 and 10 - 7 -+ 8 -± 4 -- 5 -+ 6 could form

the corresponding relay path. Also, node 6 might aggregate the data instead of node
5 etc. Finally, note how the sensor, aggregator and relay roles must change as the
source moves from So to S1. At every instant, the following decisions must be made:
which sensor(s) to use, whether to aggregate or not, where to aggregate, what fraction
to aggregate, how to route data to the aggregator, how to route aggregated data and
how to account for changes in source location and user desired quality. Chapter 8 of
this thesis deals with demonstrating a computationally feasible methodology to arrive
at these decisions (and their variation with time) such that they are globally optimal
in the sense of maximizing network lifetime.
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* Sensor: The node observes the source via an integrated sensor, digitizes this

information, post-processes it and produces data (this is often referred to as

"craw sensor data" as opposed to "aggregated data" as explained below). It is

this data which needs to be relayed back to the basestation. Note that although

the role is "sensor", the node must forward this stream to another node (possibly

itself for aggregation - see later). Hence the sensor role is really a "sense and

transmit" role and needs to be qualified by a single attribute - that of the

destination of the raw sensor data. The minimum number of sensors that must

observe a source is dependent on the desired quality and the topology of the

network (more on this in section 7.2).

* Relay: The node simply forwards the received data onward without any pro-

cessing. A relay role is qualified by two attributes - the source of the data being

relayed and the destination to which data is being forwarded.

* Aggregator: The node receives two or more raw data streams and then aggre-

gates them into a single stream. While the actual mechanism of aggregation

differs depending on the application, the underlying motivation is always the

same - the total volume of data to be routed to the basestation is reduced and

the quality of the aggregated stream is invariably higher than that of the raw

streams from which it is derived [47]. Consider a sensor network that detects

tank intrusion in a specified region. Several nodes might declare a tank present

with varying levels of confidence. All these "tank detected" messages may be

routed to a node that aggregates them into a single message with a revised

confidence measure. Aggregation here corresponds to data-fusion. As another

example, consider a sensor network collecting acoustic data. When an acoustic

event takes place, sensors gather acoustic data with varying signal-to-noise ra-

tios (SNRs). In this case aggregation might correspond to beamforming these

different streams to obtain a single aggregated stream with enhanced SNR [64].

The aggregation role is qualified by two attributes - the set of nodes transmitting

raw data to be aggregated and the destination node receiving the aggregated
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stream.

* Dormant: The node is live but is not currently participating in any of the roles

above (and hence consuming negligible power). Obviously, this role needs no

further qualification.

While nodes can change their roles with time (as illustrated in figure 6-1), we

assume that their locations are fixed. Also, mutually compatible basic roles can

manifest themselves concurrently in a node giving rise to a set of complex roles. For

instance, although there are only 4 basic roles above, all but the dormant role is

compatible with the others, leading to a total of 8 complex roles (the three basic ones,

sensor concurrent with relay, relay concurrent with aggregation, all three concurrent

and so on).

6.3 Node Composition

In spite of the multiplicity of implementations [46, 48, 38], every integrated wireless

sensor node has the same overall composition illustrated in figure 6-2. The node has

Digitized Processed

Sensor Sensor
>Data Data

Analog 0
Sensor Signal + Radio+

A/D - DSP+RS etc.Protocol+-FPGA etc. Processor

- Rx

Sensor
Core

Computation
Core

Y

Communication
Core

Figure 6-2: Composition of the node.

three key subsystems:
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" Sensing core: This subsystem is responsible for digitizing analog sensor data.

It is composed of analog pre-conditioning circuitry and a analog-to-digital con-

verter (A/D). This subsystem is active when the node acts as sensor.

* Computation core: This subsystem processes digitized data either from its own

sensor core or from a sensor core from another node (in which case that data is

conveyed via the radio link). It is this unit which carries out aggregation. Even

in the absence of aggregation, this unit is needed to implement compression of

the sensor stream. This subsystem is active when a node acts as an aggregator.

* Communication core: This subsystem is responsible for providing a digital com-

munications link between different sensors. It is in turn composed of a radio

transceiver that handles the physical layer and a protocol processor that im-

plements the remainder of the protocol stack. This subsystem is always active

except during dormancy.

6.4 Energy Models

We now detail the energy consumption characteristics of each node subsystem. This

combined with our knowledge of the subsystems used in a particular role will allow us

to specify the energy consumption of a node when it assumes a certain role2 . As will

become clearer over the course of the next chapters, none of our developments depend

on the linearity or presence of a bias or similar characteristics in the dependence of

power consumption on the constituent factors. Hence, presented with a choice, we

pick the simplest, reasonably realistic models to gain insight and keep the math

tractable.

2 In what follows, the energy of a role (say sensing) should not be confused with the energy of a
subsystem with the same name (sensing core).

72



6.4.1 Sensor Core

We assume that the energy needed to sense a bit (Esense) is a constant (denote by

a3) whose value is in the range of 50 nJ/bit [24]. Hence if the sensing rate is given

by r bits/sec then the sensing power is given by Psense = a 3r. As stated earlier, the

linear dependence on rate can be replaced by a more general non-linear relationship

and a rate-independent bias introduced to better model the sensing core.

6.4.2 Computation Core

We assume the following model for the computational energy consumed in the core

during aggregation [60]:

Pcomp = nagga4r (6.1)

where Pcomp is the power required for aggregating nagg streams present at the node

into one stream and r is the rate of each of the nagg streams (and also that of the

output stream). A typical order of nagg is 10s of nJ/bit. Note that since Pcomp is just

the energy dissipation of the computational core it does not include the energy costs

of receiving the streams and that of transmitting the aggregated stream.

6.4.3 Communication Core

This core has two logical sub-units - transmit and receive. The energy needed to

transmit and receive a bit is given by [49]:

Et - C= + a 2d" (6.2)

Erx = 12 (6.3)

where Etx is the transmit energy per bit, d is the distance to which the bit is being

transmitted, n is the path loss index, Er is the receive energy per bit. The terms

ao and a 12 capture the energy dissipated by the transmitter and receiver electronics

respectively, while OZ2 captures the energy radiated via the power-amp. Note that a 2

depends on n (which is greater than 2 and rarely greater than 5). Typical values
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of these parameters are all=45 nJ/bit, a12=135 nJ/bit, a2=10 pJ/bit/m 2 (n=2) or

0.001 pJ/bit/m 4 (n=4) [24].

In the next chapter, we use these models to derive fundamental bounds on lifetime.

In chapter 8, we show how these bounds can be actually achieved.
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Chapter 7

Fundamental Bounds on Network

Lifetime

Any effort to increase the network lifetime must necessarily be two-pronged. Firstly,

the node itself must be made as energy efficient as possible [47, 9, 40]. Secondly,

the collaborative strategies which govern how nodes co-operate to sense data must

be energy efficient. Most work in this latter area has been directed towards energy-

aware routing - both in the context of sensor and mobile ad-hoc networks (which

share some of the characteristics of sensor networks). Some representative work in

this area is [53, 12, 25, 50]. In this chapter, our key objective is neither proposing

new energy-aware routing heuristics nor new protocols. Instead, it is to explore the

fundamental limits of data gathering lifetimes that these strategies strive to increase.

Our motivation for doing so is several-fold. Firstly, bounds on achievable lifetime of

sensor networks allow one to calibrate the performance of collaborative strategies and

protocols being proposed regularly. Unlike strategies which are mostly heuristic due

to the combinatorially explosive nature of the problem, the proposed bounds are crisp

and widely applicable. Secondly, in order to prove that the proposed bounds are tight

or near tight, we construct real networks and simulate data gathering and show that

their lifetimes often come arbitrarily close to optimal. This exercise gives an insight

into near-optimal data gathering strategies if the user has some level of deployment

control. Thirdly, in bounding lifetime, we expose its dependence on source behavior,
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source region, basestation location, number of nodes, available initial energy, path

loss and radio energy parameters. This allows us to see what factors have the most

impact on lifetime and consequently where engineering effort is best expended.

7.1 Defining Lifetime

There are several possible definitions of the lifetime of a sensor network, each suitable

in a different context. A network as a whole can be in different states:

1. Source present in region but network not sensing. This is termed "loss of cov-

erage".

2. Source present and network sensing while satisfying user dictated quality and

latency constraints. This state is termed "active".

3. Source present and network sensing but not satisfying user dictated quality

constraints. This state is termed "quality failure".

4. No source present in the region.

In non-mission-critical applications, a reasonable definition of lifetime is the cumula-

tive active time of the network (i.e. whenever the network is active its lifetime clock

is ticking, otherwise not). In mission-critical applications, lifetime is defined as the

cumulative active time of the network up until the first loss of coverage or quality

failure. In this paper, we adopt this latter definition of lifetime. Note that active

lifetime is different from physical lifetime. For instance a sensor network deployed to

detect tank intrusion can "live on" for several hundreds of years (ignoring battery

degradation etc.) in the absence of activity. But it can only actively detect, say, 1000

hours of tank intrusion.

7.2 Factors Affecting Lifetime

Factors affecting lifetime of energy limited systems can be methodically listed down

by invoking the theory of energy-aware systems developed in [5, 6]. In the context of
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sensor networks, lifetime depends on the following factors and their variations (with

time and possibly space):

" Inputs and/or input statistics: This dimension includes factors like the

topology of the region to be sensed, the topology of the network, number of

sources and their characteristics etc. For instance, the lifetime of a network

sensing 5 sources will generally be very different than the scenario where it

senses just one. The lifetime of a sensor network detecting tank intrusion is

dependent on the velocity constraints on the tank and a stochastic description

of its location (i.e. does it breach the perimeter uniformly or is it more likely

to breach certain intervals more than others?).

* Desired output quality: As one would expect, higher quality sensing leads

to shorter lifetimes. The two-step approach we take in this thesis to quantita-

tively link desired quality and lifetime follows. In the first step, desired quality

is used to derive the minimum stream rate needed and the minimum number

of sensors that must observe the source1 . It suffices to say that rate-distortion

based information theoretic arguments provide a fundamental characterization

of the quality-rate tradeoff [47]. Consider the tank intrusion application again.

Once the user specifies a particular temporal and spatial resolution (i.e. locate

the tank to within 2 meters every 10 seconds), information theoretic arguments

provide reasonable lower bounds on the rate of the stream needed (i.e. the

network must support a rate of 10 kbps for the above resolution). Linking

the desired quality to the minimum number of sensors needed usually draws

on array signal processing formalisms like beamforming [64]. For instance, if

we assume that environmental noise is spatially uncorrelated, using three sen-

sors and simple delay-and-sum beamforming will increase the SNR (and loosely

speaking quality) by three times.

" Tolerable latency: In a well designed network, higher tolerable latency is

generally exploited to yield higher lifetimes. The key mechanism enabling this

1As one would expect, these two factors are not totally unrelated.
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latency-lifetime tradeoff is scaling the voltage of node electronics [39, 59]. Specif-

ically, power consumption varies as the square of the voltage and delay varies

in an inverse manner with voltage. Hence higher delays permit lower energy

consumption. Another reason why increased latency allows one to reduce en-

ergy is buffering i.e. by increasing the packet sizes (at the cost of latency), one

can amortize the energy costs of radio startup time. In this thesis, we do not

address tolerable latency explicitly. Rather, it is factored in implicitly via the

node energy models.

" The ambient environment: The ambient temperature, noise characteristics,

behavior of the wireless channel all affect the cost of computation and com-

munication in a sensor network. Our methodology is flexible enough to allow

different costs of computation and communication for different nodes and links

in the network.

" The state of the network: Networks with different initial states exhibit dif-

ferent lifetimes and different optimal collaborative behavior. Like most previous

work, our framework allows specification of networks with arbitrary initial en-

ergy states.

7.3 The Lifetime Bound Problem

The Lifetime Bound Problem: Given the region of observation (R), the source

radius of observability (ds), the node energy parameters (ai, a1 1, a 12,a2 , a3 and

n), the number of nodes deployed (N), the initial energy in each node (E), what

is the upper bound on the active lifetime (t) of any network established using these

nodes which gathers data from a source residing in R with spatial location behavior

lsource (X, y).

In the following sections, we solve this problem for a variety of source behavior.

We also illustrate the tightness (or near-tightness) of these bounds by analytical

construction and simulation.
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7.4 Characteristic Distance and Minimum Energy

Relays

A recurring theme in bounding lifetimes of data gathering networks is the problem

of establishing a data link with a certain rate r between a radio transmitter (at A)

and a receiver (at B) separated by D meters. There are several ways of doing this.

One can directly transmit from A to B or one can use several intervening nodes

acting as relays to prevent any node from having to spend too much transmit energy

(figure 7-1). This is often referred to multi-hop routing2 . We refer to the scheme that

dK dK-J dK-2 d3  d 2 _ d

B K-1 K-2 3 2 1 A

D

Figure 7-1: Introducing K - 1 relay nodes between A and B to reduce energy needed
to transmit a bit.

transports data between two nodes such that the overall rate of energy dissipation is

minimized as a minimum energy relay. If we introduce K - 1 relays between A and

B (fig. 7-1), then the overall rate of dissipation is given by,

K

Plink(D) (-i2 + E Preiay(di) r (7.1)

Often we omit the rate term (r) and it is understood that the expression has been

written for unit rate i.e. r = 1. The -a12 term accounts for the fact that the node

at A need not spend any energy receiving. We disregard the receive energy needed at

B because in most applications of minimum energy relays it is the basestation and

hence has no energy constraints. Even if it did, the receive energy is independent of

the number of intervening relays anyway and hence we can safely ignore it. We now

present some simple properties of minimum energy relays.

2 This is a term that the author is not particularly fond of. In all but the most trivial networks,
data is routed via more than one node. Hence every network is a multi-hop network, rendering the
adjective vacuous.
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Lemma 7.1. Minimum energy relays have all nodes collinear and no directed link

has a negative projection on vector A.

Proof. Consider an arrangement in which either of these statements does not hold.

Then, carry out the following two step transformation (figure 7-2):

* Step I: Move every node to its projection on AB.

" Step II: Create a link in the direction AB between every two adjacent nodes.

We claim that the overall power dissipation in the transformed network is no more

than that in the original one. This is obvious since the projection of a vector cannot

exceed the length of a vector. The result follows. El

B A

- I II I I

(3 a E)~ I
B A

Figure 7-2: Every non-collinear network with links that have negative projections
along AB can be transformed into a more efficient collinear network with links only
in the AB direction.

Hence, given K - 1 intervening nodes, the problem is merely one of placing these

nodes along the line AB to minimize overall energy. The following lemma tells us

how.

Lemma 7.2. Given D and the number of intervening relays (K - 1), Pignk(D) is

minimized when all the hop distances (i.e. dis) are made equal to D. This result

holds for all radios with convex power versus distance curves i.e. whose energy per

bit is a convex function of the distance over which the bit is transmitted.

80



Proof. Recall that Preiay(d) if of the form o1+ oZ2d' and hence strictly convex. Next,

note Jensen's inequality for convex functions,

V{/A}, Ai E R+ such that Ai = 1

f Aixi < A f(Xi) (7.2)
(z x) Z i()

with equality iff all the xis are equal. Then, it follows that,

Sd1 + d 2 + - + dK < Prelay(di) + Prelay(di) + ... + Prelay(dK)
relay K K

KPreay ) < Preday(d1) + Prelay(di) + - + Prelay(dK)

KPrelay (D) - a12 Plink(D) (7.3)K

with equality iff all the des are equal (to D/K). The result follows. E

Corollary 7.3. The minimum energy relay for a given distance D has either no

intervening hops or Kpt equidistant hops where Kpt is completely determined by D.

It is instructive to point out that while making hops equidistant seems like an

obvious thing to do, it works only due to the convexity of the radio's power-distance

curve. This is illustrated in figure 7-3. The radio in 7-3(a) does not have a uniform

path loss characteristic. Like all practical radios, its path loss index n increases with

distance [24]. Since a "piecewise convex function" retains its convexity, the radio

curve stays convex in this case. It follows that minimum energy relays using this

radio must have equidistant hops. However, if we factor in another practical concern

- the granularity of power control in a radio, then we might lose convexity, as shown

in the figure 7-3(b). For radios like this, equidistant spacing does not lead to the

lowest energy solution.

We have proved that the hops must be equidistant for convex radios. We now

derive the relation between the optimal number of hops K and the distance D.

Lemma 7.4. The optimal number of hops (Kpt) is always one of,
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(a) A Convex Radio Curve

Discrete
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Continuous
power - control

Distance

(b) A Non-Convex Radio Curve

Figure 7-3: Two deviations from ideal radios are shown here. The radio on the left
retains a convex energy-distance curve while the radio on the right does not. Hence,
while equidistant hops are optimal for the radio on the left, they are rarely optimal
for the radio on the right.

Lc[ D ]Kopt = dca
or

D 
ldchar

(7.4)

where the distance dchar, called the characteristic distance, is independent of D

and is given by,

dchar c-- ( 1)
2(n - 1)

Proof. From (7.3), we have, for equidistant hops,

y (D)Plink(D ) =K Prelay K

Let us optimize Plink(D) w.r.t K for the case when K E R+. Then, by taking the

derivative and setting it to zero, we get,

D
dchar

(7.6)

where dchar is defined above. Next, note that if f(x) is strictly convex then, xf(a/x) is

convex too 3 . This implies that KPrlay (f) is convex in K. Hence, once we calculate

3 Quick proof: The second derivative of xf(a/x) w.r.t. x is (a2 /X 3 )f"(a/x). But f is convex,
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the minima for K E R+ as given by (7.6), the minima for K E N is given by (7.4). El

Corollary 7.5. The power needed to relay a stream with unit rate over distance D

can be bounded thus:
11 D

Plink(D) > a1 d - a12
R - I dchar

(7.7)

with equality if and only if D is an integral multiple of dchar-

Proof. By the convexity of KPrlay (D) and the lemma above, it follows that,

Plink(D) > Kopt(continuous)Prelay (- C12
(Kopticontinuous)

dchar 2har) ~ a12

- dD ( + G2 Z ) 12
char a2(n

n D
n - 1 dchar - 012

with equality in the first step only if D/dchar is integral (i.e. when Kopt is the same

as Koptcontinuous)).E

The corollary above makes several important points:

" For any loss index n, the energy costs of transmitting a bit can always be made

linear with distance.

* For any given distance D, there is a certain optimal number of intervening nodes

acting as relays that must be used (Kopt). Using more or less than this optimal

number leads to energy inefficiencies.

" The most energy efficient relays result when D is an integral multiple of the

characteristic distance.

which implies f"(a/x) is positive. Hence, (a2 /x 3)f"(a/x) is strictly positive for positive a, x, proving
the convexity of xf(a/x)
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7.5 Bounding Lifetime

We now derive the upper bounds on the lifetime of sensor networks for a variety of

source behavior.

7.5.1 Fixed Point Source Activity

The simplest sensor network is one that harvests data from a fixed source located at

a distance dB away from the basestation (figure 7-4).

dB A ds

d

B

Figure 7-4: Gathering data from a circularly observable, fixed point source dB away
from the basestation (B). The source location is marked by x.

It is easy to see that we have to establish a link of length equal to at least d

dB - ds and sustain the source rate (say r) over this link. If we denote the energy

dissipation in the entire network by Petwork then it follows from our discussion on

minimum energy relays that,

Pnetwork Plink(d) + Psensing

> a d - a12 ) r + a3r (7.8)
n - I dchar

Clearly, achieving an active lifetime of say, tpoint, demands that the total energy

consumed be no greater than the total energy available at the start, i.e.,

N

tpoint Pnetwork e(0)
z=1
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which reduces to,

tpoint d N.E (7.9)

ai n d a 12 + a 3 r

for the case of a N node network with ej(0) (i.e. the energy of node i at deployment)

set to E. While the bound in (7.9) is exact, we often use the following approxima-

tion noting that in most networks of practical significance, the cost of relaying data

dominates,
N.E

tpoint tpointmax n d 7.10)
a1 n-1 dchar

One can eliminate dchar in (7.10) to obtain,

N.E
tpit a n - . (7.11)tPO~l =_n__ al a 2 (n - 1)(dB - ds)r(

For the simplest path loss model (n = 2), this simplifies to,

N.E
tpointmax 2 (d - dS (7.12)

Proposition 7.6. The bound in (7.10) is tight when d = dB - ds is an integral

multiple of dchar and N is an integral multiple of d i. e. with these conditions

satisfied, there exist networks whose lifetime equals the upper bound.

Proof. We present a proof by construction. Let dB -s = d = Mdchar, M E N,

and N = PM, P E N. Then form P parallel "backbones" of M = dB-ds nodes as
dchar

shown in figure 7-5 and use exactly one backbone at any time instant. Each node

in the backbone is dissipating power equal to a 1 + a2d e, which evaluates to n1 1.

Hence the lifetime achieved by a backbone is .E The overall lifetime is simply
n-i

PS = = da times this lifetime and thus given by N E which is the same
dchar dchar n-1

as the bound derived in (7.12). E

85



dB

SA ds

dchar

B

Figure 7-5: An example network that achieves the upper bound on lifetime. Here,
dB - ds = 6dchar i.e. M = 6 and N = 18 = 3(6) i.e. P = 3. Thus there are 3 parallel
minimum-energy backbones of 6 nodes each.

To experimentally validate the derived bounds, a custom network simulator was

used to simulate networks that gathered data from a point source using nodes with

the energy behavior described earlier4 . Figure 7-6 charts the lifetimes achieved by

thousands of networks with different values of N and d. As predicted, some networks

0.2

0.181-

0.16

0.14-

S 0.12 -

0 0.1 -
0
C) 0.08 -

U-
0.06-

0.04-

0.02-

0.85 0.9 0.95 1
Lifetime normalized to upper bound

1.05

Figure 7-6: Observed lifetimes of >50,000 actually constructed networks that gather
data from a fixed point source. For each network, the lifetime was determined via
simulation and then normalized to the upper bound in (7.10). These networks had
400> N> 100 and 20dchar > dB - ds > 0.1dchar-

do achieve a lifetime equal to the bound. The networks used to obtain this data did

4The author wishes to acknowledge Timothy Garnett for developing the simulator.
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not have random topologies. Rather, the networks and the collaborative strategies

were designed with the express intention of defeating the upper bounds. Hence, the

tightness apparent in figure 7-6 should not be interpreted as the lifetime expected

of general networks but rather as the best possible lifetimes that some networks can

achieve. Note that any network can achieve an arbitrarily poor lifetime and hence

the issue of worst possible lifetime is vacuous.

7.5.2 Activity Distributed Along a Line

We now consider the case of harvesting information from a source that is located along

a line (SoS 1) of length dN as shown in figure 7-7. The minimal power for sensing the

dNs

A

dw

dB

B

Figure 7-7: Gathering data from a source that resides on a line (SoS 1).

source at a unit rate is5,

ri d(x)
Pnetwork(X) > Plign(d(x)) > n 1 d (7.13)

ean - w dchar

5Recall that we are ignoring the a3 and -012 term.
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For the case when the source is located along SOS 1 with equal probability 1, the

expected overall rate of dissipation for sensing is,

xdB-idN

Pnetwork j / Pnetwork (XIsource(x)dx
x=dB

x=dB+dN n (X)

JX=dB n ~ 1 dchar dN

> n dinear (7.14)
n - 1 dchar

where,
did 2 - d3d4 + d2 ln(I (+d)

diinear = 2dN - ds (7.15)

Hence, the bound on the lifetime of a network gathering data from a source that

resides on a line with equal probability is,

tlinearmax n N.E (7.16)
n-I 1 daT

When SOS 1 passes through the basestation B i.e. dw = 0 (or So, Si and B are

collinear) we have,

tcollinearmax N.E (7.17)

n-1 dchar

Figure 7-8 plots the lifetime achieved by non-collinear networks gathering data from

a source that resides along a line. For each simulated network, the lifetimes have been

normalized to the upper bound in (7.16). Clearly, the bound is near tight.

Proposition 7.7. The bound for the collinear case (7.17) is tight i.e. there exist

networks that achieve a lifetime equal to the bound.

Proof. Consider the case when,

* dN is an integral multiple of 2ds i.e. dN = M(2ds), M C N.

" 2ds is an integral multiple of dchar i.e. 2ds = Ldchar, L E N.

" dB + ds is an integral multiple of dchar i.e. dB + ds = Tdchar, T C N.
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Figure 7-8: Observed lifetimes of ~3500 networks that gather data from a source
residing on a line (400
1.5dchar > ds > 0.25dc

>N > 100, dB < 10dchar, dw < 7.5dchar, Ildchar dN dchar,

har)-

Then, we can arrange nodes as shown in figure 7-9. Note that the key idea is to

establish M minimum energy relays. For this we need exactly E.=i(L(m -1)+T)

M(L(M - 1)/2+ T) nodes. If the number of nodes available is an integral multiple of

this number, then we achieve the bound with equality (the proof is an exact analogue

of that in (7.6)).

LA-

El

dN moo

S

B * *

dB+ds 2dS

Figure 7-9: An example network that achieves the upper bound on lifetime. Here,
dN = 4(2ds) i.e. M = 4, 2ds 3dchar i.e. L = 3, dB+ ds 4dchar i.e. T = 4. We
establish M = 4 minimum energy relays consisting of 4,7,10 and 13 nodes respectively.
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7.5.3 Activity Distributed Over a Rectangular Region

Consider harvesting information from a source that resides in a rectangle (fig. 7-10).

Assuming lsource(X, y) to be uniform, we have,

dw

dw

dN

Figure 7-10: Gathering data from a source that resides in a 2d, by dN rectangle that
is dB away from the basestation (B).

ILRPnetwork (X, Y) source(X, y) dx dy

Plink(d(x, y)) dx dy
2dwdN

n al X2 +Y 2  -_ dsdd
n - I 2 dWdNdchar

(7.18)

E4dw (d1 d 2

- d 3 d 4 ) + - - -

fX=dB+dNfy=dW

x=dB =-dW

f x=dB+dN 

y=dW

- x=B ly=-dW

> n 2 drect

n - I dchar

1
drect= -ds + 1

12dNdw

2d3w ln( 2
W d3 +- d4

+ d n( -4 ) + d 3ln( 2 II d- dwI
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Hence, the bound on expected lifetime is,

trectanglemax
N.E

n 1drect
n-1 dchar

(7.20)

Figure 7-11 plots the lifetime of networks gathering data from sources that reside

in rectangles. Once again, the lifetime of each network has been normalized to the

bound in (7.20) and the tightness of the bound is apparent.

0.06 -

0.05-

0.04-

0.03-

0.02-

0.01

I0'-
0.65

LI
0.7 0.75

-N ii-
0.8 0.85 0.9 0.95

Lifetime normalized to upper bound

1

Figure 7-11: Observed lifetimes of ~500 networks that gather
residing in rectangles (1000 > N > 100, dB < 10dchar, 6.75dchar
13.5dchar dN dchar, 1.5dchar > ds > 0.25dchar).

7.5.4 Activity Distributed Over a Sector

Consider a source that resides in a sector as shown in figure 7-12.

data from sources
> 2dw > 0.5dchar,

In a manner

analogous to earlier derivations, we can show that the expected lifetime is bounded
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dR

B

dR

R

Figure 7-12: Gathering data from a source that resides in a sector (subtending angle
20 at the centre) dB away from the basestation (B).

by,

Lsector N.E (7.21)
n a1r dsector

n-1 dchar

where,

20d - dBdRdw - 3 In dR dW

dsector = 3(0(d2 + d) - dBdBw ds

For the special case of a basestation at the center of a semi-circle (i.e. dB 0, 0 =

7r) we get,

semi-circe = N.E (7.22)
n 1ir d

n--1 dchar

Figure 7-13 compares the lifetime of some semi-circular data gathering networks

compared against the upper bound.
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Figure 7-13: Observed lifetimes of ~350 networks that gather data from sources
residing in semi-circles (1000 > N > 100, dB = 0, 10dcar, dR > 1.25dchar, 2dchar >
ds > 0.2dchar).

7.6 Bounding Lifetime by Partitioning

The following theorem is useful in deriving

can be partitioned into sub-regions for which

to compute.

lifetime bounds for source regions that

the bounds are already known, or easier

Theorem 7.8. The lifetime bound per unit initial energy, T(R), of a network gath-

ering data from a source region R that can be partitioned into Q disjoint regions

R 3, J. C [1, Q] with their corresponding lifetime bounds (also normalized), T(R ) is

given by,
T1

where pj is the probability that a source resides in region Rj.

Proof. First note that the lifetime bound (not normalized) is obtained by dividing

the total energy available at the start by the expected rate of dissipation. Hence, we
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have,

t(7) - E(RIz) T (R1)
P (Rj) P (Rj)

where E(Rj) denotes the initial energy in region Rj. Our task is simply to express

the bound of the entire network in terms of the available parameters, which we do as

follows,

E(R)

t ( 7R ) = 'J ) J
E() 'P) Rj

As an illustration, consider a source residing equiprobably along a line with the

basestation's (i.e. B's) projection on SOS, lying within the segment rather than

outside it (fig. 7-14).

so dN S1

R, R2  R3
dw

dB dB I

B

Figure 7-14: Bounding lifetime when source moves along a line, but with basestation
"between" SOS,.

While the lifetime expression derived in section 5.B (for sources residing on a line)

can't be used directly, it can be used via partitioning R into three regions as shown

in figure 7-14 thus,

dN dB dB dN- 2dB (7.23)
T(-R) T(7Z 1 ) T(R 2 ) T(R3)
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Note that r(Z 1 ) (=T(R 2 )) and T(R 3) can both be obtained using (7.16).

7.7 Factors Affecting Practical Tightness of Bounds

Throughout this chapter, we have emphasized the "near-tightness" of these bounds.

We now discuss the validity and tightness of these bounds under the influence of

various practical concerns. The first of these concerns is topology. In an effort to be

fundamental, our bounds ignore the topology of the network. Hence, bounds derived

in the chapter are maximized over all achievable network topologies. A randomly

deployed network will seldom have the near-ideal topologies needed to approach the

bound. However, if the network has high enough density and is Poisson distributed

(i.e. the number of nodes in a certain region is proportional to the area of that

region), then lifetime bounds for such networks can be expected to approach those

derived. Next, we expect the source to obey a certain location distribution. If a real

world source deviates significantly, then the achievable lifetime will be lower than

the derived bounds. Finally, achieving these bounds requires global co-ordination

and information, which has finite energy costs in real-world networks. This will also

contribute to the gap between achievable lifetime and the derived bounds. A related

issue is the energy loss incurred in accessing a multi-user channel.

For all these reasons, it is unlikely that real world ad-hoc networks can approach

the derived bounds closely. Note however that none of these factors lead to an inval-

idation of the bounds i.e. the bounds stay valid, but tend to be optimistic. In the

next chapter, we factor in topology, source movement, multiple sources and desired

quality thus closing the gap between achievable lifetimes and bounds. However, the

gap due to absence of global information and multiple-access issues still remains.
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Chapter 8

Optimal Collaborative Strategies

In this chapter, we formalize the notion of a collaborative strategy and then present

computationally efficient algorithms for determining the strategy that maximizes life-

time.

8.1 Key Formalisms

8.1.1 Role Assignments

The network we will use to illustrate the formalisms is shown in figure 8-1. Consider

then, that we want to maximize the active lifetime of this network with the source

in the position illustrated. Assume first that we require at least one node to sense.

Note that the set of potential sensors, S, in this case is {1,2}. Our only means of

influencing the lifetime of the network is by changing the roles that nodes assume with

time. An assignment of roles to nodes is called a role assignment. Hence, there are

MN role assignments in a non-aggregating network with N nodes and M basic roles.

When there are restrictions on the roles that certain nodes can assume, only some role

assignments are valid. In the example above, the sensing role is restricted to nodes 1

and 2 since these are the only two nodes in the circular region of source observability.

The number of valid role assignments is thus 423(152) (since 2 nodes are allowed

all roles and the remaining 13 are allowed only non-sensing roles). As one would
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11 6 01
0 0 X

0 0
15 5 2
050 0 05

S0 1312 8 7

14 0 4 0
B

B 0 9 3

10

Figure 8-1: A sensor network (the source is denoted by a x).

expect, not all valid role assignments lead to the network being active i.e. obeying its

contractual obligation of sensing data and then relaying it back to the basestation.

Figure 8-2 shows one such assignment. A valid role assignments that leads to an

0 X

00

0H 0
B

Figure 8-2: A valid but inactive role assignment (since sensed data is not reaching
the basestation).

active network is termed an active role assignment. Figure 8-3 shows an active role

assignment. Finally, an active role assignment is termed feasible iff it is non-redundant

i.e. no non-sleeping node can be put to sleep without rendering the assignment

inactive (note that the example active network in figure 8-3 was infeasible). Every

active role assignment can be made non-redundant to yield (at least) one feasible

role assignment (FRA). If a feasible assignment involves aggregation, we call it an

aggregating FRA else we call it a non-aggregating FRA. Examples of FRAs are shown

in figures 8-4 and 8-5. We denote by F the set of all feasible role assignments (FRAs).

98



X
0

0 0

0

B
0

Figure 8-3: An active (but infeasible) role assignment.

11 61

0X

15 005 2

0 0 0
- -4 1 3 1 2 0 874 0 0

B 0 9 3

10

Figure 8-4: A feasible role assignment (FRA) written as 1 -± 5 - 11 -+ 14 -+ B.
Note that this is a non-aggregating FRA.

The concept of FRAs is central to maximizing the lifetime of sensor networks. This

is due to the following observation which follows from our definition of FRAs:

Lemma 8.1 (Completeness of F). A sensor network that employs only role as-

signments present in F can attain a lifetime that is no less than that achieved by

employing a superset of F.

Proof. Assume the contrary i.e. using role assignments not in F allows one to achieve

a lifetime strictly greater than that possible by using FRAs alone. Then the network

sustained a role assignment, r V F at some time instant. Note that r must be active,

else the network would violate its contract for the time for which r was sustained.

But any active r can be replaced by a FRA, say s, such that s c F and s is at least

as energy efficient as r. Similarly replace all role assignments not in F by FRAs.
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13 12 8 7
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B 0 9 3

10

Figure 8-5: A feasible role assignment written as 1 -+ 5 - 11 - 14 - B; 2 -+ 3 -

9 - 14 -± B. This is an aggregating FRA with the aggregating node (here 14) in
boldface.

It is clear that we can achieve a lifetime that is no less than the original while only

employing FRAs, which is a contradiction. D

8.1.2 Collaborative Strategies

As mentioned earlier, the problem of maximizing lifetime is really one of finding the

optimal collaborative strategy1 i.e. the optimal manner for nodes to cooperate such

that the sensor network fulfils its contract. We have already seen that it is sufficient to

consider fulfilment of this contract using only FRAs. Hence a collaborative strategy

is characterized by a sequence of FRAs each of which is sustained for some specified

time. A possible collaborative strategy for the network in figure 8-1, assuming that

only one sensor needs to sense is:

{(1 -+ 2 -+ 5 -+ 7 - 12 -+ 13 -- 14 -+ 15 -+ B, 1.923 sec),

(1 -±5 - 7-± B, 0.089 sec),

(2 -+ 5 - 12 -+ 13 -± 15 -+ B, 123.5 sec)}

'Some authors reserve the word "collaboration" to mean data aggregation. In this work, any
cooperation between nodes is termed a collaboration.
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Each of the elements is a time-annotated FRA. Not all collaborative strategies are

practically feasible. For example node 2 might be drained after the first FRA above

has been sustained for a second. Hence the first FRA cannot be sustained for 1.923

seconds due to the death of node 2. Clearly, the feasibility of a collaborative strategy

is dependent on the initial energy in the nodes and the power dissipation incurred

when a certain FRA is sustained. For example, in the absence of energy constraints,

i.e. if nodes have infinite energy, all collaborative strategies are trivially feasible.

Definition 8.2 (Feasible Collaborative Strategy). A collaborative strategy is

feasible for a given initial energy state of the network iff at the termination of the

collaborative strategy, no node has a negative residual energy. This is the same as

saying that no constituent FRA in a feasible collaborative strategy employs a dead

node.

Feasible collaborative strategies have two properties that give them significant

structure.

Corollary 8.3 (Invariance to Permutation). If a collaborative strategy is feasible,

it follows that any permutation of the constituent time annotated FRAs is also feasible.

Corollary 8.4 (Linearity). If two consecutive and identical FRAs are sustained for

times t1 and t 2 then this pair can be replaced by a single FRA with a combined time of

t1 + t2 without affecting feasibility. This follows from the linear dependence of energy

dissipated on time2

These properties lead to the canonical form of a feasible collaborative strategy.

Theorem 8.5 (Canonical Collaborative Strategies). Consider the set of all

FRAs F ={ro, r 1, r2, ... , rIFI-11 and a given feasible collaborative strategy. Then,

there exists a collaborative strategy of the form,

{ (ro, to), (ri, tI), ... , (TIFI-1, tIFI-1~

2 Note that this dependence is always linear for time-invariant systems even when power varies
in a complicated non-linear manner with factors like rate of the stream etc.

101



which achieves the same lifetime. This strategy is called the canonical form of the

given collaborative strategy.

Proof. First permute the given feasible collaborative strategy such that all identical

FRAs are consecutive. Then replace every set of consecutive identical FRAs by a

single FRA with a time that is the sum of the replaced FRAs. Next insert FRAs that

are absent with zero times. Finally permute the time annotated FRAs such that they

are in the order dictated by F. E

Since the optimal collaborative strategy is trivially feasible, the significance of

the above result is that determining the optimal simply entails determining the tis

i.e. the time for which each FRA is sustained. We need not concern ourselves with

determining the order in which FRAs are sustained or if they are split over several

time intervals.

8.1.3 Formal Description of the Maximum Lifetime Problem

Given :

1. G(V, E) : An undirected, weighted graph that captures the topology of

the network and the position of the source. The weights correspond to the

Euclidean distance. The number of nodes is denoted by N. It follows that

V|= N + 2 (N nodes, a basestation and the source) and JEl= (VI).

2. S The set of potential sensors. The cardinality of this set is denoted by

m (i.e. SI =m).

3. k The minimum number of nodes that must sense. Note that k < m.

4. e E (R+)N : The vector describing the initial energy in the N nodes. We

denote the initial energy of node i by ej.

5. F: The set of feasible role assignments, F = {ro, ri, r2, ... , rIFl-1}

6. p : The power function,

p : V x F -± R+
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In other words, for any given pair (n, r) where n is a node and r a FRA,

p returns the power consumption of n when the network sustains r.

Form of the Solution : A feasible collaborative strategy,

C {(ri, ti)Jr. E R, tZ E R+

Measure of the Solution : The lifetime of the network,

t = zti

Problem : Find a solution that maximizes the measure.

8.2 Determining the Optimal Strategy Via Linear

Programming

The formulation posed above naturally suggests a solution via the linear program

in table 8.1. The first set of constraints is obvious - it makes no physical sense to

Objective
|F

max t =- ti

where ti corresponds to the time for which FRA ri is sustained.

Constraints :

ti ;> 0
|F1

Lp(i, rj)tj < ei

j=1

1 < j < JF

1 < i < N

Table 8.1: Linear program for determining optimal collaborative strategy

sustain a FRA for negative time. The second set of constraints are energy conservation
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constraints, one for each node, with the LHS denoting the energy consumed and the

RHS the initial energy the node started out with. The solution of this linear program

is then the solution of our optimal collaboration problem.

8.3 Illustrations

We now illustrate this technique using a simple example network shown in figure 8-6.

This network is collinear i.e. all nodes and the basestation lies on a line. To keep the

d dchar/ 2  d ch ar /2

------------------------------- ----------------- ------------------ o
3 2 1

B

Figure 8-6: A collinear 3-node network with node 1 as the assigned sensor (dchar is
134 meters).

example tractable, the set of potential sensors has a single node - {1}. In other words,

we do not have any choice in picking the sensor. Also, a single sensor precludes any

aggregation. All nodes start out with energy equal to 2a, which, using the typical

values introduced earlier is 180 nJ 3. What collaborative strategy will maximize the

lifetime of this network? Our first task is to characterize the set F. The following

simple counting results do just that.

Lemma 8.6.

SN _k! [eN!]
k=O

3Typical nodes have energies in the 100s-1000s of Joules (depending on form factor). To put this
in perspective, a typical size AA cell packs in about 10 kJ of energy. The reason for using such small
initial energies in our examples is to keep the lifetime close to a unit i.e. a second. Hence the reader
should not be alarmed at sub-second network lifetimes!
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Proof.

(1 1 1 1

(e!J= ! 0! 1! N! (N + 1)! _+ Jj
= SN+N! + +...)

((N + 1)! +(N + 2)!

=SN+ N! + + -- -
- ((N + 1)! (N + 2)!

=SN + [UN]

=SN

since,

1 1 1
UN + ...

(N+1) (N+1)(N+2) (N+1)(N +2)(N+3)
1 1 1 1
N N2  N3  N- i

Theorem 8.7. A N node network with a pre-assigned sensor has |FJ = [e(N - 1)!].

Proof. First pick the number of intervening hops, say k. Note that 0 < k < N - 1.

Now pick the k hops which can be done in (N) ways. Finally, there are k! permutations

for k given hops. Hence the total number of FRAs is simply,

F -N-1 (N - 1)k(83FK E(Nklk! (8.3)
k=0

which is simply [e(N - 1)!] by lemma 8.6. Li

In the case of collinear networks, we can reduce this number significantly by

replacing all "self crossing" FRAs with non-self-crossing ones as shown in figure 8-

7. The rationale behind eliminating self crossing FRAs is that they can always be

replaced by a more efficient non-self-crossing FRA and hence are provably inferior. It

is easy to see that if we restrict ourselves to non-crossing FRAs, JFJ is simply 2 N-1

since the k! permutation factor in 8.3 disappears. For our 3 node network, the 4
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Figure 8-7: A self-crossing FRA can always be substituted with a more energy-efficient
non-self-crossing FRA.

FRAs are given by,

F ={r, r 2, r 3, r 4 }, where,

r:1 -+ B

r21 2 - B

r3 1 - 3 -+ B

r 1 2 - 3 -+ B

Note the absence of self-crossing FRAs like 1 -+ 3 -+ 2 -+ B. To determine the

optimal collaborative strategy, we simply have to determine the time for which each

of these role assignments should be sustained i.e. we must determine ti, t2, t3 and t4.

Plugging in the requisite values into the linear program (table 8.1) above we find that

for maximum lifetime,

ti = 0 see

t2= 0.375 sec

t3= 0.375 sec

t4= 0.625 sec

which yields a total lifetime of 1.375 sec. We hope that it is immediate to the reader
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that this lifetime cannot be improved by, say, using any other formalism, as long as

nodes are restricted to playing one of the four basic roles at any point in time.

Note that the linear programming formulation allows one to tackle arbitrarily

complex sets of role assignment possibilities, as the next two examples illustrate.

Consider for instance, the same network, but with S ={1, 2} and k = 2 i.e. both

1 and 2 must sense and hence we have no choice in picking the sensors (our next

example will eliminate this restriction). We now allow aggregation. This leads to,

{r41 i < 12}, where,

1 -+ B; 2 -+ B

1 -+ 2 -+ B; 2 -+ B

1 - 3 -+ B; 2 -+ B

1 2 -3 B; 2 B

1 - B; 2 -+ 3Y B

1 2- B; 2 3 - B

1 33 B; 2 3 3 B

1 -+ 2 -+ 3 - B; 2 -+ 3 -+ B

1 - 2 - B; 2 -± B

1 - 2 3 - B; 2 3 -

1 - 3 - B; 2 -± 3 - B

1 -±2 -+3 -+ B; 2 -+ 3 -±1

B

B

Non-aggregating FRAs

Aggregating FRAs

The reader may wish to verify that this is an exhaustive list of all non-self-crossing

FRAs that allow aggregation. The first 8 FRAs are non-aggregating. In the first

FRA (ri) for instance, the data from node 1 (which is sensing) is routed straight

to the basestation and the same is true for node 2 (also sensing). Consider now an

aggregating FRA, say r12. Here, node 3 is the aggregator 4. Node 1 is sending its raw

sensor data to 3 via 2 while 2 is sending its data straight to 3. 3 is aggregating these

two streams into one and sending the aggregated stream straight to the basestation.

4The aggregator has been emphasized in aggregating FRAs
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What is the strategy that maximizes lifetime in this example? Again, solving the

linear program, we obtain,

t6= 0.3192 sec

t8 =0.8938 sec

tio = 0.3192 sec

with the other tis either zero or negligible. This yields a total lifetime of close to

1.5322 sec. We have assumed here that the energy cost of aggregation is negligible

compared to the cost of communication. Note that inspite of this, the optimal strategy

aggregates only about 75% of the time and not always. Note also that 2 is used as an

aggregator three times as often as node 3 (because 2 has the advantage of not having

to transmit its data when it acts as both sensor and aggregator).

Consider next the network shown in figure 8-8. This is similar to the network we

1K------------E-----------0
-- - - - -- -- --- - -- --- --4 3 0

B 2

Figure 8-8: The network in figure 8-6 but with an extra node as potential sensor.

worked with in the previous examples except that we have an additional node and

S ={1, 2} with k = 1 i.e. we have two nodes that can act as sensors but any time,
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we need only one to be active. This leads to the following FRAs,

ri :

r2 :

r3

T 4

r5

r7:

r8 :

rg :

rio

r'11

r13

r14

r16

1

1

1

1

1

1

1

1

2

-+B

->2-

3-

->4-

-+2-

->2-

3-

->2-

SB

-+4

-41
--+ 3I

-4

-+

-+4

B

B

B

3->

4-+

4-+

3-4

B

B

B

4 -4 3

B

B

B

3 -+B

4 ->B

4 >B

3 -+4 --+ B

Node 1 senses

Node 2 senses

Again, solving the linear program yields the following optimum collaborative strategy,

ti = 0.123 sec

t2= 0.3075 sec

t 3 =0.5 sec

t= 0.123 sec

tio =0.3075 sec

tu = 0.5 sec

with the other tis equal to zero. This yields a total lifetime of close to 1.816 sec.

Note that the optimal solution reflects the fact that nodes 1 and 2 are topologically
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indistinguishable (i.e. the FRAs used by 1 and 2 are perfect analogues of each other as

one would expect from the symmetry in the network). Note also that the collaborative

strategy in the two node case is significantly different from that in the one node case

above although the topology of the non-sensing nodes is exactly the same.

8.4 Polynomial Time Algorithms

While the linear programming framework above works perfectly and is the most

general and powerful, it suffers from the drawback that it can be computationally

burdensome. Using the Ellipsoid method a linear program can be solved in a time

that is polynomial in the number of constraints and the size of the program5 [43].

If we use the setup above to discover the optimal collaborative strategy, our linear

program will take a time that is polynomial in the number of FRAs and nodes. The

number of FRAs however is exponential in the number of nodes for practical problems

of interest. Hence, the linear programming formulation above takes a time that is

exponential in the number of nodes. This severely restricts the utility of the formu-

lation. Interestingly however, we now show that for a broad class of role assignment

problems, we can get arbitrarily close to the optimal collaborative strategy while in

a time that is polynomial in the number of nodes. Our approach to computationally

efficient discovery of collaborative strategies is motivated by prior work in the area of

energy efficient multi-hop routing in ad-hoc networks [11, 12]. Specifically, we exploit

the fact that if the role assignment problem can be transformed to a network-flow

problem, there might exist a polynomial time approach to determining the optimal

collaborative strategy.

To motivate this idea, consider again the simple, pre-assigned sensor, non-aggregating

network first shown in figure 8-6. One way to view the optimal collaborative strategy

is that r 2 is sustained for 0.375 sec, r3 for 0.375 sec and r4 for 0.625 sec. In other

words, r2 and r3 are each responsible for shipping -1 of the data while r 4 ships the

remaining n. Furthermore, we can say now that link 1 -+ 2 now carries y of the data

5 The size of a linear program is the number of bits needed to represent it.
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of which A is due to r 2 and 5 is due to r 4. Similarly link 1 - 3 is responsible for

shipping 3, all of which is due to r3 . Figure 8-9, demonstrates this transformation.

We have transformed the role assignment view to the network flow view:

5/11 _ 5/11, 5/11

A,

3/11

5/11 + 3/11

.4
~1 11-.. - % .. 111

3/11 N ---- - 3/11
3/11

,a1
5/11

3 2 1
B

3/11

Figure 8-9: Deriving a flow view from a role assignment view.

ti = 0 sec

t2 = 0.375 sec

t3 = 0.375 sec

t4 = 0.625 sec

f12 181

f13 1

fiB 0

f23 =1

f2B 11

f3B 11

where fj is the flow from node i to node j. Note that we are justified in calling the

above view a flow because it satisfies the following properties expected of any valid

flow:

1. Non-negativity of flow.

2. Conservation of flows at all nodes but the sensor. In other words the total

111

Li NF~L.
B

0~1

5/11 + 3/11

3/11



flow out of a node is the same as the total flow into a node.

It is fairly straightforward to see that for the class of networks with an assigned

sensor (as in the flow construction example above), every flow view that is constructed

from a collaborative strategy will have these properties i.e. is valid. We now ask the

reverse question - can one always derive a role assignment from a flow6 ?

Theorem 8.8. Consider the class of sensor networks with a pre-assigned sensing

node. Then, for every valid flow, there exists an equivalent role assignment. In other

words, if we constructed a flow view starting with this role assignment, we would get

back the given flow.

Proof. We draw on a well known result in flow-theory - every flow can be expressed

as a sum of cycles and paths with non-negative weights [1]. Furthermore all the paths

are from the source to the sink, which in our case is node 1 and B respectively. It is

easy to see that these paths correspond to FRAs and their flows are proportional to

the time for which the FRA is sustained7.

Corollary 8.9 (Cardinality of the Optimal Collaborative Strategy). Although

there are an exponential number of FRAs, only a polynomial number of them need to

be sustained for non-zero time to achieve maximum lifetime.

Corollary 8.10. A network flow can be converted to an equivalent collaborative strat-

egy in polynomial time.

Corollary 8.11. If the optimal network flow can be derived in a time that is poly-

nomial in the number of nodes then the optimal collaborative strategy can also be

determined in polynomial time.

In the present context, the corollary applies only to networks with a single assigned

sensor. We will soon show that it holds for much more complex scenarios. But first

- can we construct the optimal network flow in polynomial time? This is indeed

possible. Consider the program in table 8.2. The first two constraints simply state

6From now on, when we use the word flow, the fact that the three properties are obeyed will be
assumed.

7The constant of proportionality is determined if the lifetime achieved is known.
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Objective :
max t

Constraints
Non-negativity of flow:

fzj > 0 (8.4)

Conservation of flow:

fo = fid: i E [2, N] (8.5)
sE[1,N+1] dE[1,N+1]

Total sensor flow:

fid- fl = 1 (8.6)
dE[2,N+I1] sE[2,N+1]

Energy constraints:

t( ptX(i,d)fid+ 5 Prxfsi+ Psense <e : i G [1, N] (8.7)
d[1,Ni1] s E [1,N+1] For node 1 only

Table 8.2: Program for calculating optimal network flow for non-aggregating networks
with a pre-assigned sensor.Without any loss of generality the pre-assigned sensor is
labelled 1. Also, the basestation is always labelled N + 1.

that this is a valid flow. The third constraint normalizes the flow out of the sensor

to 1. This ensures that if the flows above can be sustained for time t, then t is

simply the lifetime of the network. The last condition states that the total energy

drained over the lifetime of the network be no greater than the initial energy present.

Note that we use ptx and Prx rather than p for the power function. This program is

not linear since an unknown (lifetime t) is multiplying another (flows fij). Consider

however a binary search based strategy to discover the optimal lifetime. We invoke

the program with a guess tguess. With t fixed to tgess the program is linear and can

be solved in a time that is polynomial in the number of nodes. Depending on the

success or failure of the program, we revise tguess and continue using the binary search

technique. Note that our earlier development on the upper bound gives us an initial
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guess to start with. Using the binary search technique, in 1 trials, the error between

the optimal lifetime and our guess as a fraction of the upper bound is reduced to 2-1.

To resolve the optimum lifetime to within 1 bits, we need a time that is proportional

to I and polynomial in the number of nodes. In reality 1 is a small constant - say 12.

Increasing I greater than this is usually meaningless since the error in energy models

is the limiting factor. Thus, we have managed to develop a computational strategy

that can discover a network flow that is arbitrarily close to optimal in a time that is

polynomial in the number of nodes.

We now present increasingly more sophisticated classes of networks and show how

careful manipulation of flows allows similar results.

8.5 Generalization: Set of Potential Sensors

While strategies with nodes pre-assigned as sensors are good as illustrative examples,

they can be significantly removed from the optimal solution. The more practically

useful formulation is one where there is a set of potential sensors S and the user

specifies that k sensors must be active at any time (with 1 < k < m = ISI). In

most cases, the set S is automatically determined by the location of the source and

its observability radius. However, the user may explicitly specify this set. We have

already seen an example of this kind earlier where S was a 2 node set and k was 1.

There we used the original linear program (table 8.1), to illustrate how this class of

problems may be solved. The problem, as we have mentioned earlier, is the expo-

nential run-time. Two modifications to the program in table 8.2 which handles only

one sensor will allow us to capture this more general case of sensor sets using the

following program:

Objective

max t (8.8)

Constraints
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Non-negativity of flow:

Flow conservation:

E
sE[1,N+1]

S#2i
dE[1,N+1]

d4j

Overall flow from sensor set (S):

ErS,
iEGS dC[1,N+1]

dr/i

fid-
sE[1,N+1]

s i

Non-consumption of flow in sensors:

E
dc [1,N-1-1

fid - E
sE[1,N+1]

s5i

fi ;> 0 : I E S

Limit on total flow from any single sensor:

E
dE[1,N+1]

fid - E
sE[1,N+1]

S#2

Energy constraints:

Ptx (i, d)fid + prx(S, i) fsi + Psense
sE[1,N+1]

sri

E
dE [1,N+1]

dr/i

f i d- 5
sc[1,N+1]

s: i

Term to be included for potential sensors only

< eC i [1, N]

(8.14)

The first modification is obvious - instead of unit from one sensor, we now desire

the net sensor flow out of S to be k. Hence 8.6 has been modified to 8.11. Simply
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fzj > 0 (8.9)

fsi= E (8.10)

fsi = k (8.11)

(8.12)

fsi < 1 : iES (8.13)

t S
dC[1,N+1]

d7/i
}

fid : i E [I1, NJ , i S



equating the total flow out of S to be k does not guarantee that the resulting flow

solution will have a meaningful equivalent collaborative strategy. There are two issues.

The first is - what if a sensor is actually consuming flow? Recall that we have imposed

flow conservation only on non-sensors and have imposed no condition on the net flow

of any individual sensor. This concern is easily resolved by imposing constraint 8.12.

While this precludes the menace of a sensor that is consuming, the reverse situation -

that of a sensor generating too much volume is also a problem. Consider, for instance,

a case where m = ISI is 5 and k is 2. Solving the program above might yield a solution

where one of the nodes in S accounts for a flow of 2. Clearly, such a flow cannot be

translated to a collaborative strategy where at least two nodes sense at all given times.

The problem is that one node has monopolized the flow. To prevent monopolies, we

restrict the total sensor flow from any node in S to be 1 (constraint 8.13). While

this is clearly necessary, is it sufficient to guarantee the existence of an equivalent

strategy? In other words, given a set of m flows, all of which are less than 1 and add

up to k, can we guarantee that there exists a strategy where exactly k of m sensors

are active at any time? We now prove that this is indeed possible.

Lemma 8.12 (The k of m Coloring Problem). Given m, k E N with k E [1, m].

There are k line segments of unit length aligned one below the other, in parallel, as

illustrated in figure 8-10. We have m colors available to color these segments with

0 1
Segment 1

2

k - I

k

I

Figure 8-10: The k segments coloring problem. We want to color these segments
using certain specified quantities of m > k colors such that any line I perpendicular
to them does not intersect the same color twice.
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color j available in a non-negative quantity xj, with x < 1 . The total quantity

of color available is k. Then we can always color these segments such that any line

drawn perpendicular to and through these segments always intersects unique colors.

Proof. We present a simple constructive proof. The notation j : [a, b] will refer to the

segment [a, b] on line segment j E [1, k] with j 1 referring to the point j : [1, 1]. Then,

consider the following coloring strategy:

Step I Initialize variable t to 1 and currentiloc to 1 : 0.

Step II Fill [current-loc, currentiloc+xt] with color t while rolling over properly to

the next segment if needed.

Step III Update currentiloc to current-loc+xt and t to t + 1.

Step IV Stop if t is m + 1 else go to Step II.

This algorithm clearly terminates after precisely m iterations. Since E xj = t all

the segments have been colored with no color left when it terminates. To prove

that any perpendicular cannot intersect the same color, assume otherwise i.e. there

exists a perpendicular that intersects color j. This clearly implies xj > 1, which is a

contradiction. R

Corollary 8.13 (Existence of Equivalent Strategy for Program 8.8-8.14).

There exists a schedule with exactly k of m sensors active at any given instant if and

only if the flows satisfy constraints 8.11 and 8.13.

Proof. The only if part is trivially proved by contradiction: if the total sensor flow

is not k then k sensors could not have been active throughout the lifetime. Again,

if any sensor had a flow greater than 1 and it is possible to find precisely k nodes

sensing over the lifetime, then the total flow must be greater than k which we have

just shown to be impossible. The more interesting if part follows directly from lemma

8.12. R

Corollary 8.14. Given m sensors, of which k must be active at any time, allows (m)

different ways of satisfying the requirement. While ( ) is in general exponential in m,
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there always exists a collaborative strategy which requires at most m + 1 possibilities,

which is linear in m.

Proof. Lemma 8.12 shows a construction where no more than m colors are employed.

Consequently, if we sweep line I from the left to the right, we will encounter no more

than m + 1 color changes.

8.6 Generalization: Aggregation

We have considered non-aggregating networks so far. We now introduce aggregation

(while continuing to support specification of arbitrary sensor sets). Once more, we

stress the fact that the linear program in table 8.1 is capable of dealing with this

class of strategies although the resulting, exponential, computational complexity is

unacceptable. Hence, we develop a transformation to network flows again. In non-

aggregating network, every sensed bit undergoes only one operation - routing - before

it lands at the basestation. Hence, at any given point, there is only one kind of data

or, to use flow jargon, a single commodity flowing through the network. Consider an

aggregating network with, say, three, potential aggregators (specified by the user) -

nodes 4, 6 and 7. There are several kinds of bits floating in the network:

1. Raw sensor bits which will never be aggregated.

2. Raw sensor bits destined for aggregation at:

(a) Node 4.

(b) Node 6.

(c) Node 7.

3. Bits produced as a result of aggregation at:

(a) Node 4.

(b) Node 6.

(c) Node 7.
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As will become clearer in a while, the first and last class of bits need not be classi-

fied as different commodities since neither is destined for aggregation (recall that an

aggregated stream is never aggregated again). We lump these classes into a single

class called "not destined for aggregation" or unagg for brevity. The other class is

"destined for aggregation" or agg for short and we distinguish it further into three

commodities - one each for the three potential aggregators. Thus we now have a

total number of 4 commodities. In the general case where the user specifies a set of

potential aggregators P, we have 1 + P commodities. We now have on our hands, a

multi-commodity flow problem'. In the program for this case, which follows, flow fij,,

indicates flow on the link i -± j carrying commodity z i.e. destined for aggregation

at node z. We use z = 0 for the case when the flow will not be aggregated. In other

words, z = 0 is used for the unagg commodity. Given a node, any flow originating

from or terminating in it is said to be related to the node if the commodity it carries

is destined for the node. Hence, fij,2 is related to node i iff z = i and to node j iff
z = j. A flow that is not related to a node is said to be unrelated to it. Note that we

reserve the use of related or unrelated for agg commodities only. It follows from this

definition that all flows into and out of a node that is not a potential aggregator, i.e.

not in P, are unrelated to it.

Objective

max t (8.15)

General Constraints

Non-negativity of flow:

fj,z ;> 0 : G [1, N +1],1 E [1, N + 1], z E 0 U P (8.16)

8When no aggregators are specified (i.e. P = 4, JPJ = 0), this simply reduces to a single
commodity problem which we have already solved.
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Absence of related aggregated flow in output:

fid,i -0: i P, d E [1, N + 1], d # i

Overall flow from the sensor set S:

iES zE{O}UP
zoi

d dE[1,N+1]
d/j

fid,z - E f -i,z k
sE[1,N+1]

s~i

Energy constraints:

Ptx(2, d) 1 fid,z +
zE{O}UP

fs i,z+E Pr (sI i) E
sC[1,N+1] zE{0}UP

sAi

Pagg Y
sE[1,N+1]

s~i

fsi,i + Psense I:
zE{O}UP

z#i

E
dE[1,N+l]

d: j

fid,z --

sE[1,N+
s i

< e. : i E [1, N]f1],z

Term to be included for
potential aggregators only

Term to be included for
potential sensors only

(8.19)

Conservation Constraints :

Conservation of agg commodities in the basestation:

fs(N+1 ),z
sE[1,N]

f(N+1)d,z : Z C

dE[1,N]

P

Conservation of flow in nodes that neither sense nor aggregate:

fsi,z = 3 fid,z
sE[1,N+1] dE[1,N+I1]

sYi d/j

E [1, N], i i S U P, z E {0} U P
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t d
dE[1,N+1]

d:Ai

(8.18)

(8.20)

(8.21)



Conservation of unrelated flow in aggregators that do not sense:

z fiz=
sE[1,N+1]

s#i

E
dE [1,N+1]

d7 j

fid, : iP - S, z E P, z7 4i

Aggregation Constraints : Compression of related flow in aggregators that do not

sense:

E3 fi,--
dE[1,N+1]

d#i

SEfsi,o -- k
sE[1,N+1]

(8.23)

Non-consumption of flow in sensors :

Non-consumption of unrelated flows in sensors:

fidz > E fi,:
sE[1,N+1]

si

z E S, z E P, z 7 i

Non-consumption of the unagg commodity in sensors that are not aggregators:

5 fsio> Y
s E[1,N+1] dE [1,N+1]

s#i

fidO : iS - P (8.25)

d#i

Non-consumption in sensors that are aggregators:

E
dE[1,N+1]

d#i

fid,O -
sE[1,N+1]

s:i

k 1 s :
sE[1,N+1]

s#i

Limits on sensor flows :

Limits on total flow from any single sensor:

E
zE{01UP'zoz

S
dE[1,N+1]

d4j

fid,z -

sE[

E fi, <1:
1,N+1]
S#2 i
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S
dE [1,N+1]

& 4-j

(8.24)

i c S n P (8.26)

i E S (8.27)

foiji : i E P - S



Limits on sensor flow destined for aggregation:

Z fid,z - E < fSZZ: S, z E P, z#i (8.28)
dC[1,N+1] sC[1,N+1] sE[1,N+1]

d/Aj Soi 07i

Non-negativity of flows is necessary for the flow to be valid. The second constraint

(8.17) states that if a flow originates from an aggregator, it must not carry any

commodity that is destined for that aggregator.

The third constraint (8.18) is essentially the same as (8.11) with the only difference

that since we have multiple commodities here, we must sum over all of them. The

summation index z = {O} U P runs over all commodities ({O} is the unagg and P

has the JPJ agg commodities) with the exception of z = i for node i. For a sensor

that is not an aggregator, this exclusion is vacuous i.e. the case z = i never arises.

For a sensor that is an aggregator, we exclude the related flows from the total sensor

volume computation. As we have seen in the previous constraints, related outgoing

flows are zero anyway (8.17). Related incoming flows are destined for aggregation

and hence not directly related to the volume of the sensing flow. Note that a sensor

that is also an aggregator has an implicit internal flow which must be included in

the summation. This is taken care of via the unagg commodity. Once a stream is

aggregated at a node, the result is sent out via the unagg flow. Hence subtracting the

unagg inflow from the unagg outflow includes the volume of the aggregation output,

which is the same as the volume of the internal implicit flow.

The energy constraint (8.19) is again an extension of (8.14). As before, the only

change is that we sum up over all commodities. Also, instead of four different con-

straints depending on whether a node is in S or P or both or none, we have simply

marked the terms that should be included for potential sensors and aggregators.

Next we have conservation constraints. The basestation acts as the sink for all

unaggregated flow and hence there is no conservation constraint for the unagg com-

modity. The agg commodities reaching the basestation are however conserved (8.20).

In nodes that neither sense nor aggregate i.e. which only route, these constraints are
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the same as before - every commodity is conserved as expected (8.21). In the case of

an aggregating node that does not sense, unrelated flows must be conserved (8.22).

Again, for these kinds of nodes, the net unagg flow is augmented by an amount equal

to the volume of the aggregated stream. This volume in turn is simply l/kth the

volume of the total inflow destined for aggregation (8.23).

While sensors were governed by a single non-consumption constraint (8.12) in our

non-aggregating program, they are governed by three constraints here. Consider agg

commodities first. If these are related to the sensor, then they are already governed

by the aggregation constraint in (8.23). For unrelated agg commodities, the non-

consumption constraint is given by (8.24) which is conceptually identical to constraint

(8.12) presented earlier. Next, we consider the unagg commodity. For sensors that

are not aggregators, the constraint on the unagg commodity is straightforward as can

be seen in (8.25). For sensors that are also aggregators, the unagg output must be

not only greater than the unagg input, but greater by the volume of the aggregated

stream produced at the node (8.26). Note that we use 1/(k - 1) and not 1/k since

one stream destined for aggregation comes from the node itself.

The final constraints are the limits on sensor flows, which were motivated in the

last section. The first of these (8.27) is the same as (8.13) and prevents any sensor

from monopolizing the output from the sensor group. We also need to prevent a

sensor from monopolizing the sensor flow to a particular aggregator which is achieved

by (8.28).

8.7 Generalization: Hierarchical Aggregation

Aggregating networks come in two main flavors - non-hierarchical and hierarchical.

In the last section we dealt with non-hierarchical aggregation, where all the streams

are aggregated at a single node. In this section we introduce a powerful generaliza-

tion - hierarchical aggregation - where streams can be fused over several nodes in a

hierarchical fashion (figure 8-11).

It turns out that completely arbitrary hierarchical aggregation seems to take a
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1 2 3 4 5 6 7

(a) Non-hierarchical Aggregation

SB

3 4

1 2 5 6 7

(b) Depth-2 Hierarchical Aggregation

9

10

3

4

1 2 5 6 7

(c) Unconstrained Hierarchical Aggregation

Figure 8-11: Three flavors of aggregation illustrated. Dark nodes are sensors and

light ones aggregators. Potential relay nodes between sensors and aggregators are not

illustrated.

time that is exponential in the number of potential sensors (m) and hence computa-

tionally hard unless m is a small constant 9 . It turns out that by suitably constraining

hierarchical aggregation, we derive a strain that is considerably more flexible than

non-hierarchical aggregation while being computationally tractable. In this flavor,

aggregation of aggregated streams is only permitted at the basestation. Since this

restriction gives rise to a tree of at most depth 2, we call this depth-2 hierarchical

aggregation (figure 8-11(b)). The great advantage of depth-2 aggregation is that all

9 This is obviously an opinion and not a proof that generalized hierarchical aggregation is indeed

computationally hard!
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the sensor data is not forced to go to a single aggregator, which steals some benefits

of aggregation.

Devising a polynomial time algorithm for depth-2 aggregation turns out to be a

fairly involved, but very interesting, exercise. The two key ideas are stated below:

Idea I Reducing aggregation possibilities from 2" to (2)

Idea II "Linearizing" a non-linear aggregation cost function

We now present a series of lemmas which are used to devise a suitable flow for depth-2

hierarchical aggregation 0 .

Definition 8.15 (Aggregation Strategy). Consider j sensors directing flow

{1f1, f2,--- , f3} to a node for aggregation. There are 2i ways of aggregating data",

which we denote by W {W 1, W 2, - - , W 2j}. Hence, the aggregation strategy is

completely defined by a vector a C (R+) 21 where a3 corresponds to the amount of flow

being aggregated via way W3 .

Definition 8.16 (Greedy Aggregation). Given a set of flows {fi, f2,. , f3}, the

greedy strategy is defined as follows:

Initialize : a to all zeros, and F to {fl, f2, -.- ,f}.

Extract flow : Let fin =_ min F. Let Wd be the way corresponding to F. Assign

ad fmin.

Update : Subtract fmin from all the flows in F. Delete all elements that are reduced

to zero as a result of this operation.

Iterate : If F has one or zero elements terminate else goto Extract Flow.

The resultant vector a corresponds to a greedy aggregation strategy. Note that the

algorithm can potentially terminate with a single flow in F. This flow is not aggregated

anywhere.

0Henceforth, we simply term such aggregation hierarchical aggregation, with the depth-2 con-
straint implied.

11First decide how many streams to aggregate, say, h < j. Then decide which of (j) combinations
to pick.
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Lemma 8.17 (Lower Bound on Total Aggregated Flow). Given a set of flows

.F = {fi, f2, ... , fj, no aggregation strategy can produce a total aggregated flow of

less than max F.

Proof. Without loss of generality, let fi max F. Note that there might be several

maxima, but we only need to pick one for this proof. Let fi be partitioned thus:

fl = f1j + fi,2 + - - + fi,2j

with flow fij being aggregated via way W. Clearly, the total volume of the aggregated

output is fi,1 + fl,2 + -' -- + fi,2j which is simply max.F. l

Theorem 8.18 (Optimality of the Greedy Strategy). Given a set of flows

-F ={fi, f2,- , fj} being aggregated on the node, no aggregation strategy can achieve

a lifetime longer than the greedy strategy.

Proof. The energy impact of an aggregation at a node is threefold:

1. Transmission of flows F to the aggregator.

2. Energy costs of aggregation.

3. Energy costs of transmitting the aggregated stream.

The cost of transmitting flows from the sensors to the aggregating node are indepen-

dent of the aggregation strategy. The energy cost of aggregation is proportional to

the total volume of the input flow and hence also does not depend on the aggregation

strategy, as long as all flows are getting completely aggregated. The greedy algorithm

does as well as any strategy, if not better, since it can have a residual, unaggregated

flow leading to a lower energy cost of aggregation. This leaves us with the last item

above. Under a greedy strategy, the total aggregation flow is simply equal to max.F.

By lemma 8.17 no other strategy can achieve a total aggregated flow less than this.

Hence, the greedy strategy is optimal. l
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Corollary 8.19. If a set of flows F = {fi, f2, - - , f/} is being optimally aggregated

at a node, then the maximum flow max F occurs with a multiplicity of at least 2 i.e.

there are at least two flows equal to the maximum.

Proof. Suppose not. Using the greedy strategy, we can reduce the energy required to

aggregate while keeping all energy costs the same (by the optimality proved above)

which contradicts the optimality of the aggregation strategy. El

Henceforth, it is assumed that at least two flows are equal to the maximum.

In the development above, we have tackled the first part of the problem. We

have shown that although the aggregation strategy at a node is characterized by a

vector with an exponential number of elements in j, the optimal amongst these can

be characterized in a much simpler manner - via the greedy strategy.

The next challenge is modelling the constraints developed above. While seemingly

innocuous, these constraints turn out to be non-linear and threaten to shift the linear

program into the domain of non-linear or integer programs, to which computationally

efficient strategies like the Ellipsoid method cannot be applied. First, note that the

max operator is non-linear. To see this, define T[.] as an operator on n-tuples such

that T[(ao, a1 , -- - , a,_-)] = maxaj, then T[(ao, a,, -- - , an_ 1)]+T[(bo, bi, . . , bn_ 1)] #
T[(ao + bo, a, + bi, -... , a._ 1 + bn_ 1 )]. Stating the simple constraint that the total

aggregated flow is equal to max F is thus not possible in a linear program. Stating

the more complex constraint that the two largest flows be equal is even tougher.

We now discuss the scheme that allows us to circumvent this problem. Consider

first the case where the sensor set is given and all sensors must be used (i.e. k = m).

We now have k sensor sending data to a given aggregator. We create (k) aggregation

centers in the aggregating node, one for each possible combination of the two largest

flows. Thus, for example, center 1 is meant for that part of the flow where sensors

so and si have maximum flows, center 2 is for the case when sensors so and s2 have

the maximum flow and so on. For a given center, it is straightforward to impose the

flow constraints. For center 1, we set the flows from so and si to be equal and set

the flows from other nodes to be strictly less than both these. It is clear that such an
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arrangement allows the network to assume an optimal flow while keeping everything

linear. The price we have paid for linearity is that the number of commodities has

increased by (') times.

This scheme of aggregation centers generalizes easily to the important case of

sensor sets where k < m rather than k - m. From the point of view of the set of

potential sensors, S, the aggregating node can still be viewed as a monolithic entity.

Hence the constraint to prevent monopolies (8.28) is as applicable as before. As long

as sensors satisfy this, a sensing schedule can be recovered from a flow. Also, as is

clear from the greedy aggregation, any set of flows (with the maximum two equal) to

an aggregation center are meaningful.

The new program follows. Most constraints are essentially repeated with an addi-

tional summation term that covers all aggregation centers. We use the notation fij,2,c

to denote the flow from node i to node j carrying commodity destined for aggregation

at center c in aggregating node z. We use C to denote the set of all aggregation cen-

ters. Hence the tuple (z, c), z G P, c E C completely identifies an aggregation center

- z tells us which aggregator is being used and c tells us which aggregation center

is being used. Since z = 0 denotes the unagg commodity, we do not qualify it with

any additional aggregation center information. Thus, f23,o is the unagg commodity

flowing from node 2 to node 3. For all other commodities, an aggregation center

qualification is mandatory. Hence f23,9 is absurd in the current context. Also, instead

of making flows from sensors to aggregators implicit when they are the same node,

we now use the class of flows fjZj,c for this purpose. These "internal" flows are only

meaningful when i E S n P i.e. i is both a sensor and an aggregator. For all other i

we force these flows to zero (8.31).

Constraint (8.33) essentially mimics (8.18) with some technicalities. Firstly, we

have to sum over all aggregation centers. Secondly, we have to take care of the case

when a sensor is also an aggregator. In this case, we use the fii,i,c commodity and

sum it over all aggregation centers and all sensor-aggregator nodes' .

12Since these flows are set to zero for all nodes but sensor aggregators, summing over all nodes

achieves the same effect as a more restricted summation over S n P.
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The energy constraint (8.34) also follows (8.19) very closely. The only difference in

the transmit and receive energy terms is the summation over all aggregation centers.

In the aggregation term, there is one additional difference - we have eliminated the

usual s : i constraint to allow the inclusion of internal flows in aggregation volume.

The sensing energy term has the same summation kernel as the overall sensor flow

constraint discussed above and the relevant explanations apply here.

Conservation constraints in routers (the basestation, nodes that neither sense nor

aggregate and lastly unrelated flows in aggregators) are straightforward as before

(8.35-8.37) with the only change that we are using z, c instead of simply z to qualify

the flows.

In aggregators that do not sense, the net outflow of the unagg commodity is

incremented by the total volume of the streams that result from the aggregation

centers (8.38). We use the notation C-1 (.) to denote an operator which returns the

set of all (node, aggregation center) pairs present in node i. Also note that in the

summation kernel, we do not exclude d =j which takes care of internal flows. For

the same reason, it is important to exclude s = j in the second summation term (else

what we add via the first term is cancelled out).

The next set of constraints are the non-consumption constraints on sensors. All

agg flows out of a sensor node i except those destined for aggregation at the node

itself are handled by constraint (8.39). The LHS minus the RHS in this inequality

is what sensor i contributes to the aggregation center z, c. The constraint for unagg

flow in sensors that are not aggregators follows the same template (8.40). Finally,

in sensors that are aggregators, the unagg commodity follows the same constraint as

(8.38) but with the equality replaced by a strict inequality (8.41).

In the last program, we had two limits on sensor flows. The first was simply that

no sensor contribute more than unit flow over the lifetime of the network (8.27)and

the second that no sensor monopolize any aggregator (8.28). We have these same

constraints again, but modified to use the language of aggregation centers. The LHS

in (8.42) simply evaluates to the total flow a sensor contributes. If it is a pure sensor,

then the second term in the LHS evaluates to zero and the z # i constraint in the

129



first summation term is moot. If this is a sensor-aggregator, then we sum up the net

contribution of this sensor to all aggregation centers that are not on the node itself

(i.e. z : i) using the first summation term. The second summation term takes care of

the internal flows. The constraint that prevents aggregator monopolies seems tedious

but barring technicalities is straightforward. On the left is the total contribution of

sensor i to aggregator z. This summation works even if z is in fact the same as i. On

the right is the total contribution to aggregator z from all sensors. We are simply

stating that the overall contribution from a given sensor to an aggregator not exceed

l/kth of the agg flow destined for this aggregator.

As discussed in the flow formulation of hierarchical aggregation, we need to ensure

that the top two flows to an aggregation center are equal and that all other flows are

less than these. Constraint (8.44) ensures the first constraint. We use n1(.,.) and

n2 (.,.) to indicate operators that act on an specified aggregation center and return

the index of the two nodes respectively that have the maximum flows. On the left

is the total flow from node j =i(i, c) destined for aggregation center (i, c). On the

right is the total flow from node k = n2 (i, c) destined for the same aggregation center.

Note that by allowing d to be equal to j, we take care of internal flows. Constraint

(8.44) uses the same summation kernels to ensure that contributions from all other

sensors to this aggregation center are less than the two flows just equated above. This

is the reason k on the RHS runs over all of S with the exclusion of ni(i, c) and n 2 (i, c).

Objective

max t (8.29)

General Constraints

Non-negativity of flow:

fij,c ;> 0 : i c [1, N + 1],j [1, N + 1], z E 0 U P, c E C (8.30)
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Absence of self flows in nodes that aren't sensor-aggregators:

fii,,c - 0 : iE [1, N+1] - (SfnP),ze OUP,cE C

Absence of related aggregated flow in output:

fid,ilc = 0 :

Overall flow from the sensor set S:

cEC iES zE{0}UP
zzi

C > fid,z,c
dC[1,N+1]

d:Aj

>3
SE[1,N±1]

S#2i

+ E fi,i,c k
iES cEC

Energy constraints:

t >3 pt,(i,d)>3
dC[1,N+1] cEC

dji

E3
zE{0}UP

+ t Cpsense E I:
cEC zE{10}UP,z4i

f i d,z,c -

sE[1,N+1]
spi

+ tPagg E E fsiic
sE[1,N+1] cEC

Term to be included for
potential aggregators only

C fid,z,c - >3
dE[1,N+1] sE[1,N+1]

d5i s#i

Term to be included for
potential sensors only

< ei : i E [1, N]

Conservation Constraints :

Conservation of agg commodities in the basestation:

sE[1,N]

fs(N+1),z,c = E P, c E C[ (N+1)d,z,c : z
dE[1,N]
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(8.32)

(8.33)

Prx(s7i 0E E fsizc
CEC zE{0}UP

fni~c}+ 1
c(EC

(8.34)

(8.35)

i E P, d E [1, N + 1], d 0 Z-, c E C

fsz.,Zc

fsizc



Conservation of flow in nodes that neither sense nor aggregate:

f di[zc = E
dE [1,N+1]

d:Ai

fid,z,c: i E [1, N],i SUP, z E {0}UP, c E C (8.36)

Conservation of unrelated flow in aggregators that do not sense:

s ,
sc[1,N-f-]

fsi,,C- E
dE[1,N+I1]

d~i

fid,z,c: iP - S, z E P, z # i, C E C

Aggregation Constraints :

Compression of related flow in aggregators that do not sense:

E3 fi,O - E3
dE[i,N+1] sE[1,N+1]

df'i s:Ai
(j,c)EC-

Non-consumption of flow in sensors :

Non-consumption of unrelated flows in sensors:

E fid,z,c
dE[1,N+1]

d 4j

(8.39)
sC[1,N+1]

Non-consumption of the unagg commodity in sensors that are not aggregators:

sE[1,N+1]
s8i

fid,o : iS - P (8.40)f [io > 4 E
d:Ai

Non-consumption in sensors that are aggregators:

f (,o > E CE3(dE1,N1]
(j,c)EC 1I(i) E ,N ]

fjd,i,c - >E
s[1,N+1]

50i
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sE[1,N+1]
s8i

(8.37)

r E fiic -
1(i) d[,N±1] SE[1,N+1]

s 3
(8.38)

dE [1,N+1]
dAi

sE[1,N+1]
Soi

(8.41)

fsi,zlc : i E S, z E P, Z # i, c (E C



Limits on sensor flows :

Limits on total flow from any single sensor:

E zE
cEC zE{O}UP,z:Az dE[1,N+1]

d#i

-,z,c -f izc

sE[1,N+1]
s#i

+<1: i ES
cEC

Limits on sensor flow destined for aggregation:

cEC dE[1,N+ 1]
z2 i 

-d,z,c - 1 zC

sE[1,N+1]
sfi

+ E i i
cEC

E foi,z,c
sE 1,N+1]

sfi

+ >33fzz,c
iES cEC

i E S, z E P

(8.43)

Equality of top two flows to an aggregation center:

E d,i,c - E
dE[1,N+1] sE[1,N+1]

sAj

dsjic 1 ,
dE [1,N+1]

fkd,i,c -

sC[1,N+1]
spk

i E P, c C C,] = ni(i, c), k = n 2 (i, c)

Ordering of flows to an aggregation center:

S d,ic
dE[1,N+1] sE[1,N+1]

s#j

sj,i,c >
dE[1,N+1]

: i C P, C E C, j

fkd,i,c

sE[1,N+1]
s~k

sk,i,c

n1(i, c), k E S - nl(i, c) - n 2 (i, c) (8.45)
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1 E3I:
iES cECOz#s CG

>3
dE[1,N+1]

d#i

fid,z,c -

fsk,i,c

(8.44)



8.8 Generalization: Moving/Multiple Sources/Time-

Varying Quality

Unlike the previous sections where we dealt with generalizations that allow greater

freedom in picking collaborative strategies this section focusses on generalizations

that enable a richer description of the environment and the user's expectation of

network performance. Specifically we deal with three closely related generalizations -

multiple sources, moving sources and time-varying quality. The reason we treat them

together is that the modelling and computational machinery needed to tackle these

three seemingly unrelated generalizations is virtually identical.

8.8.1 Moving Sources

Perhaps the most interesting of these three generalizations is that of moving sources.

Determining optimal collaborative strategies under source movement is perhaps the

climax, the ne plus utra of strategies that maximize lifetime. It is for this reason,

that the simplicity with which this generalization can be accommodated comes as a

surprise. One can formulate several flavors of the moving source problem:

* Given a source trajectory characterized by location and absolute time tuples,

T = {(Ii, TO 0 < i < L - 1}

what is the maximum lifetime that can be achieved in the first time to failure

sense?

* Given a source trajectory as above, what is the maximum lifetime that can be

achieved in the cumulative sense? In the formulation above, the network must

obey its contract continuously. In this formulation, the network can choose to

ignore certain source locations which it deems as too costly for sensing and focus

on the overall cumulative lifetime.

* Given a source trajectory characterized by location and relative time tuples,
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what is the maximum lifetime in the first time to failure sense? In other words,

the time annotations of the locations are interpreted as proportions rather than

absolute time. The idea is to then maximize the constant of proportionality

without sacrificing any location.

The first two flavors are deterministic versions of the moving source problem while

the last is a more probabilistic formulation. Recall from our discussion of the lifetime

bounds section that the exact source behavior is seldom known beforehand. The fact

that a prime application of sensor networks is source location points to the fact that

what is available beforehand is at best a stochastic description. It is for this reason

that the last flavor of the problem is the most interesting and the one we tackle in

this section.

We captured this stochastic description in the chapter on bounds using a source

location pdf. A straightforward generalization of that pdf is a joint source-location,

desired-quality pdf. This pdf not only tells us what the probability of finding the

source in a certain location is, it also tells us what the probability of the user de-

manding that k sensors listen is. By discretizing this joint pdf on a fine enough mesh,

and taking averages over the mesh elements, we can convert it to a form like table

8.3 which is best understood by referring to the example network in figure 8-12'.

Location (w) SW kw Probability (qv)
a. {1,2} 1 0.20
b. {3,4,5} 2 0.10
c. {5,6,7} 2 0.25
d. {8,9,12,13} 4 0.20
e. {12,13,14} 2 0.15
f. {1,2} 2 0.10

Table 8.3: Stochastic description of source movement.

13While the techniques we demonstrate run in a time that is polynomial in the number of locations
(L), the natural question that arises is - how is L usually related to the number of nodes N? It
is not hard to show that in the worst case, L = Q(2Pd), where p is the source observation radius
and d is the density of the network in nodes/M 2 . In most networks, p and d are design constants
that do not scale with N. Hence, L stays polynomial in N. If however pd = 6(m), then L will be
exponential in N.
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Figure 8-12: Figure illustrating source movement.

As before we need to indulge in some "flowsmithing" to attack this problem. The

central idea is the moving sources problem can be converted to a multiple sources

problem. Consider a source with the relative time trajectory -

T = {(liT T)10 < i < L - 1}

from which we can derive the time-varying set of potential sensors, desired number

of sensors and the proportional time spent at the location -

{(Si, ki, i) 10 < i < L - 1}

as we have shown in the table earlier. Consider next two views to approach the

problem.

Definition 8.20 (Source Moving in Infinitesimals). Given a source that moved

around spending infinitesimal time at each of these L locations in the proportions

indicated in the table above (IJ), what collaborative strategy would maximize lifetime?

Definition 8.21 (Multiple Sources with Proportional Flow). Consider a net-

work with L sources at the locations specified by the trajectory above. At each location

i, we require the total volume out of the sensor set corresponding to this location

(Si) to be kinl. Again, we ask the question - what collaborative strategy would ensure

maximum lifetime?
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Proposition 8.22. The two problems above have identical answers i.e. if we can

design a collaborative strategy that allows the network to achieve a certain lifetime

t with infinitesimal source movement, then there exists a strategy that allows the

network to achieve a lifetime no less than t in the multiple source flavor (and vice-

versa).

Proof. We present a proof sketch that if we can find a strategy for the multiple

source version then it automatically allows us to achieve the same lifetime for the

infinitesimally moving source problem. Consider that we have a collaborative strategy,

C = {(ri, ti) ri c R, tj c R+I

for the multiple sources version which allows us to achieve a lifetime of t. Take each

time-annotated FRA in C and split it into infinitely many FRAs each sustained for

an infinitesimally small unit of time dt. Also note that since we have imposed a total

flow constraint of k2jin from the sensor set Si while demanding that exactly ki sensors

be active at any time, this sensor set will account for ri of the lifetime. Hence, the

infinitesimals corresponding to location i will sum up to Th of the total lifetime. In the

final step, we devise a new collaborative strategy by interleaving these infinitesimals

in a repetitive cycle of period L corresponding to the L locations. Clearly, we now

have a collaborative strategy for the infinitesimal source movement case. El

We now have at our hand a problem with multiple sources, rather than moving

sources. Solving this multiple sources problem is a relatively simple, multi-commodity

extension of what we have already seen thus far. The main conceptual extension is

the generalization of the "k of m Coloring Problem" we first studied in the context

of aggregation. In that problem we showed that as long as the quantity of m colors

satisfied two simple constraints, we could always color k line segments with them such

that no color was ever underneath the other. We now present the generalization in

context of networks with multiple sources.

Definition 8.23 (The Generalized k of m Coloring Problem). We pose the

problem as follows:
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Given We are given L sets of line segments, say L1 through LL, arranged as shown

in figure 8-13. There are precisely k. segments of length m in set Li. Also, these

segments can be colored using a specified set of colors, say C, whose cardinality

we denote by m.. The sets Ci are in general intersecting i.e. several sets may

allow the use of the same color(s). The set of all colors is denoted by C (hence

C = ujC). The number of distinct colors is hence |C| and denoted by m.

Valid Coloring Instance A given coloring of these line segments obeying the con-

straints above such that no segment is without color corresponds to a coloring

instance. If, for any line I perpendicular to the segments (in any set LI), I does

not intersect the same color, we say that the coloring instance is valid. The

total amount of a certain color ci used in a valid coloring instance is denoted

by xj.

Question For a given problem instance (described by Lj,kjTi and C.) consider the

set of all valid coloring instances (which we denote by V). Can this set be

characterized by a compact set of constraints (say S) on the set of colors {x 10 <

j < m}? In other words, the set characterized by S is equal to the set V.

Segment Set 1 Segment Set 2
r --------- ------------ ------------ I

1 I !~ I-------------0 2

k-i

k2 -

k2

Segment Set L

0 L

2

kL

-- -- --- --- - -- - -- -- --- --- --- -

Figure 8-13: The generalized k segments coloring problem. We want to color these

segments using certain specified quantities of m > max{kj} colors such that any line
I perpendicular to them does not intersect the same color twice.
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The reason for a compact characterization S is clear - we want to ensure that

every set of flows corresponds to a valid role assignment. It is not difficult to add

constraints to S. Here are a few classes of constraints that all valid coloring instances

obey:

* Positivity constraints: All colors can only be used in positive quantities:

X> > 0 : 0 < j m

" Total volume: The sum of the m colors must be equal to the cumulative length

of the segments. Hence,
m L

Zxj - Skim

" Limit on any single color: Let color cj be allowed for use in a total of tj sets

Lai,7 La2l . . . Lat Then the total volume of color cj is governed by,

tj
Xj < >3a

i=1

" Exclusion constraints: Consider the segment set 4i. These segments must be

colored using the mi colors in C2 . Consider excluding a subset of these colors,

say CE. Then we must have,

I: x > (k2 - |CE I) i
Cj ECi -CE

* Inclusion constraints: Pick j sets from the L coloring sets, {Ci} say Cal through

Caj. Then the following constraint holds:

Y, Xj > E kai la

cjEUiCaj i
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It seems highly likely that the constraints above are an accurate characterization

of admissible coloring tuples {xj}. However, there are two problems. The first is

that the proof of this conjecture (if it is indeed true) seems non-trivial. The bigger

problem is that the number of constraints above is exponential in m. This by itself

might not be a problem in a linear program - indeed it is well known that programs

with an exponential number of constraints can be tackled in polynomial time using

efficient separation oracles [1]. However, it turns out that we can use a simple trick

that neatly sidesteps all this.

Let us denote by x3 ,i the amount of color j used in the i" segment set Li. Instead

of characterizing the set of valid coloring instances by xjs, we are going to characterize

it using xj,is using the following set of constraints (which we call S):

" Total volume of a color:

L

X = xi :jE [1, m] (8.46)

" Non-negativity:

x3,2 >0: j E [1, m], i c [1, L] (8.47)

" Absence of unrelated colors:

Cy( Ci =- Xji = 0 (8.48)

" Upper limits:

Xj,i < Ti :jE [1, m], i E [1, L] (8.49)

* Constraints relating to a specific segment set Li:

E -,i = ki?1 : i E [1, L] (8.50)
j=1

We claim that the characterization above is exactly what we need!
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Lemma 8.24. If V is the set of all valid coloring instances then V C S i.e. every

valid coloring instance can be expressed using a set of x3 ,is that obey S.

Proof. Pick a specific coloring instance say v from V. Associate a variable xj with

every distinct color cj in v. Go through each of the segment sets and determine the

quantities xj,is. Then we claim that the set of xjs and xj,is obeys the constraints in

S:

" Constraints (8.46)-(8.48) hold from the definition.

" Since the coloring is valid, no perpendicular line I can meet the same color twice,

as a result of which (8.49) holds.

* Consider any segment set Li. Then the colors that can be used for coloring L

must add up to the total length. Hence (8.50) holds.

Lemma 8.25. If V is the set of all valid coloring instances then S C V i. e. any set

of colors {x 3 } that obey the program S above correspond to a valid coloring instance.

Proof. Let us call the xj,is subcolors". Sets of allowable colors Ciwere allowed to

intersect. But the set of allowable subcolors do not intersect. This makes it straight-

forward to generate a valid coloring instance from a set of specified xjs and xj,is. Pick

the first segment set 41. Now pick its subcolors. They add up to the total length

of the segment and none of them exceeds r11. By the simple k of m coloring lemma

(8.12), these subcolors can be used to color L 1 such that no line I can touch the same

color twice. Since every segment uses a set of subcolors disjoint from others, there

is no danger of affecting the properties of any particular subcolor set and hence this

procedure can be repeated until we have colored all segment subsets. D

Theorem 8.26. The set described by the program above is the same as the set of all

valid coloring instances i.e. S = V.

1 4This is to distinguish them from xjs which are colors. Of course, strictly speaking, we should
say "quantities of subcolors" and "quantities of colors" etc.!
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Proof. The proof follows from the two lemmas above.

The new program is simply the one we presented in the last section namely (8.29)-

(8.45), along with the additional constraints (8.46)-(8.50) posed appropriately as fol-

lows.

Subflow constraints

fcid,z,c

dE [1,N+1]
d pi

L

siz + E ± iiic Xij : i C S

SE[1,N+l] CE(C j=1
S:A i ( 8 .5 1 )

i c S,j [1,L]

i E Sj C [1, L]Node i V Si --> xijy = 0 :

Xijg < Tj :Zi

E i5 = kjl:
iES

(8.52)

(8.53)

(8.54)E S,j [1, L]

j E [1, L] (8.55)

8.8.2 Multiple Sources and Multiple Moving Sources

In the last section we dealt with the probabilistic version of the moving sources

problem and saw how it could be interpreted as having multiple sources present

simultaneously. From this formulation, two generalizations follow. First, if we have

Q sources present at fixed locations with the Si and ki defined analogously, then

we can simply run the program above by fixing all 77s to 1/Q. We must remember

to divide the lifetime hence achieved by Q. Second, if we have Q sources each of

which has its own L locations where it resides in a probabilistic sense. Hence, we are
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provided with sets Sjj, kij and q,,j which correspond to the sensor set, the required

number of sensors and the probability corresponding to source i residing at location

j. We can again reuse the framework developed for moving sources by renormalizing,

Q

and treating Si,j and kij as before.

8.8.3 Time-varying Quality

An important subclass of problems subsumed in the above discussion is that of time-

varying quality i.e. time-varying k with a fixed sensor-set S. Clearly, the framework

developed for moving sources can trivially handle this case.

In this chapter we started with extremely simple collaborative strategies - simple

multi-hop routing in collinear networks and have ended up with extremely sophisti-

cated ones that can handle hierarchical aggregation in the face of multiple moving

sources and time-varying quality. All this was possible using polynomial time algo-

rithms by transforming the problem to one of finding optimal network flows and then

transforming the solution back into a valid collaborative strategy.
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Chapter 9

Conclusions

In this thesis, our objective was two-fold - to quantify the increasingly important

notion of power-awareness of systems and having done that, to propose a systematic

technique to enhance this quality. The first step in quantifying the power-awareness

of a general system was to develop the notion of a perfectly power-aware system

(Hperfect). The awareness of this system was shown to be an upper bound on practi-

cally achievable power-awareness. In the next step, we proposed a power-awareness

metric whose physical interpretation is the expected battery lifetime of a system nor-

malized to the lifetime of the perfect system. Next, the problem of enhancing power-

awareness was treated formally using the concept of ensembles of point systems. We

showed that constructing systems by intelligently putting together dedicated point

systems could significantly enhance power-awareness. The basic factor that limited

a monotonic increase in power-awareness as more and more point systems were put

together was the increasingly amount of energy spent in co-ordinating these point sys-

tems. Hence, the problem of finding an optimal subset of point systems that struck

the right balance was formally proposed. While it is unlikely that this optimal sub-

set can be found using polynomial time algorithms, greedy heuristics were seen to

work reasonably well. The technique of ensemble construction was illustrated using

four different applications - multipliers, register files, digital filters and dynamic volt-

age processors. Significant power awareness improvements leading to system battery

lifetime improvements in the range of 60% to 200% were seen.
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Next, we addressed a key challenge facing the ubiquitous deployment of sensor

networks - maximizing their active sensing lifetime.

We started out by deriving fundamental upper bounds on the lifetime of data

gathering sensor networks for a variety of scenarios assuming node energy models

based on 1/d" path loss behavior. Using both analytical arguments and extensive

network simulations, the bounds were shown to be tight for some scenarios and near-

tight (better than 95%) for the rest. Lastly, we presented a technique that allows

bounding lifetime by partitioning the problem into sub-problems for which the bounds

are already known or easier to derive.

Next, we tackled the challenge of finding collaborative strategies that maximize

lifetime. Unlike most previous work in this area which focussed exclusively on maxi-

mizing lifetime via minimum-energy routing, we treated the problem as one of deter-

mining optimal role assignments i.e. how should one assign roles to nodes in a network

and how must these assignments be changed dynamically in an optimal manner. We

showed that a simple, linear programming formulation can be used to derive opti-

mal role assignments. However, this approach takes time that is exponential in the

number of nodes and hence computationally infeasible. To combat this, an increas-

ingly sophisticated class of role assignment problems were transformed to network

flow problems, solved (near-)optimally and then transformed back - all in polynomial

time.

We started with non-aggregating networks where the sensors were fixed beforehand

(which essentially boils down to the maximum lifetime routing problem tackled in

previous work). We then moved to non-aggregating networks where a set of potential

sensors is specified, a minimum number of which are required to be sensing at any

time. The equivalent flow program was formulated and solved for a network instance.

Aggregation was introduced next and the potential for significant increase in lifetime

demonstrated. Next we solved the more involved problem of optimal hierarchical

aggregation. The last class of networks added on moving/multiple sources and the

possibility of varying the minimum number of active sensors with time. We are

confident that this last class is powerful enough to realistically capture most real
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world scenarios.

It is our sincere hope that the power-awareness formalisms proposed here will be

used to quantify this important aspect of systems and that the proposed framework

will be employed by system architects to engineer systems that scale their power and

energy requirements with changing operating scenarios leading to significant improve-

ments in overall battery lifetimes in systems as varied as multipliers and massively

distributed sensor networks.
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