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PREFACE

An appraisal of the natural gas shortage requires both a detailed
description of political and technical institutions, and an economic
analysis of the evolving performance of this industry. Not much can be
said without a description of the legal controls on producing gas in the
South for delivéry to consumers in the North, or without an economic ana-
lysis of price and quantity relationships on both the production and
demand sides of gas markets. There also has to be some indication of
the present size of the shortage, of the means by which the industry would
respond to policies to reduce the shortage, and how much time this response

would take.

The approach here divides the institutional and analytical materials
into twolparts. First, the political and institutional frame of reference
is described and the present-day natural gas shortage is estimated in
Chapter 1; and forecasts are made of the effects on this shortage of
various alternative regulatory policies in Chapter 2. Second, a large-
scale econometric policy model of natural gas markets- both field markets
and wholesale distribution markets---is presented in Chapters 3,4 and 5
in some detail. Thus the model is described in Chapters 3-5 after it
is used for evaluating alternative policies in Chapter 2. This is done so
that non~econometricians can deal, with least obfuscation and delay, with
the results from the policy analyses, leaving it to the more technically
oriented analyst to check these results against the model and simulation
descriptions in Chapters 3-5. However, frequent references are provided
in Chapter 2 to the technical description in subsequent chapters, sé
that documentation or analysis can be obtained where needed even by the

non-econometrician.
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The plan of the book, then, is as follows:(l) introduction to the
natural gas shortage and the technical-regulatory frames of reference for
explaining the present extent of the shortage. This is followed by (2)
an analysis of alternative policies for dealing with the shortage, using
the econometric policy model described in technical detail in Chapters
3, 4, and 5. For those seeking to understand the general nature of the
present policy problems in the natural gas industry, Chapters 1 and 2
should suffice; for those interested in the development of an econometric
model designed specifically to assess the efficiency of alternative regula-
tory policies in dealing with shortages, Chapter 3, 4, and 5 should be of

particular interest.
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CHAPTER 1:

GOVERNMENT REGULATION AND

INDUSTRY PERFORMANCE, 1960 -~ 1974

1.0 Introduction

The natural gas industry in the United States has experienced sub-
stantial shortages in the last few years. Rather than hour-long queues,
as at gasoline stations in early 1974, the natural gas shortage of the
1970's has resulted in partial or total elimination of service for groups
of consumers, both residential and industrial, that demand gas rather
than other fuelé. Service has been terminated for interruptible buyers—-
those taking gas only part-time or off-peak--and new potential full-time
consumers have not been allowed to connect to aelivery systems. At mény
locations, inddstrial and commercial consumers have been fold to replace
gas with oil at least on a part-time basis. The sum total of these
unfilled demands has been fairly extensive. The Federal Power Commission
found that interstate gas distributors were 3.7 percent short of meeting
consumption demands of communities and industries in 1971 and that they
are expected to be 10 percent short of demands in 1974.1

There appears to be small prospect for amelioration .of shortage
' conditions in the near future: Unless there are unexpected discoveries, or
unless FPC regulation changes significantly, excess dem;nd is expected to
grow to more than one-quarter of total demands 2 This is not only the

prediction of econometric forecasts. Indeed. the FPC staff of gas experts

1 )
cf. National Gas Supply and Demand, 1971-1990 (FPC Bureau of Natural Cas,
Washington D.C., February, 1972). .

2This forecast is the result of use of an econometric policy model to simu-
late continuation of present geological and regulatory constraints over the
period 1975-1980. The model is described in Chapters 3-5, and the simulations
outlined in Chapter 2, below.
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forecasts that, assuming continuation of present day regulatory conditions,
the shortage will grow to be as large as 20 percent of demands by 1980.3
" Those that are now being told to curtail consumption 6r tos&itch to other
fuels are not likely to be told anything different unless public policies
changé.
Consumers in some regions of the country have fared worse than those
" in other regions in obtaining the gas they demand. So far, buyers in the
North Central, the Northeast and the West—-in that order--have incurred
moét of the shortage. New residential buyers and new as well as some old
industrial buyers in those regions continue to be kept off distribution
systems. By the late 1970's, shortages in the North Central region could
exceed one-half of demands. ,If this occurs, then industrial and commercial
establishments will face 100 percent elimination of supply, in order that
there would still be enough gas to meet the "old household” consumption
draughts on local utilities. In other regions, industry may not be cut
off entirely, but substantial industrial buyers seeking to expand thelr
uses of gas would face curtailment at most locations. Some of thesé
buyers should be able to obtain more supply in the South, outside of
regulation and the shortage by relocating th;ir activit;ies;4 1f they
were to relocate in significant numbers, there would be important changeé
in regional industrial development. Industrial growth in the energy-related
industries of the upper Midwest would be reduced relative to the resﬁ of

the country.

3cf. National Gas Supply and Demand, op, cit.; this forecast calls for
almost as much shortage as the gas econometric forecast; presumably

it is based on continuation of present price regulation (although this
is not explicit).

AThese statements are once again predictions from the econometric model
described in detail in Chapters 3-5., The forecasts for 1975-1980 shortage
conditions are developed at length in the next chapter -
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These cénditions should elicit questions from many consumers in
the next few yeafs. As service is cuftailed, they might well ask, 'wheré
the shortage came from. In particular, they should know how long it
will last under continuation of present conditions in gas markets. and
if the shortage cﬁn be reduced at an.earlier date by policy changeé
of companies and governments,

It is important to know first ‘where the shortage came from," so
that policies specific to type of consumer, location_And time period can
be formulated to eliminate the shortage-creating conditions. The next
section of this chapter (1.1) specifies the details of the production
procéss in gas fields necessary for an understanding of the shortage sit-
‘uation. In Section 1.2, there is a lengthy description of gas field
price regulation‘bf the Federal Power Commission.. Regulation has become
an important precondition of production, and certaiﬁ aspects of regulation
can be seen to have caused the development of the shortage. The third
section below (1.3) describes the behavior of field markets under present
regulatory controls as compared to '"mo control' conditions. The conclu-
sions here, showing the effects of controls, give credit to the regulators
for the shortage, Subsequently, Chapter 2 attempts to anéwe¥ the question,
"how long will there be an extensive shortage" under présent conditions.s Also,

8tudtes ave preseited. of the effects from alternative gqvernmentaltpolicies that .

show that extensive change in the present method of coﬁtrol, and present
price levels, can have substantial ameliorative effects on the shortage.

1.1 Production and Distribution of Natural Gas

The field markets for natural gas center around transactions 1in
which petroleum companies dedicate newly-discovered reserves of natural

gas for production into pipeline transmission lines. Major petroleum

5The forecasts are based on simulations with the econometric policy model
described in Chapters 3-5, '



companies, along with smaller independents, initiate activities by using
seismic logging and the drilling of wells to "discover' new gas reserves,
or to complete the "extension" or the "revision'" of previously known
reserves. They bring gas production to the surface whefe iiquid by-products
are removed. Then the pipeline companies take the gas in the field and
deliver it to wholesale industrial users or to retail distributing com-
panies, that in turn deliver it into individual households, commercial
establishments or to retail industrial users. Ultimately, more than
45 percent of the natural gas production goes to residential and com-
mercial consumers, while the rest is consumed as boiler fuel or process
material in industry.6

Reserves, production, and the pattern of consumption depend on
certain technical and economic conditions. The most important of these
relationships, in terms of an "economic model," are sketched in the
flow diagram below., Each of the boxes will be dealt with later in detail
(since this is a simplified version of the flow diagram for the econo-
metric model described in Chapters 3-5); but it is posited here that
prices of oil and-gas are critical policy variables, such as the leasing
practices on government lands that determine production. Also, oil and

gas prices are policy-reldted determinants (along with non-policy variables

such as other fuel prices and consumer incomes) of residential or industrial

6The percentage of total consumption by residential and commercial buyers
was 45 percent in 1962, and 43 percent in 1968: as the natural gas shortage
appeared on the horizon, the amount of residential consumption declined.
cf. Federal Power Commission, Statistics of Natural Gas Pipelines (annual);
cf. also S. Breyer and P,W, MacAvoy, 'The Natural Gas Shortage and Reg-
ulation of Natural Gas Producers,' Harvard Law Review (vol, 86, no. 6,
April 1973), pp. 977 et seq.).




demands for gas.7

1.1.1 Field Markets8

The gas reserves committed by the producing cnmpaniés to pipelines
ate decomilated thieugh a complen and | (ie vonaumiig, priov esaa. The oy
panies ascertain that there are inground depusits of (1) "assoclated" gas

in newly discovered oil reservoirs and (2) "nonassociated" gas found in

reservoirs not containing oil.

Figure 1.1 Simplified Diagram of the Econometric Model

Field Markets Wholesale Markgts

other prices, final

product outputs
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These are all statements of empirical relations, based on the equation
relationships formulated in Chapter 3 and fitted in Chapter 4 below.

8This subsection, like the previous one, describes in straightforward terms

the equation relationships in the econometric model of Chapters 3 to 5

below. The description is based on the direction of cause-effect relationships
found below, and seeks to indicate extent by including coverage of only the
important relationships with policy or with certain non—policy variables.



Companies claim such reserves as a result of new discoveries, or extensions
or revisions of previous discoveries (where extensions result from stepping
out beyond the limits of known field boundaries, and revisions are changes
in ‘estimates of reserves in place within known field boundaries).

After reserves are known to exist, the producers '"dedicate' them in a con-
tract calling for production over a five-to-twenty year period. 1In effect,
the producers estimate the size of newly-found inground deposits and provide
sufficient documentation to support contract commitments to pipelines for
production over that period. Of course, reserves are never known for certain
(as indicated by extensions and revisions each year), so that the contracts
are in effect "futures' agreements or promises to deliver an uncertain volume
of a commodity.

The process of adding to reserves begins long before commitments to
plpelines. Years earlier, the producer undertakes geophysical exploratory
work to show the existence of a potential inground hydrocarbon reservoir,
after which he sinks wells into the reservoir to determine whether there
is oil, gas, water, or whatever. The decision to conduct preliminary
geophysical research and drill wells is essentially an investment decision
under uncertainty; as the potential profitability of the investment increases,
the number of wells drilled iacreases and total discoveries increase.
Profitability depends upon future prices and costs, which relate in a com-
plicated but positive way to present prices and costs. Thus if present

prices increase, there should be an increase in exploratory work; this

9In the econometric model, tliis process is described as being divided

between decisions on "well-drilling'" and "size of discovery" per success-
ful well. Operating at the intensive margin implies increased drilling

and reduced size of find per successful well. Operating at the extensive
margin implies increased drilling and an increase in the size per success-
ful well. Both together imply rising supply of reserves as prices increase.
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would lead, in a year or two, to additional drilling activity and subse-
quently to the offering of additional reserves for sale to pipeline

buyers. Of course prices are not the only determinant of reserves. There
is a fixed stock of gas to be discovered in a region, and it is suspected
that the larger and most profitable volumes are discovered and dedicated
there first. Technical progress in drilling or production techniques could
compensate for the limits in any area by pushing down costs of finding the
smaller volumes; also, some areas may not yet have experienced the initial
stages.lo But over time, at fixed prices and costs, we should observe that
the volume of discoveries declines per well drilled.ll

The discovery of reserves is the first step in the production process.

The second step is contractual dedication to the production of gas and its

10This again is dealt with explictly in the econometric model described

in Chapters 3-5. The summary here does not take account of the relative
importance of the variables (a) prices (b) technical progress (c) earlier
discoveries in explaining additions to reserves. The equations in Chapter
4 provide this important detail.

11At the present time, the limits on total reserves do appear to be con-

straining. We are not "out" of discoverable reserves in.the United States.
The sum total of past production and of present discovered reserves, as

of 1970, totaled 648 trillion cubic feet, less than 40 percent of the
amount of ultimate discoverable reserves expected in most forecasts. The
amount remaining to be discovered has been estimated as 851 trillion cubic
feet (by the National Petroleum Council and by the Colorado School of Mines'
Potential Gas Committee), and as 2,100 trillion cubic feet (by the U.S.
Geological Survey). (National Petroleum Council, U.S. Energy Outlook: Oil
and Gas Availability, U.S. Pept. of the Interior, Tables 291 and 292 on
page 367; Potential Gas Agency, Minerals Resources Institute, Colorado
School of Mines, Potential Supply of Natural Gas in the United States,
October 1971 (the latest report, issued in December 1973, gives 1,146
trillion cubic feet; U.S. Geological Survey, Circular 650, "U.S. Mineral
Resources,' states that the range of estimates is between 1,178 and 6,600
trillion cubic feet.) Of course the amount actually found and put in the
reserves category will depend on the level of exploratory activity, on
costs of development, and on the prices offered by the pipeline buyers.
These are the most important (technical and economic) limiting factors; the
reserve estimates show enough additional reserve inventory to support at
least two decades of production (at forecast rates exceeding 30 trillion
cubic feet per annum).




movement in the.pipélines to final consumers. The amount of production
depends on a number of geologicai, engineering, and economic factors.
Production cannot take place at rates greater than some fixed percent of
reserves per annup,_because of technical limits (sandstone in thé reservoirs
is not complefely permeablé so that the gas cannot move to the well faster)
and because of ecoﬁomic costs (faster rates of depletioﬁ may reduce the
economic value of any remaining reserves by "channeling" and sealing off
parts of the reservoir from further production). But up to these limits,
more production can take place at higher short-run costs. Thus;.with a
given reserve inventory, if prices are high enough to compensate for higher
costs 6f further drilling invéstment, the production rate can be‘increaséd.12
| Field markets for natural gas are, thus, similar to minerals or raw
materials futures markets in which present deposits are dedicated for future
production and refining. The important éharacteristlcs éf these markets
generally are that more reserves will be dedicated if the buyers offer
higher prices, and that the lag adjustment process bringing forth additional
reserves by higher prices is likely to be.long. Also, production out of
dedicated reserves is limited by technical or economic faétors, but is
likely to be greater, the larger the volume of reserves available and the
higher the contract prices. |

1.1.2., Wholesale Markets

The buyers of reserves at the wellhead are for the most part natural
gas plpelines providing gas under long-term contract td industrial consumers

and retail public utility companies. The amounts of their annual deliveries

12That is, in the econometric model below, technical and economic condit-

ions determine production out of reserves, so that the level of production
will be greater, the greater is the volume of reserves in place and the
higher are prices in the contract commitment.



determine their deménds for reserves to be dedicated at‘fhe wellhead.
These annual deiiveries in turn depend upon the prices they charge for

gas at wholesale (paid by indﬁstrial consumers and reﬁail-public utilities
to the pipélines), the prices for alternative fuels consumed by final
buyers, and ecénomy—wide factors such as population, iqcomes, industrial
production, etc., that determine the overall size of energy markets.

Gas wholesale prices, in turn, depend upon field prices and delivery

charges for transportation of the gas from the wellhead to the finalncon—
sumer., The pipelines offer instantaneous deliveries of gas as it is
burned by the final buyer: they charge a markup over their field pur-
chase pricés as'pa:t of the wholesale price for these services. Markups
are determined by the historical average costs of transmission and by the
transportation profit margins allowed under Federal Puwe:icummisuion regu-
lation (at least for the interstate pipelines).

Regqlation of the wholesale prices, in fact, builds in significant
lags of changes in final prices behind those in field prices. The Federal
Power Commission has followed the policy of allowing wholesale prices
equal to the markup plus the historical aﬁerage field price paid for gas
at the wellhead. This 'rolled in" or average wellhead price changes slowly
as a result of higher prices on new field contracts, because new contracts
in any year make up énly 5 to 15 percent of all contracts. The full impact
of a change in new contract prices is realized only after it has beer in
effect for almost a decade (assuming 10 percent of deliveries in each year
come from new contract dedications). This time lag between.changes in
wellhead and wholesale prices softens the impact on consﬁmers of large
increases in new prices iﬁ field markets. Also, averagé transmission costé

change very slowly, as new construction costs or allowed returns on capital
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change slowly (at least as allowed by the FPC).13 From 35 to 40 percent

of the gas remains in the South Central region of the country where it

is produced; approximately 19 percent moves to the Northeast, 20 percent

to the North Central, and 7 percent to the western parfs of the country.
This was the case over much of the 1960's, with only the Ncrgh Central
region showing some increases over the period 1962-1968 (by three percen-
tage points, while the North Central region was reduced by the same percen-
tage).

The'flow diagram shows how all these transactions work out in "normal"
circumstances. At a given level of field prices, the additions to reserves
meet the needs of the pipelines (as evidenced by their new contract demands).
If not, and there is excess demand, then the prices these pipelines offer
in new contfacts increase above the previous level. Immediately, this brings
forth more production from old contract reserves, brings forth some new
contract reserves, and also cuts back on some of the margihal resale at
the pipelines. After a time, the higher new prices also bring forth more
new reserves and cut back on the long-term contracts sought by final buyers.

Eventually at some level of new contract prices the amount of new reserve

commitments by the producers is the same as the amount bought and resold
by the pipelines.

1.1.3. The Effects of Shortages on Field and Wholesale Markets

Under "normal" conditions, the reserve and production markets operate
to allow each pipeline buyer that 'reserve backing'" he desires, backing
that makes secure the continuation of production to meet his commitments

to residential and industrial consumers over the lifetime of their burning

13The process of setting markups on field prices is described in detail
in Chapters 3 and 4, using a truncated version (in equation form) of

FPC regulatory practice.
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equipment. In a "shortage"; the new disco?eries fall short of the
reserve amounts demanded by the pipelines in order to provide for the
backing he seeks for his wholesale buyers. Under these conditioné,
the amount of actual field contract commitments are not equal t§ total
"demands," but are’equal only to "supply." At that point, the pipelines
either (1) limit their commitments so as to preserve backing for old
consumers or (2)-draw_down previously purchased reserves at a faster rate.
If the éecond alternative is taken, production demands of final consumers
could be satisfied for some period, as a result of the pipelines calling
on existing reservés to produce at a higher rate,(thereby eliminating
the reserve backihg of old consumers). Thus reserve shortages in field
markets may not be perceived by final bu&ers whose demands are temporarily
satisfied by presént production (as was the case in the late 1960'3)14
Production_to meet expapding demands from previous reserve commit-
ments cannot be had indefinitely. Eventually, reserves from old commit-
ments are reduced sufficiently so that the amount remaining limits the
amount of production. As the reserve backing becomes sﬁaller, production
tends to fall, and a gap is opened be;ween the demands'for production

and the amounts available. Many years may pass, however, before decline

" in additions to reserves is followed by a shortage of production.

Can the process be reversed? As indicated above,viprrices were to
increase in new contracts bj a substantial amount, then more production .
could be gotten oﬁt.of the previously committed reserves (becauée the price
increase can compensate for additional costs from secondary recovery programs) .
This effect may'be rather small, however, given that reserves have already

been greatly depleted. But there would be a longer-term effect caused by

‘lAThis is surmised from the simulations with the econometric model, as
shown for the 1960's and 1970's in Chapter 5. : '
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price stimﬁlatioﬁ of the discovery process. Higher prices would add to
incentives for exploratory drilling, and the drilling would increase new
discoveries, extensions or revisions of reserves. After these additional
reserves have been commit;ai,the amount of production would then again
.be 1ncreaséd.l5 At the same time, over this extended period, demands
for production would be curtailed by the higher price. Total demands
would have increased because of increases in the size of energy markets
(and increases inlthe prices of alternative fuels). But high gas priceé .
should slow déwn the accumulation of new customers, so as to have a
dampening effect on the size of fhe increased gas demands.

The combination of both reserve and demand 1ncentives should be to
‘ reduce the excess demands. But it may take several years before the
full effects of a price change are felt in field and whoiesale markets.
The period should be much ionger than that required to complete the process
of market cleariﬁg in grain or metals commodity markets. Under some con-
ditions, however—-with large price increases and new goﬁernment policies
on reserve discovery--it is expected that most of the shortageé expected
to occur in each region of the country can be reduced or even eliminated
before 1980.

1.2. Gas Field Price Regulation by the Federal Power Commission

The history of regulation bearing on the gas shortage began
1954, with the Supreme Court's decision requiring the Federél Power Comw.
missionib regulate the wellhead prices on production into therinterstate
pipelines. This was an appeal in a case brought by the Attorney General
of Wisconsin against Phillips Petroleum Company; Phillips' prices to the

pipelines had been increasing, and higher prices were alleged to be contrary

15As shown by simulation with the econometric model, the results are
given in detail in Chapters 2 and 5.



-13-

to the best intereéts of consumers in Wisconsin. In lower court testi-
mony and briefs, afguments were made that the gas industry, while regu-
lated at the pipeline level by the Federal Power Commission and at the
retail level by the state regulatofy commissions, was unregulated by
go&ernment and even worse was controlled by the large‘field proaucers
at the wellhead. Therefore field price increases, determined by a few
large petroleum companies, could be passed through as 'costs" in whole-
sale prices to resﬁlt in final price increases to the consumer. Such
pas$ throﬁghs, it was argued, shoul@ be curtailed by thé 1ntroducti§n of
FPC regulation at the wellhead. The Supreme Court, without explicitly
affirming that there was monopoly power in the hands of the producers,
found that the Federal Power Commission did have the mandate to regulate
the wellhead price.16 |

For the next five years, the Commission attempted to respond to
the mandate. Price control at the wellhead covered fitst those contracts
in the Phillips case itself, since that case had been remanded by the
court for a finding of "just and reasonable " prices. The‘FPC first con-
trolled price levels in the same way that state public utility commissions
~set limits on eiectric power or gas retail prices. The procedure begins
by estima;ing (a) operating costs, (b) the allowed rate of return times
the undepreciated original investment, and (c) depreciatioﬁ of investment

per unit of gas produced under a contract. These unit "accounting costs "
P

16Phillips Petroleum Company vs..Wisconsin, 347 U.S. 622 (1954). cf.

E.W. Kitch, "Regulation of the Field Market for Natural Gas by the Federal
Power Commission,' Journal of Law and Economics (XI, Oct. 1968), pp. 243-
281; Kitch notes on page 255 that "the court gave no reason for the regu-
- lation...considering the expertise of the Federal Power Commission... the
court gave no indication of how the regulation was to be carried out."
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are defined as equal to {[(a) + (b) + (c)]/q} for q annual production.

The permissibie maximum level for average prices is set equal to these.
unit costs, or to "costs of service." The "cost finding"rapproach to
price control was not readily applicable to Phillips, because part of the
gas was produced with oil, which was not being regulated, and some was
produced only after a ﬁumber of dry wells had been drilled.' Attributing
previous "dry hole" costs to particular gas contracts,.and attributing
joint costs to gas or to oil, resulted in arbitrary limits on prices.
Also, the usual standards for finding the proper rate of return--the aver-
age rate of returnvfor public utilities--scarcely applied to an exploration
and development company. In fact, higher returns were allowed to compen-
sate for exploratory risk, but these were simply stated as being appro-
priate. It turned out that the prices proposed by the Commission were
higher in éome cases than the original prices objected to by the stéte of
Wisconsin. -

During thié time the Commission, dealing in infinite detail with
Phillips, was. falling behind. The case had produced more than 10,000
pages of briefs and records; in the meantime, by 1962, more than 2,900
applications for price :reviews had been filed by other companies. Man-
agement failure--the Commission itself forecast that it would not finish
its 1960 caseloaa until the year 204317--and the arbitrary nature of

regulation together required the FPC to try other ways of controlling

l7cf. Phillips Petroleum Company, 24 FPC 537 (1960), af 545.
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field prices.18

The FPC ;urned to setting the same ceiling price for all transactions
within a widely-defined geographical region. Temporafy‘céilings Qere
set at market levels established a year or two previously (in the fashion
of economy-wide "price freezes" common in the later 1960's). This way
of regulating resulted in a freeze on prices at the 1958-59 level, so
that new gas committed to interstate pipelines after 1961 had to be
priced at a level not higher than the 1958-59 level. The freeze was to
be temporary and was to be followed by "area rate" decisions which set
permanent prices. The permanent prices were to be based on the average
histérical costs of gas within the region; and, in fact, considerable
attention in the area rate proceedings was given over to calculating

regional production costs, investment outlays?and rate~of-return averages.

18James M. Landis was particularly critical of the FPC's performance in
the field of natural gas regulation, charging it with delays as well as
with disregard of the consumer interest. He wrote:

"The FPC without question represents the outstanding example in the field

of government of the breakdown of the administrative process. The complexity
of its problems is no answer to its more than patent failures. These failures
relate primarily to the natural gas field . . . These defects stem from
attitudes of the unwillingness of the Commission to assume its responsibilities
under the Natural Gas Act and its attitudes . . . of refusing in substance

to obey the mandates of the Supreme Court of the United States and other
federal courts. The Commission has exhibited no inclination to use powers
that it possesses to get abreast of 1its docket . . . The recent action of

the Commission on September 28, 1960 in promulgating area rates . . . has

come far too late to protect the consumer . . . The Commission's past inaction
and past disregard of the consumer interest has led the States to seek to
force it it discharge its responsibilities . . . Delay after delay in certi-
fications and the prescription of rates has cost the public millions of
dollars . . . The Commission has literally done nothing to reduce the delays
which have constantly increased . . . The dissatisfaction with the work of
the Commisssion has gone so far that there is a large measure of agreement

on separating from the Commission its entire jurisdiction over natural gas
and creating a new commission to handle these problems exclusively ', . .
Primarily leadership and power must be given to its Chairman and qualified
and dedicated members with the consumer interest at heart must be called into
service to correct what has developed into the most dismal failure in our
time of the administrative process." :

See James M. Landis, Report on Rggplato:y Agencies to the PresigenphElect.
December 1960.
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The FPC, faced both with an enormous backlog of individual cases
and with great difficulties in using orthodox procedures of price regu-
lation in this industry, cut through the procedures to set regional
maximum prices on the basis of regional average accounting costs. The
new approach turned out to be as fraught with logical difficulties as the
old approach. The Commission used estimates of regional costs from a
period when temporary ceilings were in effect to set permanent ceilings.
Since producing companies took on drilling projects with prospective costs
less than forecast prices, and on average probably realized the expected
level of costs, then the companies probably experienced costs up to the
level of temporary ceiling prices. Thus, the FPC, noting that average costs
were close to the temporary ceiling prices, found that the temporary
ceilings were appropriate for permanent ceilings. Temporafy ceilings set
costs which set permanent ceilings.

Arbitrary or not, these prices did serve the Commission's interest,
which ceemed to be in preserving the price level of the late 1950's. No
specific reason was given by the agency for preferring the early prices.
Neither case materials nor Commission decisions showed they thought that
prices should not be increased because such was dedicated by non-competitive
producers.19 Price increases seem to have been undesirable in and of them—
selves because they were subject to controversy (or could have been ob-
jected to by the pipelines) and because they could have run into difficul-

ties in court review.

lgThe "competitiveness of conditions" itself was never faced by the
Commission. cf. S. Breyer and P.W. MacAvoy, Energy Regulation by the
Federal Power Commission, Chapter 3 (Brookings Institution, Washington D.C.,
July 1974). .

20

cf. Breyer and MacAvoy, op. cit., Chapter 3.
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The courts added to the freeze by arguing that price increases were
to be denied simply because théy were increases. This is exemplified by

the 1959 case in Atlantic Refining Company vs. Public Service Commission

(3Gd U.S. 378) where it was stated that price increases were to be denied
because "this price is greatly in excess of that which Tennessee pays
from any lease in SouthernLouisiana."21

The Commission's determination to "hold the line égainst 1ncreaées
in natnral gas prices"zias sufficient to result in a constant price level
on new contracts for gas going to the interstate pipelines during the
'1960's. The weighted average new contract price was 18;2¢ in 1961, and
19.8¢ per thousand cubic feet in 1969 (in the intervening yeafs the aver-
age price feli by approximately .6¢ per Mcf to a low of 17.6¢ in 1966).23
The average wellhead prices on old and new contracts 1ncreased from 16.4¢

to 17.5¢ per Mcf from 1961 to 1969, primarily as a result of the replace-

ment of very old contracts at low prices with new contracts at the celling

levels close to 16¢ per MCf-za These prices resulted in the consumer (at

wholesale) paying approximately 33¢ per million Btu for natural gas

2lpuis case is discussed in detail by Edmund Kitch in the article
"Regulation of the Field Market for Natural Gas by the Federal Power
Commission'", Journal of Law and Economics, op.cit. p. 261. Kitch

argues that "the court reasoned from the premise that prices higher than
prevailing prices were questionable simply because they were higher ." He
shows that an examination of the increases that were occurring at the

time does not support an argument that this was in response to demonstrated
manipulation of the market by the producers.

zch. Federal Power Commission, Annual Report for 1964 (vol.43), p. 15.

arhese and data series described in the next few sentences are from the
data bank used in compiling the econometric gas policy model. Appropriate
references are provided in Chapters 3, 4, and 5.

zaAt the same time, average industrial drilling costs did not increase --
otherwise, they alone would have bcen the justification for regional price
increases given the process of regulation. But the combined efforts of
cumulative discoveries and faster rates of production must have Increased
marginal production costs. This is indicated by simulations.with the econometric
model described below, showing declining reserves additions at constant prices.



~18-

throughout the decade, with a range from 32.0¢ per million Btu in 1962
to 33.4¢ per million Btu in 1970). (At the same time prices for oil at
wh§lesa1e increased from 34.5¢ to 39.8¢ and coal from 25.6¢ to 31.2¢
per million Btu.)z5 The Comhission succeeded in holding gas prices down,
while prices of other fuels weré‘gding up from 10 to 25 percent over the
same time period;

.Regulatory policy was reversed in 1971, with a series 6f FPC rate
reviews and decisions that subatantially increased the level of field
prices. Based on "recognizing the urgent need for increased gas explor-
ation and much larger annual reserve additions to maintain adequate service,"
the Federal Power Commission "offered producers several price incentives.26
For those producing areas in the country containing more than 85 percent
of reserves, the Commission increased prices by 3¢ per thousand cubic
feet (in Kansas) to 5.2¢ per thousand cubic feet (in South'LOuisiana).
These inéreases applied to new contracts signed that year. The FPC also

bégan a proceeding (Docket R-389A) to set national ceiling prices on all

new contracts, and ghowed some intention of providing substantial increases

25An example shows even greater disparities. Wholesale prices charged by
Columbia Gas Transmission Company to the Baltimore retail gas company
(Baltimore Gas and Flectric) were 43.5¢ per mcf (or per million Btu) in
1970 as a result of frozen fic:ld prices, while wholesale terminal prices
for #2 fuel oil were 86.3¢ per million Btu at the same location that year.
Although retail delivery charges could explain part of the difference, it
could not explain it all. The size of the difference increased by 30$ per
million Btu per annum in the succeeding three years.

The oil and coal price series are from Edison Electric Institute,
Statistical Annual of the Electric Utility Industry, for these fuels
consumed in electric power stations; this is as close to a wholesale
price series as can be obtained for comparability with gas sales by
pipelines to either retall gas utilities, electric utilities, or other
industrial users.

26cf. Federal Power Commission Annual Report, 1971 (U.S. Government
Printing Office, Washington, D.C., 1972) p. 36. '
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by this route by new preliminary prices at the same time in the Rocky
Mountain area 7¢ higher than those previously in effect.27 Further
increases were also prom{sed as a result of the Commission establish-
ing a procedure for certifying new producer sales above the prevailing
area price ceilings. This procedure would allow higher prices when they
were ''shown to be in the public interest."28 Although no explicit schedule
of higher prices was forthcoming from the new exceptions, the setting out
of an explicit path for avoiding the ceilings pointed to price increases.
In fact, the results of these policy changes have included a sub-
stantial increase in new contract prices in the last few years. The
weighted average new contract price increased from 19.8¢ per thousand
cubic feet in 1969 to 33.6¢ per Mcf in 1972. During 1973, the average
new contract price probably rose to 36¢ per thousand cubic feet (although
this is a preliminary estimate). The price freeze of the 1960's was in
effect abrogated in the early 1970's with new contract prices increasing
by 70 percent in four years. The question is8 whether this was '"too little"
and "too late" to clear excess demands for reserves and productlon over
the rest of the decade.

1.3. The Behavior of Field and Wholesale Markets under Price Controls29

Institutional and political conditions together produced the shortage.

The technical conditions of production resulted in long lags between new

27«:f. Federal Power Commission 1971 Annual Report, op. cit., p. 42,
"Initial Rates for Future Gas Sales from All Areas', Docket no. R-389A.

28(:f. Federal Power Commission Annual Report for 1972 (U.S. Government
Printing Office, 1973), p. 49.

29
Much more detail could be provided on the operating practices, and regu-

lation, of the pipelines before going on the describe the actual develop-

ment of the shortage. The pipelines are regulated by the FPC on the basis

of the procedures described above as"orthodox" public utility price controls,
except con charges to direct industrial consumers or interstate consumers.
Suffice it to say at this point that equities stressing ''cost averaging' capture
much of the results from this regulation in the econometric model in Chapters
3-5. The simulations from the model as a whole are stressed at this point.
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discoveries of gas and final production of that gas for the consumer.

At the same time, however, regulatioﬁ, by preventing price increase over
most of the decade of the 1960's, was the critical p:ecéndition for emer-
gence of excess demand.

The fixity of prices contributed to the winding down of exploratory
actiﬁity and the resulting reduction in new reserves over the last half
of the 1960's. This is shown by simulations of actual prices, with
the econometric model, as reported in Table 1.1. Total additioms to
reserves, at prices on new contracts ranging from 18¢ to 33¢ per Mcf,
declined over the period from 17 trillion cubic feet in 1967 to 15 tril-
lion cubic feet in 1972 (with a low of 14 in 1971).

The reserves decline would not have been the case if~new contract
field prices had ?een higher. This is indicated by considering any of
a number of alternative sets of prices in the econometric model--where
each set is a possible replication of what unregulated prices would have
been.. There is no way ©f telling which set is more apprnpriate;

But one likely hypothetical "unregulated" price, shown in Table 1.1,
would probably have added more than a trillion cubic feet of additional reserves
each year in:l969-1972 sufficient to prevent a drawing down of the total

reserve stock.30

At the same time that new reserves were being added at a lower rate,

gas pipelines were realizing increases in final demands at a higher rate.

3OTh:l.s price level was inserted into the econonetric model in order to
simulate, over the 1967-71 period, the behavior of additions to reserves.
Reserves are estimated with the equation relationships for discoverfies,
extensions and revisions as a function of prices, costs, and potential
reserve discoveries. This simulation is described in detail in Chapter

5. The basis for choice of the prices shown in Table 1.1 for "unregulated"
was that they maintained a reserve to production ratio of 15/1 —-- the
lowest ratio actually experienced in the early and middle 1960's. Given
that demands for reserve backing by final consumers was constant throughout
the decade, this ratio i§ the lowest in keeping with equilibrium of demand
and supplies of reserves as well as production throughout the period.
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The pipelines then had the choice of either refusing buyers or of meet-
ing expanded additional demands for production_by taking from their inven-
tories of old committed reserves. The companies in fact continued to

meet new demands fof production out of old reserves. Theré ﬁas no pro-
duction shortage in the late 1960's or early 1970's; this is indicated,

as shown in Table 1.2, by simulated "production” and "demands" in the
econoﬁetric model being approximately equal each of these years.

Instead of drawing down reserves, the pipelines céqld have denied
new customers access to the reserves. The interstate pipelines, ack-
nowledging that there would be a reductidn in the reserve backing then
committed to established customers, could-have refused to take on new
customers unless they could be provided the reserve-production ratio avail-
able in the early 1960's. The level of production from this policy would
have been less, as indicated'by the model simulations reported in Table 1.3.
The estimates for production at the constant R/P for the early 1960's,
in Column (1), are approximately 4 trillion cubic feet less than actual
préduction in Column (5) of Table 1.2. This difference is the amount
"diverted" from the inventory reserved for old customers to provide 1mmgd-
iate increased production.

This "reserve saving" alternative would have reqﬁired cutting back
production to less-than would have occurred without price controls. The
amounts expected without controls are shown as Column (2) of Table 1.2.
These are from simulations with the econometric model at the hypothetical
"unregulated" prices shown in Column (3) of Table 1.1 Both "reserve
saving" and "no rggulation" woul& have had lesé production than the actual
amount because actual production was extended to meet extra consumption

demands of new buyers induced into the gas market by the low frozen prices.
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The conclusiop is that price ceilings imposed by fhe Federal Power
Commission, inrcoﬁjunction with long 1§gs from prices increases to production, had
a two-stage effect upon gas field and wholesale markets. First, the frozen
prices reduced the amounts of reserves found over the last half of tﬁe
1960's. Second, the attrition in reserve additions was not matched by
reductions in the growth of production.' Rather, additional demands from
both new and old customers were met by taking more produgtion out of the
e#isting reserve sfock.31 The established consumers with 15 to 17 years
of reserve backing on annual production lost some of that backing, to the
advantage of consumers receiving the expanded service, at least up to
1972. After 1972, there was not enough reserve backing to allow production
to meet all of the increased wholesale demands, so thaf the "production
shortage" then set in.32

The lags among reserves, production, and consumption:makes it diffi-
cult to say who benefitted and who lost up to 1972. But customers in the
Northeast, the North Central, and the West received a proportionately

smaller share of the increased production out of old reserves, as compared

to consumers in the Southeast and the South Central. This is indicated

3]’I"he demands in turn were increased by the relatively low prices at whole-
sale following from the frozen field prices. The additions to demands as

a result of frozen prices can be seen from comparing '"production demand" at
actual average wholesale prices (shown in Column (4) of Table 1.2) with the
demands that would have been realized at the hypothetical "unregulated®
prices (shown in Column (2) of Table 1.3, which shows both production and
demands at prices sufficiently higher to hold the 1965 reserve-production
ratio through the rest of the decade). These 'artificially induced" addi-
tions to demand from the lower frozen prices were of the order of 3 to 4
trillion cubic feet per annum by 1971-1972, and were realized mostly in the .
South Central and Southeast portions of the country as demands for boiler
fuel that would have been met by residual fuel oil in the absence of the low
gas field prices.

32‘I‘he 1973-1974 production shortages are shown in the Federal Power

Commission staff study of the supply and demand of natural gas (op. cit.)
and in the econometric model simulations shown for those years in Chapter
2 below, ' '
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in Table 1.4, where demands at actual prices are compared with demands at
hypothetical higher "unregulated" prices for each region and for each year.
The differences, as derived from the econometric model simulations, indicate
that demands were increased b& relatively low frozen priées more in the
South Central and Southeast (almost 45 percent of the increased consumption
occurred in the South Central region alone). Since the increased demands
were satisfied in large part by production out of old reserves, then,
in effect, the.backing for old customers was being used to cover additional
deﬁands induced by low prices in the South. This reallocation of consumption
must be considered to be perverse, since those losing the reserve backing
were customers under the protection of regulation, while:those gaining
the additional consumption were mostly intra-state or indqstrial consumers
in the South not covered by Federal Power Commission regulation.

Can anything be said about the size of the dollar gains and losses
from this pattern of regulation? Money estimates of benefits are excep-
tionally difficult to make. The gainers were customers not having to
pay the higher "unregulated" prices for that amount of service actually
received without aﬁy reduction in reserve backing. At least, on this
consumption the service was still secure and the price had been held down.
The losers were customers unable to increase their consumption without
taking a reduction in reserve backing (or without undertaking additional
. risk of running out of gas before the end of the lifetime_of their gas-
using equipment).

An approach to such measurement would begin with the first class of
consumers. Their dollar gains should equal their consumption at
congtant R/P ratios times the difference between regulated and "unreguléted"

prices. The dollar loss of the second class roughly should equal

one half of (a) the difference between their actual consumption and their
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Figure 1.2 Gains and Losses from Field Price Controls
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hypothetical unregulated comsumption at‘constant reserve backing multiplied
by (b) the difference between the unregulated and the "shadow" price (that
would clear the market of regulated demand at constant reserve backing).
field prodﬁcers experience losses from price ceilings as a matter
of course. They lose by price ceilingsvthose amounts gained by consumers
én established'ée;vice, and also lose roughly an amount équal to one-half
the difference betwéen regulated and unregulated prices times the difference
between regulated and unregulated production.34
Any estimates of these price and quantity differences is most inexact,
particularly because they depend on "unregulated" prices, when regulation

thranghout the decade has prevented observations of any such prices. Also,

any overall assessmént depends upon whether the gains to established con-

33This can be seen by inspection of the rudimentary supply-demand diagram,
in Figure 1.1, as follows: the gains of established consumers are repre-
sented by Area A and the losses of consumers with reduced backing is shown
by Area C.

The statement on prices in the texc can be understood by inspection of the
diagram. Here q; and q, are at the old reserve production ratio (since
otherwise measurements of gains and losses would be made while "quality
of service" in reserve backing was also being allowed to vary). The measures
used here are the levels of production implied by constant R/p ratios shown
in Table 1.3 The estimates for q; are given by production at hypothetical
"unregulated" field prices (Column 2) and for qg by production at regulated
prices at constant R/P ratio (Column 1). The price appropriate for regu-
lated q, is- p* 2 which clears the market of the reduced quantity q, (result-
ing from the freeze at Py). This price P'9 has been estimated by simulation
with the econometric model. :

There is also a loss by producers equal to Areas A and B. Again, these

are measured at the mid-1960's constant R/P ratio, and thus are the same

q; and qy as in the last paragraph. The net losses to all groups combined -
are equal to Areas B plus C, unless specific weightings are assigned to

the "worth" of a dollar taken away from producers and a dollar given to
consumers. Such a specific weighting of, say, 0.0 on the first and 1.0

on the second would attribute Area A to net economy-wide gains. No such
attribution is made here. '

34 This is the number of dollars equivalent to Area B in the diagram in

the preceding footnote.
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sumers are treated as worth more than the losses of producers. Neverthe-
less, as an indication of the orders of magnitude of gains from the price
controls,'estimates of prices and quantities have been made from simulations
with the econometric model. Field prices are as under regulation or, alter-
natively, at the simulated '"unregulated" levels shown as being necessary

to preserve the reserve backing. Alternativé levels of‘production are as
simulated at actual prices at a constant R/P ratio, or as simulated at

hypothetical unregulated prices.35 From these prices and quantities, the

gains and losses have been estimated as follows:

(1) (2)

. Losses to Consumers Losses to
Year Gains to from a Reduction Producers
' Consumers in Reserve Backing 3) )

(Area A) (Area C) (Area A) . (Area B)
billions of dollars billions of dollars billions of dollars

1967 0.3 _ 0.0 0.3 0.0
1968 0.7 0.1 0.7 0.1
1969 1.2 0.1 1.2 0.1
1970 1.7 0.1 ' 1.7 0.1
1971 2.2 0.1 2.2 0.1
1972 2.5 : 0.1 2.5 0.1
34

This is the number of dollars equivalent to Area B in the diagram in the
preceding footnote.

35The two simulation series for quantities are as shown in Table 1.3 as
Columns (1) and (2) respectively. The Column (1) series is correct for
regulated prices because it shows the amount of production at the '"same"

" or constant R/P ratio. This amount is the proper level on which to assess
gains of established consumers, since no reserve backing has been lost to
that point. This takes account of net benefits after adjustment has been
made for the losses to consumers from the elimination of reserve backing.

The calculations of Areas A, B, and C are based on the assumption that the
loss of reserve backing was equivalent to the reduction of present consump-
tion at constant reserve backing, and that that reduction of present consump-

tion is equivalent to the lowest level of production qz'in the diagram
above.
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These are "static" gains and losses, since they include only one

)
year's production results.36 As limited as they are, they show that con-
sumers as a group gained. What they gained, producers lost. The losses
which would have gone into dividends to stockholders of gas companies,
or into new investment in exﬁloration and development, cannot be ignored
entirely even if they were recognized by the regulatory commission. All
that can be said is that the price freeze did more good for buyers in
holding down their monthly payments of gas bills than the losses to them
from reductions in reserves, and that the freeze did slightly more harm
~ to producers in income and production losses.37

Whether this array of benefits and costs from field price controls will
Qontinue. in the 1970's is the concern of the next chapter. During the
later 1970's, the shortage of production consequent upon the reduced reserve
backing should by itself lead to greater losses to established customers.
An attempt is made in the next chapter to show whether there will still be
net gains from pegulation to customers then--particularly to interstate
customers (since they are being protected by the Federal Power Commission
from price increases).

1.4, Summary

The Federal Power Commission, having been given the task of regulating gas
field prices by the Supreme Court, tried any number of ways of adapting old
. regulatory techniques to new contracts for producing gas reserves. The

rationale for regulation provided by the courts centered on keeping prices

363ecause of 'the extreme imprecision of the basis for estimates, a more
complex dynamic analysis was ruled out at this point. Nor would the general
results be further illuminated by discounting these numbers to present value
at the time of the temporary area rates.

37'l‘hat is, the sum of consumer gains (Areas A~C) falls slightly bhort of

producer losses (Areas A+B).
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at the levels experienced in the late 1950's; prices were to be stabilized
for stability's sake. The Commission's resolve to hold the price level
was strengthened by court decisions stressing that the FPC could set
prices using whatever review process seecmed most appropriate. Eventually,
in the area rate proceedings, the FPC found the means for invoking freezes
on prices over wide regions.

There is little question but that price stability was achieved.
Stability probably led to deficiencies in supplies of reserves and, ulti-
mately, deficiencies in production of gas in the early 1970's (as shown
by simulations with the MIT ecoqometric model described below. In the
absence of controls, prices probably would have gone up enough to have
maintained at least a fifteen-to-one reserve production ratio, and to
have held back demands so as to have cleared field markets of all new
reserve demands. Model simulations based on these conditions show that
higher "unregulated" prices (sufficient to have cleared reserve markets)would have
dampened demands and would have been at best 60 percent higher on new
contracts, and when such prices were rolled in to wholesale changes, resi-
dential and commercial customers would have paid 20 percent more for the
amounts they actﬁally consumed.

To some extent, given these conclusions, the rationale for regulation
can be judged in retrospect. Even though the courts and Commission are
not explicit on who should receive the benefits from regulation, it might
be assumed that those who actually did benefit were meant to be blessed by
the regulatory process. Assunming suéh does not lead to a very clear and
consistent view of regulation. Consumers, particularly in the South outside
of FPC controls benefited from low prices on the production they received.
But they and others lost their reserve backing, since old reserves were

used to provide for expanded production for new consumers-—-indeed into the
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market by relatively low frozen prices. The model simuiations of benefits
and losses for particular groups indicate that consumers as a whole
received benefits from lower regulated prices, even after accounting for
losses for some from reduced reserve backing, and producers as a whole
experienced losses to a somewhat greater extent than the consumers gained.
Thus up to the beginning of the production shortage consumers at least
may have benefited from controls. The rationale for regulation may

have been no more than that of income redistribution to gas customers

up to the point of production shortage. The rationale for the production

shortage then remains to be found.
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CHAPTER 2:

ALTERNATIVE REGULATORY POLICIES AND THE

GAS SHORTAGE, 1974 - 1980

The development of production shortages in the last few years has
had a strong effect on the conduct of regulation. Soon after the appear-
ance of such shortages--manifest in the inability of pipelines to meet
commitments to consumers--the Federal Power Commission, through the intro-
duction of new regulatory procedures brought about extfemely rapid inqreases
in new contract field prices. This was partly in response to widely-expressed
opinions--from both producers and pipelines---that higher pfices were needed
to bring about more discovery activity and from that more production.
However the lags in the system from price changes to more production which
resulted were so exteusive that, by 1974, there has been little production
change from large price increases. The continued shortage has placed new
pressures on the Commission for further changes in policy as well as in
price levels.
At the same time Congress and the Office‘of the President have become

focal points for.complaints that FPC policies have failed to émeliorate
gas productioﬁ shdrtages. Many of these complaints have come from buyers--
the pipelines and retail gas utilities--in the northern and western ;parts
of the country fegling the production shortfalls. With neither producers
nor consumers supporting gas regulation, there has been:substantial pressure
for change. The changes most often proposed have been in the realm of new
legislation reforming the controls allowed the Federal Power Commission.

| The proposals for legislative reform have been in two contradictory
directions. The first is tow.ards more regulation, while the second calls

for elimination of. Federal Power Commission controls over field markets.
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The justification for moving in either direction is that the shortage would
be reduced and consumption>expagded for those users of;gas needing it the
most if the legislation is passed. However both justifications cannot be
correct--either_more of 1less regulation could be expected to reduce the
shortage, but not both.

Tﬁis chapter considers these alternative directions for policy,
and evaluates each in terms of its ability to reduce the.gas production
shortage. No one spgcific bill before Céngresé, or specific rate schedule
proposed to the FPC, is evaluated in detail, because legislation and cases
change rapidly énough to render any such detailed evaluation quickly
obsolete. Rather, attempts have been made to characterize policy and then
to evaluate for each type its general effects on the gas shortage. Two
classes of policies--(l) a reaffirmation of regulation and (2) deregulatioh
of field prices--are described, and then evaluated in terms of the shortage
By simulating with the econometric model to obtain prediéted prices and
quantities for 1975 to 1980.

2.1, Strengthened Regulation

Stronger controls over wellhead prices have been proposed before
Congress and the Federal Power Commission. Many reasons have been given
for this positioﬁ, but most pervasive is the argument that producers have
been holding back reserves in anticipation of relaxed controls. Because
of the long lag structure from discovery to production, many years have
to pass before ;here is any effect from highef new contract prices. It
is argued that this period can be extended by producers if they think thet
future prices are going to be higher after regulation has been relaxed.
The argument for tighter controls is that strict ceilihgs will cause broducers

to see the futility of holding back supplies and, as a consequence, more
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gas will be forthcoming at present prices.l The blame for the shortage
lies with the FPC and its price increase policies: "[The FPC], with the
best motives, has so tittilated the speculative expectations and ambitinons
of the producer industry with a promise of imminent deregulation and ever-
higher prices, that it has'become perfectly rational prdfit—maximizing
behavior on their part to move slowly on development and production of
reserves."2

The case for stronger regulation has been made with a different
érgumeht as well, tﬂat higher prices in fact will have little effect on
the size of the shortage. This is asserted, for example, ﬁy Peter Schuck
of Consumers Union when, after reviewing data on past increases in the
price of natural gas and on the resulting quantity responses, he concluded

‘ 3
that "deregulation would not significantly increase natural gas supplies.

This is asserted to be because the response of production to price is
limited by the lack of competition in field markets. As concluded by
. Dr. David Schwartz of the Office of Economics of the F?C, "a review of
the evidence indicates a lack of workable competition in the producer
market (and) due to structural impérfections, deregulation would result

in extensive prices, windfall profits to the producers, consumer explolitation

1cf. Testimony of Mr. Lee White, Chairman, Energy Policy Task Force,
Consumer Federation of America, Hearings on Gas and Oil Regulatory Bills
(U.S. Commerce Committee, 1973-1974) pages 457 et sic. White's argument
is compromised by an attempt on his part to separate "increased demand"
and "reduced supply" from "price" as factors contributing to the present
natural gas shortage. (cf. page 478).

2Testimony of Peter Schuck, Director, Consumers Union, in Hearings'on Gas
and 0il Regulatory Bills (U.S. Commerce Committe, op. cit.) page 737.

3Testimony of Peter Schuck, op. cit.
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and little assurénce of adequate supplies of natural gas-."4 Although
none are necessary for the case, the three arguments that are presented--
(1) speculative non-response (2) low supply elasticity and (3) lack of
competition--alleged together or separately, cause price increases to
have no effect;

With no supply response, there is no need, in any way, for weakening

price controls. In Schwartz' terms, "If administered fairly and firmly,

regulation can assure an equitable framework for producers and consumers. . ..
There is strong evidence that the present unavailability of gas supply

is related to the speculative anticipations of significantly higher prices.."5
The thrust of any new policy would be to affirm ceiling price regulation

as a price freeze process, with any frozen price level to hold for a

considerable period of time in the future.

Many proposals hav.: been made for determining the le;él of frozen
prices and for deciding which producers should be subject to the freeze.
Some have called for extending regulation to include intrastate sales,
so that the "speculative outlet" of higher intrastate prices would be
foreclosed. Others have proposed limiting the freeze fo only the large

producers. Proposals along the lines of the Consumer Energy Act of 1974

4

Cf. testimony of David Schwartz, Hearings on Gas and 0il Regulatory Bills,

op. cit., page 220. Others, particularly Professor Alfred Kahn, have

argued that supply is inelastic (thus assuming that markets are competitive
enough for there to be a supply function). Cf. testimony of A.E. Kahn, The
Permian Basin Area Rate Proceeding FPC Docket ARG1-1(1960). This assertion
was not supported by evidence on supply elasticities. The econometric _
policy model used below deals with the extent of market imperfection directly,
by fitting equations for production out of reserves that contain terms for
degree of market imperfection. These terms then are used in equations

for prediction of future production in the econometric model (as described
in Chapters 3 and 4). :

5
Testimony of David Schwartz, op.-cit., page 221 and page 223.
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proposed in the Senate (S.2506) called for abolishing the FPC alternative
pricing procedures and establishing a national ceiling on prices of both
gas and crude oil. The nation-wide rates would be based on historical
costs plus a "fair rate of return" determined by an orthodox public
utility rate review.6 The goal of all those proposéd stricter controls
is to slow down the rate of increase of prices experienced in the 1970~

1973 period,.while adding to reserves and production.

If this goal is not»achieved, so that no new législation is passed,
the FPC could continue its recent policies of increasing ﬁrices on new
contracts by as much as 5¢ per Mcf each year. In doing so, the Commission
is not likely to be hindercd by the Courts of Appeal. The Supreme Court
has continually affirmed the Commission's right to proceed; in the most

recent case, the Court once again quoted the words of“FPC Versus Natural

Gas Pipeline Company whereby rate-making agencies "are permitted to make the

pragmatic adjustments which may be called for by particulér circumstanceé."7
The courts "have consistently held that there is a presumption of validity
that attaches to each exercise of the Commission's expertiSe. Those who

_ would overturn the Commission's judgement undertake the heavy burden of
making é convinding showing that it is invalid because it is unjust and

unreasonable in its consequences.."8 Within this context, the Commission

6But there would be more latitude within proposals to allow the Commissiqn

to consider in finding the rate of return "factors which are relevant to
assuring that the nation has adequate supplies of oil and gas at reasonable
prices to the consumer." Cf. "Congress Near Showdown on Proposal to Decontrol
Gas Prices," National Journal Reports (May 25, 1974), page 772. The quotat-
ion is from a market-up version of the Consumer Energy Aﬁt, still in committee
as of July 1, 1974. Although "supply and demand factors could allow the
Commission to set any price ceilings it wished, without reference to a
Congressional mandate for stronger control, the goal of a price freeze is
still predominant in this legislation.

-7§IC v. Texas Inc. et al. 42 United States Law Week 4867 (June 11, 1974) .
VBCf. Mobil 0il Corporation v. Federal Power Commission, 42 United States ‘
Law Week 4842 at 4855 (June 11, 1974). The words are quoted from the deci-
sion In Permian Basin Area Rates 390 U.S. 747 (1968).
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has followed the practice of increasing prices on new contracts each year
of the last few years, based in part upon historical cost considerations
and in part upon price increases as the means for ;educing shortages.
This judgmental procedure, continued into the future, would be the '"least
vigorous" regffirmation of regulation.

' Thﬁs there.are two distinct alternative types of policies that
could be char#cterized as "strong regulation." The first would be the .
- product of new legiélation, and would result in the installation of price
freezes along the lines of the area rates of the early and middle 1960's.
The general level of prices on new contracts would'change only if the
(extremely slow moving) historical average costs of production warranted
' changés. The second would, from default of Conéress,’Be no new legis-
'latioﬁ, but wou;d allow fhe Commission to exercise its "pragmatic" judgment
that further cﬁﬁhgeé in price levels were warranted, .In such cirsumstances
thé Federél Power 'Commission, !in keeping with deciéiohs_in the 1970's,

to this point would likely allow changes in new contract price levels of

up to 5¢ per Mcf per year.

2.2, Elimination of Regulation of Field Prices

The more widespread reaction to increasing production shoftages has
been the call for the removal of wellhead price regulation. Since prices
were frozen over much of the 1960's, and shortages developed first in
reserves in the middle 1960's and then in production in the early 1970's,
.1t has been argued that controls were the cause. Furthermore, eliminating
controls altogether should hasten the process of eliminating the shortage.
The call for dereg ulation of wellhead prices on new contracts is asserted to be
a first step in that direction. Calling natural gas "America's premium

fuel," the President in April 1973 proposed legislation to exempt gas
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newly dedicated to the interstate pipelines from ceilings so as to "stimu-
late new exploration and development.9 The same case was made by the Chair-
~ man of the Federal Power Commission by noting that ''gas éupplies are short

" and the-way toiencourage more drilling and discoveries may be to let prices

Dérégulatidn as a policy is based on the argument that there is sub-
stantial responsiveness of both productibn and demands-t§ price inc;eases.
Decontrol is the quickest way to take advantage of tﬁiS‘reSponsiveness
and thus to,eliminate shortages. Although lag stiuctﬁres are not assumed
away, most proponents of defegulation expec£ it”to result in the elimina;ion
of the‘shortagerin at least the near future. Decontrol should allow»higher
prices to cleér_markets of excess demand by increasing ‘both reserves and
production{ and by decreasing demands at wholesale. Also, it would be
expécted‘that gas now being channeled.away from cohtroisﬂinto intrastate
markets would go béck to the interstate pipelines as thé prices offered
interstate either matched or exceeded those offered by 1o¢al industry.

There is less than perfect agreement among prbponentévof deregulation
as té how and over what time period deéontrol shéuld occur. The Repuﬁlican
Administration has proposed gradual or “phased" deregulation of new céntract
prices. Price ceilings would still be in effect on old contracts now deliv-

ering production, and the prices of new contracts would be allowed to increase

only by steps over the next few years, until presumably by 1980 any further
increases would be determined by market conditions alone. The step ceil-

ings would be administered by the Federal Energy Administration, and would

9Cf. "Congress Nears Shutdown on Proposal to Decontrol Gas Prices " National
Journal Reports, op. cit., page 764. '

locf. "Federal Power Commission Head Urges End to Gas Cgrbs," The New York
Times, April 11, 1973, page 19. ' ’
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be based on forecasts of future production and economy—wide demand
conditions rather than on backward-looking accounting costs. But total
deregulation of ail contracts has been proposed as well (Senate Bill
371, sponsored by Senator John Tower in 1973). Also, immediate dereg-
4ulafion of néw:coutract prices has been proposed, and came close to
passage as an aﬁendment to other energy-related legislafion (the Buckley
amen&ment to the Enérgy Emergency Act of 1973).

Thére have Been many reasons advanced for elimination of regulation
other than that there would be a quick.market—clearing re;ponse. Most
'basically, it is érgued_that the regulatory process itself produces
systematic shortages, so that there is no waf of even avoiding a shortage.
This is because price changes lag behind costs under hisﬁqrical average
cost rate-setting procedures. With rising resource coéts there is no
way that.regulatedrprices can ever ‘'catch up."ll

Without going into the validity of these arguments justifying.price
decontrol, the qugstion here is whether decontrolled prices would '"do
better" in the late i970's. Would higher prices of tﬁe sort proposed
for FEA significantly reduce the size of.pfoduction shortages? This is
an empirical questioh. The answer supports either the case for strengthened
regulation ("low elasticity") or deregulation ("high elasticity").

2.3. Assessing the Effects of These Policy Alternatives

With long lags from price increases to more reserves and production,
it might be expected that any nolicy would be effective only after a number

of years had passed. Also, there would be only gradual changes in demands

llThis point leads to questioning whether a process designed for public
utility controls applies to a natural resource industry. Cf. Stephen
Breyer and P.W. MacAvoy, ''The Natural Gas Shortage and the Regulation
of Natural Gas Producers," The Harvard Law Review (Vol.86, no.6, April
1973), page 941 et sic. '
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as a result of new contract price policies, since 'rolled in'" procedures
pass field price increases through to wholesale price increases only after
a number of years; after that, the wholesale prices affect industrial or
final consumer demands. But even so it is expected that there would be
some change in the first few years and a significant change by 1980. No
political process taking a decade to show results is relevant in this
system. Thus advocates of either (1) stronger controls or (2) decontrol
expect their policies to eliminate the gas shortage and improve gas markets
for consumers by 1980.

These possibilities are investigated by introducing the proposed
policy changes into the econometric model of gas field and wholesale
markets. Assuming certain rates of growth of production costs, of economy-
wide determinants of demand, and of oil prices, the econometric framework
leads to predictions of additions to reserves and productibn from each
of twenty-nine production districts. There are also predictions from the
model for residential and industrial demands in five regions of the country.
By inserting new contract field prices consistent with each alternative
policy into the modules for production, and by marking up field prices
through roll-in pricing procedures in the modules for demand, predictions
are made of reserves, production, and demands for each policy. Thus a
policy can be examined in terms of the implications of its pricing schedule

for levels of the production shortage.12

2.3.1. Strong Regulatory Controls of Field Prices.

Regulation could bring either a strict price ceiling for the rest of

12The last half of the 1970's, assuming a rather expansive economy,
would have inflation rates of 6.5 percent, real growth of incomes and
investment of 3.5 percent, and substantial oil prices (close to $7.00
per barrel in 1979 dollars).



i

43—

the decade or, at the other extreme, price increases on new contracts

by as much as 5¢ per Mcf per annum. The strict price ceiling would be

in keeping with legislation calling for a return to public utility controls,

as that offered by the Senate Commerce Committee in 1974. On the other
hand, price increases by as much as 5¢ per annum would be in keeping with
the Commission continuing its 1971-1974 price-increasing practices. Both
of these pricing policies will be simulated with the econometric model,
in order to determine their effects on production and demands. Also, an
intermediate policy proposed recently will be evaluated in terms of its
effects on production and demands.

The most restrictive of these strong controls would require a price
freeze at the l974 level, with adjustments allowed only for changes in
historical averége drilling costs thereafter. Given that average drilling
costs in the last four years have 1ncreaéed close to the rate of 3¢
per Mcf per year, it can be expected that new contracts would be limited
to the 1974 level of 39¢ per Mcf, with 3 cent increases thereafter (as
showa in Table 2.1).

Such limited price changes would hold additions to reserves and
production close to‘pre—l970 levels. The simulations indigate that new
discoveries should increase somewhat, from the ten trillion cubic foot
level in the early 1970's to 14 or 15 trillion cubic feet, but primarily
as a result of the incentives to exploration which follow from the assumed
high level of oil prices (close to $7 per barrel in real ﬁerms). Total
additions to reserves would be less than 25 trillion cubic feet each year,
while production would rise to as much as 30 trillion cubic feet. As a
result, the reserve base would decline from 230 to 217 trillion cubic

feet by 1980.
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The model 31iu1ations show demands much greater than ﬁroduction with
ceiling prices ﬁeld.at these levels. Total demands for new production
are forecast to increase from 24 trillion cubic feet in 1973 to approxi-
mately 41 trillion cubic feet, as a result of the rapid increases in oil
prices combined with the ceiling on gas prices (which prevents new con-
tract prices fromfrising even as much as general price increases due to
inflation.)

As a result, e#cess demands are éxpected to increasé for the remainder
of the decadg. The gap between production and demand is forecast to

increase as time passes, from approximately,3.trillion cubic feet in

1975 to 10 trillion cubic feet by 1980. The ceiling price would appear to

exacerbate excess demands so ﬁhat ;he-shortage will be closé to 25 percent
of total demands'for.productidn by 1980.13

The Federal Power Commission itself has recently proposed a new form
of regulation that inadvertently may have about the same effects. In
its decision in Docket R389A case (considered "promising of futurelprice
increases" (as noted in Chapter 1), the FPC on June 26, 1974 allowed all
~ gas produced frqm,ﬁells drilled‘after January l,.1973 to sell at prices

of 42¢ per thousand cubic feet. This uniform national rate would increase

by 1¢ per annum thereafter. The ceilings were arrived at from review of

13These results from strict controls can be expected whether values of
exogenous variables assumed here are used, or whether reasonable "higher"
or "lower" values are used. As shown in the simulations in Chapter 5,
when "high" values are used the size of the excess demand in 1980 is
larger, and when lower values are used the excess demand is somewhat
smaller. The results are approximately as sensitive to changes in oil
prices as they are to changes in the values of economy-wide variables.
Simulations based upon high versus low values of exogenous variables
differ by approximately 7 trillion cubic feet in forecast excess demand
for 1980. But this amount of difference, while substantial, does not
affect the conclusion that strict regulation cannot eliminate the present
natural gas shortage, and is likely to make it worse.
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bo;h costs ;nd market éonditions. The Commission_&id not expect these
prices to be sufficient to clear excess demands.immediately; the Commission
said the démand for gas "is much higher than the suﬁply and will remain
so for the immediate future."14 But the Commission in its judgment con-
cluded that "these rates for natural gas sold in iﬁferstate commerce are
adequate to bring forth the requisite supplies to £i11 reasonable demand"
but '"not so.high that natural gas consumers are egploited during times

of shortage."ls‘ These proposed prices are not diffgrent in kind from
"strengthéﬁed regulation," because they require a low national ceiling
and a small increase each year. ' By setting this national ceiling, the
Commission haslin effect frozen prices on some contracts already at the
42 cent level. fhese contracts are those with thé‘most advantageous
reserves and pro&uction (large in qqantity and close to final delivery
points); ﬁecaqse these are frozen, the»efféct may be the same as a
general priée freeze, although the FPC did not inteﬁd’it to be so. Also,
the overall allowed increase of 1¢ per annum is significantly léss than
sufficient to éompensate for expeéted inflation. Thus the effect over
time as well as over space may be similar to a generallprice ceiling.

The forecaétrresults are shown in Table 2.2. New discoveries are
expected to be 30 percent less than under "cost of service'" regulation
in Table 2.1, and,'given production close to 29 trillion'cubic feet,
the reserve stock in the United States is expected to'féll below 206

trillion cubic feet by 1980. At the same time, demands are expected to be

lacf. J.L. Rowe, "Price Boost Approved for Natural Gas," The Washington
Post, June 26, 1974, quoting from the Commission decision in Dockets
R389a, National Area Rates.

15J.L. Rowe, op. cit.
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enhanced by the low field prices and to grow to 42 trillion cubic feet
by 1980. Exéess demands are forecast to exceed 13 trillion cubic feet,
or 30 percent of total demands., The forecast results imply that the
Commission not only will be unable toreduce the shortage, bgt will create
even greater excess demand than would occur by invoking Qld "cost of
service" procédures on a regular basis through the rest of thedecade.

A more promising alternative is the FPC form of régulation. The
Commission, in the absence of new legislation, would continue its 1970-
1973 policy of allowing avefage price increases each year on new contracts.
Area rate reviews, along with individual case reviews, could result in
five cent annual increases on new contracts. The basis would be the prag-
matic judgment of the Commission as to what was necessary to ease a grow-
ing production shértage. As shown in Table 2.3, additions to reserves
would be expected to increase by 1980 to approximately 30 trilliom cubic
feet per annum, as a result of substantial increments in.discoveries,
extensions and revisions. Production would be expected to fall slightly
short of the total additions to reserves each year. As a result, the
total stock of reéerves would be expected to decline soméwhat by 1976, but
to return to the level of 230 trillion cubic feet by 1980.

Unfortunately, neither the additions to reserves nor the level of
production would appear to be sufficient to eliminate the éhortage. Simulated
demands increase at a slightly lower rate than under the two alternative
regulatory policies discussed above, principally as a result of the average
whclesale price increasing from 48¢ to 72¢ over the period from 1975 to
1980. Even so, the demands of 39.9 trillion cubic feet by'l980 exceed
production by 8.3 trillion cubic feet., Worse still, because of smaller
additions tb production than to demand, the shortage is expected to increase.

Excess demand is a smaller percentage of total demand than under strict



"cost of service" regulation, but still exceeds 20 percent of total demands.

"strengthened regulation,"

In this case, as with the previous simulations of
policies that result in small annual price increases do not of themselves

eliminate the shortage of production. Price ceilings would appear to

make the shortage worse.

2.3.2.. Phased Deregulation of Field Prices

Given the large number of alternative proposals under the rubric
of "deregulation" of field prices, no single price schedule can be proposed
for an exact depiction of market conditions under decontrol. Most proposals,
however, would allow'new contraét_prices to seek their ownilevels after
1980, with increasingly higher ceilings on ﬁew contract prices in the
intervening pefiod.l6 The ceilings in fact would not eliminate excess
demand in the‘miAdle 1970's, because they would be set to prevent substan-
tial price increases in the immediate future. Many rules of thumb have
been proposed for setting the interim prices; among the most frequent is

that of keeping average wholesale prices from increasing by more than 100

16It should be stressed that '"phased deregulation" is in no way a synonym
for complete deregulation within a few months' time. Although complete
and instantaneous deregulation is an alternative being considered, it has
not been examined here for political and economic reasons. The chances

of its acceptance by Congress seemed so small that it did not merit space
in this short chapter. Also, there is no analytically acceptable procedure
for simulating complete deregulation, since the equation relationships

in the model were constructed on the basis of data for two decades in
which regulation was predominant. Extrapolation of relationships during
regulation, to indicate other relationships in unregulated markets,

seems unacceptable; the chances in patterns of price expectations alone
would be so great as to eliminate any similarities of producer performance
under the two regimes of control. Simulations of "phased deregulation'
over the next five years seem to be legitimate, since they involve the
continued use of price controls of the nature of those in the 1960's

and 1970's when the data for equation estimation were generated.
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percent over the 1975-1980 period.17 Using wellhead pricés in keeping
with such interim ceilings; a representative sequence would include a
25 cent increase in 1975, with 5¢ per annum increases thereafter. Simu-
1ation$ with thic price sequence have been completed as representative
of price and prodﬁ@tion behavior under "phased deregﬁlﬁtion."

The simulations indicate increased discoverigs each year, up to
29 trillion cubic feet by 1980, and total reserves to the ievel of 270
trillion cubic feet by that year (as shown in Table 2.4). The impact of
the‘price incréases oh new discoveries would not occur immediately, but
rather would begin to appear in the second and third year after the 25
cent price increase. Production out of reserves would increase somewhat
_faster than reserve accumulations themselves since productioﬁ depends on
price as well as the reserve level. As a result, éimulatéd.produétioh rises
from 23 to 35 trillion cubic feet, at the rate of more‘than 1 trillion
cubic feet per annum,

At the same tiﬁe; s8imulated demands;fqr gas,are.réducgd as a result of
the pass-through of the higher new contract field,prices to the wholesale

level. 1In fact, wholesale prices are not expected to increase very rapidly.

7These price equivalents were presented to members of the House of
Representatives in individual briefings in the Spring of 1974 by the
Columbia Gas System, 20 Mountchanin Road, Wilmington, Delaware as a.
basis for legislative proposals allowing higher gas prices. As a matter
of fact, they would allow price increases that would still not place
natural gas prices at the same level as oil prices forecast for New
Jersey in 1980. The sequence of such 'equitable" prices would be as
follows. Gas wholesale prices start at approximately &44¢ per Mcf in
1974 and increase to 88¢ per Mcf in 1980. The final price is equivalent
to crude oil prices close to $5 per barrel. But the addition of
further delivery charges to places as far North along the eastern coast
of the United States as New Jersey would add at least 30¢ to these
average nation-wide wholesale prices. The resulting East Coast oil
and gas prices would be $7 per barrel in 1980 dollars--the level of
oil prices in 1974 dollars used in the econometric forecasts.
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~ (The average wholesale price up.to that point in tiﬁe‘rises only to

84¢ per Mcf, while the new contract field price in 1980 is 90¢ per

Mcf.) Even sb; the price increases are sufficient to_pold demands down
to the level of 357trillion cuhic feet per annum by 1980. - "Phased"
increases'in gas prices curtail the growth in deﬁands for production

b& almost 36 percent (as compared to FEC regulation with 3 cent per

annum price increases). |

The resnits of this pqlicy would seem to include afsﬁbstantial

rgduction in the gas'shortage within a reasonable time‘spaﬁ. By 1979

the levels of production and demands for pfodqction are‘both expected

to be approxiﬁately 35 trillion cubic feet, Of course there is some
chance fhat theré would still be some shortage, given thet these fore-
casts, baéed upon thé “probable" values of economy-wide determinaﬁts of
costs and demands, are not going to be perfectly accurate. But the most
likely general price increases, oil price increases, and gas increases
(in keeping with phased deregulation) should clear production markets

of excess demap&.18: In comparing this with "strict regulation":policies,'
it would appear‘that this is the policy moze appropriate for eliminating

the gas shortage. The process would be extended over many years, and would

18As in keeping with the simulations for '"strict control," attempts have been
made to assess the precision of the forecasts. The approach consists of
inserting different values of exogenous variables into the econometric model
to determine how the size of forecast excess demand changes. The different
values of exogenous variables are discussed below, in Chapter 5. But, even
with a wider range of values than likely would occur, the size of the shortage
as a result of this phased deregulation policy does not vary greatly. There
would be a shortage as large as 2 trillion cubic feet if either "high" oil
prices or "high" economic factors prevailed; but if low values of both exo-
genous oil prices and economic variables were in effect, the shortage would
.be a surplus as large as 6 trillion cubic feet at prevailing phased dereg-
ulation prices. Under these last circumstances, it would be expected that
the price ceilings would not “operate."” Prices would be below ceiling
levels, or reserves would be put back into the reserve inventory rather

than produced {so as to raise the reserve-production ratio).
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involve lérge field price increases. But "phasédAderegﬁléticn" should
reduce the shoftage to negligible ievels by 1980, whiié more regulatibﬁ-
would likely increase the shortage so that the excess demand would range
fromv8 to 13 trillion cubic feet out of 40 trillion cubic feet of total
demands per yeaf. If the goél is to eliminate the shortaée, as those
pr?pésing policy changes all espouse, ;he proper direction would seem to '

be that of "phased" deregulation.

TABLE 2.5:

TAXES ON CONSUMPTION

- TO ELIMINATE THE GAS SHORTAGE

Production

Field Price on Taxes on Production Demand
Year New Contracts New Contracts Supply with Taxes
' ¢/Mcf ¢/Mcf . trillion cu. ft. trillion cu. ft.
1974 39.7 0 24.6 26.3
1975  44.8 10.9 25.4 28.7
1976  49.8 21.9 | 26.4 30.6
1977 54.9 32.9 - 27.4 _ 31.9
1978 60.0 43.9 28.7 _ 32.5
1979 65.1 55.0 ©30.1 32.3
1980 70.2 : 66.0 31.5 , 31.2

- Of course there are other ways of eliminatihg the shortage,'but
they are more expensi%e for the consumer and/ér the taxpayer than “phased
dgregulation." Consider two alternative policies deliberatély designed
to eliminaté the gas shortage. The first is to tax consumption so as

to reduce demands to the level of 31 trillion cubic feet--that level of



production forecast to occur under continuation of reguiatory."status quo."
As simuléted by>tﬁe econometric model, the taxes levied on pipeline buyers
in new contracts would have to begin at 10¢ per Mcf in 1975 and rise to
66¢ per Mcf in 1980 (as in Table 2.5). These taxes would be added onto
new contract field prices, so that the pipeline pays 136¢ per Mcf for
new gas at the wellhead in 1980. When these prices are ''rolled-in', they
would be sufficient to cut back on wholsale and final demands so as to.eliminéte
excess demands. |
The shortage couid be eliminated by increasing gas supply an additional
10 trillioﬁ cubic feet. This could conceivébl& be done by subsidies cn
new contracts added to the contvolied prices paid--subsidies that would provide
income to the producer, but would not add to the field or wholésale prices
 paid by the buyers. Table 2.6 shows the subsidies required to bring forth
the additional supply necessary to match the demands, givén a regulatory
price freeze, of 39.9 trillion cubic feet . The simulations from the
econometric model suggest that this could be achieved by 1980 with subsidies
of more than $1 per licf on new contracts, so that the field producers would receive
$1.78 per Mcf that year on new commitments to interstate pipelines. In this
case, the "priée" of $1.78 per Mcf on new contracts Would be '"split" between
buyers and taxpayers. |
Both of these policies would seem more costly than phased deregulation,
simply because each uses only'one—half of the market at.any time, The
tax policy uses the 'demand &ampening" mechanism of increasing prices to
consumers, while the subsidy policy uses the "supply expansion' mechanism
of increasing profits to producers. But "phased deregulation" uses both
supply and demand incentives, so that the amount of price increases or pro-
fit per unit of "excess demand reduction" is less than with either of the

fiscal policies.
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TABLE 2.6
SUBSIDIES TO ELIMINATE

THE GAS SHORTAGE

_ . Production
Field Price on Production Subsidy on Supply with
Year New Contracts Demand New Contracts . Subsidy
¢/Mcf trillion cu. ft. ¢/Mcf trillion cu. ft.
1974 39.7 26.3 _ 0 24.6
1975 44.8 28.8 17.9 . 26.6
1976  49.8 | 31.3 35.9 28,9
1977 . 54.9 33.6 53.8 30.7
1978 60.0 ' 35.8 | 71.8 - 33.3
1979 65.1 . 37.9 ' 89.9 - 36.2

1980 70.2 ] 39.9 : 108.1 40.0

2.4, The Effects of Gas Policy Chahges on Producersl,Consuméns,
and Others : » : '

The superiority of the "phased deregulation" policy, at least insofar
as reducing the shortage is concerned, is so great that there would seem to
be little basis for sﬁpport of the alternatives. But there is substantial
concern over the income effects from policies centered on working only on
the shortage. Co#sumers are subject‘to substantial price increases from
deregulation, which recur to producers-as higher profits.

The effects involve more than simple income gains or losses. The
shortage itself affects incomes. Curtailments this last winter in the
use of gas in the North in residential and commercial consumption left

consumers with lower real incomes.
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In fact, there may be important groups of consumers thét woul& gain
from phased deregulation. Reéidential consumers already not attached to
a retail gaé utilify»company woﬁld gain from phased.derégﬁlation if they
were allowed to join the system because there was increased production
available. Industrial congumers would gain because they would receive
gas that otherwise wduld not be available to them. Northefn consumers
would benefit most from decontrol at the expense of éonsﬁme:s in the
South Central part of the country. |

These patterns are indicated in Table 2.7. Under "status quo' regu-
lation, excess demaﬁd wopld be greatest in the North Central and second
gfeatest in the Spﬁtheast region of the country.19 I1f a11>residential
demands in the North Central and Souﬁheast are met, as a result of allo-
cation teéuiremeﬁts by the FPC thaf residential consumeré Bg served first,
then the excess demand there has to be realized by industrial buyers. Thus
from 90 to 100 percent of industrial demands in those regions would have;
to be cut off, Qith buyers going to alternative fuels and/or curtailing
production of final products and services. Thus, giveﬁ the most likely
pattern of control oﬁer who gets the shortage, the industrial consumers in
the North Central.part_of'the country would receive '"real income" or bene-
fit from "phased deregulation" more than anyone else.

Price decontrol would have én-impact on other industries—-particularly
other eﬁergy industries-~éo that they would be important 'gainers" and
"losers" ;s wellmliin the presence of excess deﬁand for domestic natural gas,

a new industry could develop in the early 1980's to provide gas from other

19There would be less excess demand in the Northeast and West, because of
access to pipelines going into the more likely productive new field areas,
particularly offshore and in the Permian Basin. There is expected to be
no excess demand in the South Central region, because higher intra-state
prices in that region allocate additions to reserves to buyers there first.
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TABLE 2.7

SHORTAGES BY REGION, 1978 - 1980

Northeast: Total Residential Total Industrial

Excess Demand Demand ' Demand
Year (a) (b) (c)
1978 0.7 2.9 2.4
1979 0.7 ' 3.0 2.4
1980 0.7 3.0 . 2.5
North Central: Total Residential Total Industrial
Excess Demand Demands . Demand
(a) (b) (<)
1978 4.3 3.9 | 4.6
1979 5.0 4.1 5.1
1980 5.6 4.3 5.6
West: Total Residential Total Industrial
Excess Demand Demand - Demand
() - (b) ~(e)
1978 _ 0.2 1.8 3.0
1979 0.3 1.9 31
1980 0.4 | 2.0 - 3.3
Southeast: Total Residential Total Industrial
Excess Demand Demand Demand
(a) ®) N ()
1978 1.7 1.1 2.1
1979 1.8 1.3 2.3
1980 1.9 1.4 2.3

Source: Simulations with the Econometric Model derived from regulatory

"status quo' conditions. All estimates in trillions of cubic feet.
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parté of the world. Liquified Natural Gas would take thelplace of doﬁestic
natural gas not developed under price contfols. This Liquified Natural Gas,
presumably from North Africa or the Soviet Union, could eliminate excess
demands; at FPC regulated pfices, it is forecast that LNG priées could exceed
$1.00 per Mcf delivered into the North Central region for demandé gréater
than‘4 trillion cubic feet (if the LNG prices were 'rolled in" to wholesale
prices Before being passed on to wholesale and retail consumers). LNG prices
| could exceed $2‘per Mcf and demands would still be greater than 2.5 trillion
cubic feet that year. But.under phased deregulation, there would be negli-
-gible excesé deménds by 1980; in effect, the market for LNG is "made" by
strong regulatory controls. Phased deregulation would make LNG producers
and transporters losers."? |

Of course therg'afe always sﬁecific groups of poténtial gainers or
losers from industry~-wide changes in regulato;y policies. The losers from
phased Aeregulatioq like LNG companies are "special interests" not likely
to be mistaken for the general consumer, when the rationale of consumers'
interests is invoked for or against regulatory policy changes. The substi-
tutioﬁ'of LNG at $2 per Mcf fér domestic natural gas at 80¢ per Mcf must
be considered a sﬁecial interest proposal for solving the.natural gas shortage

in the period 1975—1985.20

19No attempt is made here to describe the full market for LNG, and LNG as

a "solution" to the gas shortage. This would require an analysis and fore-
casts of foreign reserves, production out of reserves, and of demands in
other countries than the United States. These would call for a world gas
econometric model. However, these demand forecasts for LNG are described in
detail in Chapter 5.

4V
But it should be noted that these special interests are economically sub-

stantial. The licencing of LNG contracts by the Federal Power Commission
would create large-scale new construction of storage facilities and of LNG
tankers in domestic United States ship years. These facilities add con-
siderably to the rate base for profit regulation of wholesale pipelines

or retail gas utility companies, and this rate base is welcomed in a period
when the capital base from construction of pipelines in the 1950's has

been in a good part eliminated. Thus important parts of the pipeline in-
dustry constitute a group of beneficiaries from the shortage or of losers
from phased deregulation.
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Another group affected by changes in regulatory éolicies are producers
and distributors of crude oil in the United States. If the FPC price controls
ﬁére to be continued, and the resulting shortage given to industrial usérs{
then the demands for distillate and résiduél fuel oil wﬁuld be substantially
increased (in the absence of a Liquified Natural Gas indusfry), . The econo-
metric model has been used té simulate the changes.likeiy to oci.ur in fuel
oil markets, by assﬁming that alternatives are éither "phased deregulation"
- prices or FPC prices.zl F&recasts are then made'of fuel 0il demands in the
Northeast under‘these two sets'of gas controls. They in&icate fhat residual
demands will increase By 1.0 million barrels and distillate demands by 3
millionqbarrels per day as a result of the gas shortagg.‘ Similar results
in sections of the country with even 1érger shortages indicate a substan-
tial increase in fuel oil consumption from regulation.zz“The loss of these
markets from "phased deregulation' would constitute anothér finterest g?oup"
which loses from decontrol.

This is not to deny that some consumers aré favored by regulation and
that they would lose if'it_were discontinued. Being able to get all the
gas demanded in 1970 prices,f;r.the rest of the decade is a favorable
position, wherevé? created by strict regulatiqn. It would be expected that
' the income transfers away from these consumers resulting from "phased |
deregulation" would exceed 1 billion dollars per annum by 1975 and 3.7
biilion dollars by 1980 (where the alternative to "phasedlderegulation"

would be a continuation of FPC regulation). This income transfer would go

. . : *
ZLT‘he procedure consists of finding that price P 2 in Figure 1,1 that clears

excess demands for gas (since the model does not recognize excess demands
for one fuel as the determinants of demands for another fuel). Then oil
demands at P*z are compared with oil demands at P,.
22 .

‘Forecasts cannot be made of increased fuel o0il demands in the North Central
portion of the country, because of inability to construct a demand equation for
-fuel o0il in which gas prices were a significant variable, This vagary of the

data of the 1960's prevents use of the approach in this paragraph for evaluatin
the impact of the shortage where it is greatest on fuel oil demands in that region.
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from consumers.wi;ﬁ unincerrupted service to oil and gas.23
But{achmyanying this loss from "phased" deregulation, there are
gains to those other consumers who otherwisé would do without. The gas
not forthcoming at confrolled prices is available for industrial and
commercial use in the northern parts of the country. The dollar gains
from deregulation, measured by the prices these conéumers would be willing
to ﬁay for thisngas rather than do without inlfhe period 1978-1980, is
forecast to exceed 2.5 b'llion dollars (in 1978) and 5.6 billion dollars
in 1980.24 Thus this group is expected to incur greater gains from déreg-

ulation than those who lose from no longer receiving the gas at lower prices.

Since these are-all consumers--there would seem to be general gains from

deregulation for consumers as a group through phased decontrol at this

time. Only if the appropriate horizon for political decision-making were
less than two yeafs would support for more regulation seem to make sense
from the point of large groups of consumers.

2.5. The Rationale for the Shortage and Regulation

 Naming the "gainers" from phased deregulation is not to assert that
certain groups resisting deregulation benefit from the shortage, and that

they have influenced policy out of self-interest. The 'demands" for regulation

23The amount of "gain'",estimated from the simulation results described below,
is equivalent to Area A in the diagram in Chapter 1. ‘

24This is equivalent to Area.'C" in the diagram in Chapter 1, except that,

because consumers are doing without entirely, this area extends from the
level of consumption to zero levels of consumption as follows:

s
A /Pl

2
’/wﬁﬂ- N\D

P
q
9 1

q

Thus these losses dare particular to the regumatbry procedures used by the
Federal Power Commission and the state commissions of allocating the shortage

entirely to new consumers and to industrial consumers in the regions exper-
iencing excess demand.
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from special groups would not seem to have controlled fhe_“supply“ of
sfricf regulation to date--at least not in an obvious way, since losers
from deregulatién compose a very motly group which seems to change rapidly.z5
Rather than pﬁrposeful regulation, there would seem td bave been a
classic failure of'process in natural gas fuel price contrqlé. The reg-
ulatory mechanisms were mandated by court decisions, calling for price
stability without reference to market conditions of production or demaﬁdJ
These court decisiogs imposed a task on the Federal quér Commission that
it was ndt'able to perform; eventually'the'cbhsumér was in fact made worse
off by their céiiings on prices, arrived at in the same way that more
appropriate ceilings are found fé: electricity prices. The failure of

controls as a means to benefit the consumer would seem to have been a fail-

ufe of logic and perspective.

The failure‘ofllogic comes from reasoning by analogy.. The process
of regulation use& by the Cdmmission followed time-~honored procedﬁréé.
The FPC dealt in calculations of histoficél costs, and in finding a fair
rate of return by compéring profit rates with thdse in other industries.
These methods of control had been an atcepfed part of pubiic utility reg-

ulation for decades, But these methods had not been applied systematically

ZSIn the late 1960's and early 1970's, residential consumers in most

parts of the country, and all consumers in the South Central part of the
country, gained from price regulation. Certain of the pipelines that had
very large reserves were gainers from price controls, because their field
purchase prices didn't go up with new contract prices frozen under regulat-
ion. These groups no longer benefit from regulation. Certain of the
pipelines would gain in the future from continued regulation from the

sales of liquified natural gas; and certain oil producers experiencing
large increases in fuel oil sales in industrial regions consequent from

the gas shortage would continue to benefit from regulation., . Some residential
consumers, under firm delivery in the South, probably could expect a few
more years of consumption at low prices under regulation. Naming these
categories of producers and consumers as ""losers' from the phase decontrol
and designating them as a coalition for continued regulation would not
appear to be credible at this time.
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to the gas industry, where costé of hew reserves- even ﬁqre expensive to
find?-could not be determined from historicai accounfing data on old reserves.
New prices based on old costs guaranteed that increments to production
would in the long-run fall shori of increments to demands. By asserting
that controls developed in one setting ﬁould work in the other, the regu-
latory agency m;de logical errors that undermined the_efficienqj of the
results. i

To this was added the failure of perspective. Taking'a two-to-three
 year vigw of price ceilings, when industry reserve accumuldtion and product-
ion took place ovgf much longer periods, was incorrect. Since this view
still predominates in legislative proposals for reform--where results are
expected from new price poiicies immediately--this part of the mistake could
well be répeéte&. The only dﬁestion that remains is how long it will take
to understand these mistakes and to learn from them in rgvising regulatory

policy.
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CHAPTER 3:

THE STRUCTURE”OF,THE ECONOMETRIC MODEL QF NATURAL GAS

3.1. Overview of the Econometric Model

The econometric model developed for the natural gas industry has the
important characteristics of (a) simultaneously describing the behavior of
both reserves and production markets (b) describing the regional organization
of the industry at a disaggregated level and (c) accounting for the time-dynamics
inherent in the various activities of the industry. There are good reasons for
including this level of detail in the model.

In order to analyze the effects of alternative regulatory policies, it is
necessary that the industry be viewed as a complete system. Most previous econo-
metric studies of natural gas have investigated either supply or demand, but have
neglected the simultanecous interactions of the two. Balestra,[8 ] tor example,
in his classic study of the demand for natural gas by residential and commercial
consumers, assumed perfectly elastic supply (as was probably justificed for the
1950's and 1960's, since deliveries to(final consumers were then made on an
"as needed" basis. However, this would not be valid for a model of the 1970's |
where total demands for gas exceed production. Given that prices and other
variables now affect both production and demands, our model accounts for the
simultaneous interaction of output and demand at both field and wholesale levels
of the industry.

Regulation has been in effect for both field sales and tranportation of
gas. Consequently two distinct sets of markets must be accounted for in modeling
the gas industry. Production and demand must be described in both the market for
reserve additions (gas producers dedicating new reserves to pipeline companies
at the wellhead price) and the market for wholesale deliverieé (pipeline companies
selling gas on long-term contracts to retail utilities and industrial consumers).

Furthermore, the spatial relationship of these two markets must be modeled properly.
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These markets are regionél in aature; reserve additions are contracted for

in regionél field markets, and gas production is delivered by pipelines to
regional wholesale markets. Theseiregional markets are interconnected through
thg network of natural gas pipelines across the countrf. Individual whole-
salelmarkets receive gas from different combinations of producing markets,

8o thﬁt if would be possible for a shortage of natural gas production to exist
in another wholesale region. In analyzing regulatory policy and its.impaét

on ﬁaturél gas shortages, it is thus necessary to account for this spatial
oréanization of figld and wholesale markets.

The time-dynamics of the different stages of reserve accumulation, of
production, and of demand are an important aspect of the @odel. Policy
questions center on mot only how much production or'demapd will be forthcoming
at highef regulated prices, but also on how long it will take'for the effects
of a new pricing policy ﬁo occur., Attempts are therefore made to anlqdé
aﬁpropriate time lags In all of the relationships of thé modvl;

A block diagram of the model is shown in Flgure 3.1, and shoﬁld providg
an overview of both the model's organization and the relationships between
field and wholesale markets. This diagram ignores (for simplicity) the
.spatial interconnections between production diétricts and»regional wholesale
markets,'but it nonetheless provides a good starting point for understanding
the model's structure. We wiil therefore broadly survey eaéh part of the
model with reference to the diagram and then discuss the individual modules

in more detail later.

3.1.1. Gas and 01l Reserves

Reserve additions are made up of new discoveries, and extensions and
revisions of previous discoveries. New discoveries include both associated

and nonassociated gas (associated gas includes both gas “dissolved' in produced



s3azasay

A 4

sv9 pus-iwa} Im_

$3A1989Y JO INQ
wor3dnpoid seyg jo Lrddng

N
uot3IdNpoag
8®9 10j puwmag /
8997x7 FUTWIIINQ AN
{ vV
O \7
9
: 170 1307 203 \ uwoj3IdNpolyg sen
V\ 4 a (w30l \ 103 P a 130l
(s23%3s Buyonp
.4 -013 €I) I3ang uoyIdOVIIXI \
N PIIT4 sV swy 103 puewmaq AN
130 Tang Tenpysdy L 899 103 L
\4 303 P q TeIa3snpul N puwwaq T¥Iiisnpul
) ms
/ 130 Surisag 120} puvmaq A4 _|¢ 899 10} puewmaqg /
'\ | T3lasmmo) puw [WIUPPISAY T¥E2130m0) PUR [RTIVIPTSIY A
N
Z
LY <
#9d ‘9#033g swy P
AOd “TTu TINg ITWEITOYN SIUTWININQ <
30 8373 eTEsatoyn

ey #3323 suptediq

—
“ﬂ.ﬁuqou sy |

_ 01 SUOTITPPY _

$IAI293Y T30
©) SUOTITPPV

: 6||||L A

/- 342283y $IA12383Y \
N 8®9 3O SUOTEFAIY 170 30 suoysta’dy | 7
\ SINIISIY SIAIINY \
TN | s¥9 JO SuUOT8TIXT 130 30 uoysueIxy {7
/ L] 110 AN
N | 3O 9311940081Q AN 3O 83TI3A0IST(Q AIR 4
—_— A
T N
ya s 1¥0 \
N\ | £32a0081q jO 23§ ‘A19a0093q JO ¥11S >
N
L4 170
| A \L'] orawy ssadang oyawy ssadong [ N}/ >
A
nuIAIY v.ou.uunuu
N - VA
[4 ASTY PIIdadxy ~
1
A Y PN
.I.AI/ aeax STyl >
PITTFAQ eTT K103w10Tdxg YWIo ~

%

od ‘pIeYa
I swy jo e331g

A

od ‘PI%TZ

3% 110 jo 93324




-67-

oil and gas forming‘a cap in contact with crude o0il). New discoveries also
provide the major component of reserve additions for oil.

The discovery process begins with the drilling of wells, of which some
will be successful in discovering gas, some will be successful in discovering
oil(with or without associated gas), and some will be unsuccessful (i.e.,
dry holes). Although wells are drilled in regions which offer some probability
of gas or oil discovery, many are drilled without an a priori expectation of
one specific hydrocarbon. -As a résult, the expioratién and discovery proceSé for
both gas and oil are considered simultaneously.

Drilling takes plgce under two modes of behavior, depending on whethe;

it is done extensively or intensively. On the extensive margin, few wells

are drilled, but those that are drilled usually go out beyond the geograph-
ical frontiers of récent discoveries to open ﬁp new locations or previously
neglected deeper strata at old locations. There thé probability of discovering
gas 1s relativeiy small, but the size of any discovery méy be large because
it would be the first in the region. On the intensive margin many wells are
drilled in an area already the source of gas production. Under these con-
ditions the probability of discovering gas is larger, but the size of discovery
is likely to be smaller. . |

The producer who is engaged in exploratory activitf has, at any point in
time, a portfolio of drilling options available on both margins. In deciding
where to drill, producérs make a trade-off between expected risk and expected
return, and thereby decide whether additional drilling will be extensive or
intensive. This choice between‘ex;ensive and intensive drilling will be Infiu-
encgdvby changes (or expected changes) in economic,variables such as field

prices of oil and gas and drilling cosfs.1 The model developed here has an

1See Fisher [28].
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equation for wells drilled which is based on a rational pattern of producers'
responses to economic incentives in forming. their portfolios of intensive
and extensive drilling.2

Drilling alone does not establish discoveries in the model. Equations
are speoified to determine the fraction of wells drilled that will be successful
in finding gas, and the fraction successful in finding oil. These "success
ratios" depend on:whether economic incentives (e.g., price'increases)rresult
in drilling on the extensive or intensive margin (and this must be determined
empirically). For example, suppose that the choice is on the extensive
margin. In that case the gas success ratio depends positively on the size
of gas reserve found per successful well (the larger reservoir is easier
to find), negatively on changes in the gas price (higher gas prices mean more
extensive drilling for gas), and positively on the oil price (higher oil
prices relativé'to_gas priceS'reoult in more intensive drilling for gas since

, .

oil becomes relatively more profitable).

Two equations ddtermine, for gas and oil réspectively, the size of
~discovery per successful well. 'Discovery size is relatéd to the number of
successful wells drilled previously, to the volume of prévious discoveries
in that region (or to the "age" of fields there), as well as to gas and oil
prices. A larger number of previous successful wells means that discovery
sizes will be smaller, since'tho larger reservoirs are found earlier. The
"age" of fields itself ié’a function of how much preyioué drilling has been

done, so that size decreases with age. If economic incentives result in

2Economic incentives affect the number of exploratory wells drilled through
the determination of expected risk and expected return. This is done by
calculating returns as functions of current gas and oil prices, and also
through average drilling costs and the interest rate (reflecting captial
costs). Expected revenue per well is the sum of expected gas revenue and
expected 0ill revenue, where each expected revenue is the product of current
price, the estimated success ratio and the estimated size per successful well.
Expected risk is an estimate of the variance of expected revenue.
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extensive drilling, then higher gas prices (or lower oil prices) result in
larger discovery size as a shift is made to the extensive margin.

Finally, the model generates forecasts of new discoveries from this set
of equations. Total new discoveries (calculated for gas and oil separately)
is the product of number of wells, success ratio, and size of find per
successful well. This level of detail allows us to give explicit consideration
to the process of long term geological depletion as well as the role of risk
in determining the amount of exploratory activity. We account for tﬁe fact
that, from the viewpoint of exploration, oil and natural gas are in fact
joint products, and must be treated symmetrically. Also, this framework allows
for shifts in the relative proportions of intensive and extensive drilling
in response to changes in economic inceﬁtives.

Additions to reserves also occur as a result of extenéions and revisions
of existing reserves. These cxtenslons and revisions for both gas and oil
depend theoretically on 1) price incentives 2) past discoveries of gas and
oil 3) existing reserve levels for both gas and oil and 4) the cumulative
effect of past drilling. In fact, extensions seem to be influenced most by
past discoveries and total drilling activity.3 Revisions of established
reserve levels, on the other hand, seem to be essentially proportional to
prior discoveries and reserve levels.

As can be seen in the block diagram, additions to gas reserves
are the sum of new discoveries, extensions, and revisions., Aside
from changes in underground storage, subtraction from gas reserves occurs
as a result of prpduction. Similarly, additions to o0il reserves are the
sum of new discoveries of oil, extensions, and revisions. Since our model

does not explain the production of oil from reserves, we do not determine

3Extensions can result from either exploratory or development well drilling.
Our model does not explain development well drilling, and therefore only
exploratory wells will be used to explain extensions.
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year end oil reserves.

Thege partly-engineering,'partly economic equations ﬂetermine additions
to reserves made by petroleum companies. If the naturél gas industry were
not :egulatéd, or if regulation of the wellhead price wére ineffective (i.e.,
if the ceiling brice of gas were the equilibrium wellhead price), this model
would also contaiﬁ demand equations for reserves. In particular, the demand
for new reserves would be given by a wellhéad price equétian for pipeling
offers to buy reserve coﬁmitments at specified new contract wellhead prices.
Since 1962, however, there has been excess demand for new reserves, and thus
the demand function for new reserves has not 5een observable. Iﬁstead the

price has been given by the exogenous wellhead ceiling p.fice.5

3.1.2. Natural Gas Wholesale Markets

The level of natural gas production out of reserves_depends not only on
the size of the reserve base, but also on prices thaf buyers are willing‘to-
pay for larger deliveries. The formulation of productioﬂ supply in this model
has the marginal cost of developing existing reserves determine a particular
level of annual flow (e.g., by drilling development wells and then operating
tﬁem). Marginal préduction costs are dependent on reserve.levels relative_
to production, so that as the reserve-to-production ratio bécomes smailér,
marginal costs rise sharply. The exogenous régulated price is assumed in

turn to set the upper bounds on marginal costs. Thus, as can be seen in

4A-separate "'sub~model" for reserve additions (as well as production out of
reserves) was constructed for offshore Louisiana, but is not shown in the

block diagram. Certain onshore data used for the exploration and discovery
equations described above were not available for offshore (e.g., detailed
success ratio data), and furthermore offshore exploration as well as production
- depend to some extent on different variables than is the case onshore (e.g.,
the number of acres leased). The offshore submodel permits. us to examine
additional policy alternatives relating, for example, to acreage leasing.

5Note that it is possible to have at the same time excess demand for new reserves
but clearingin production markets by running down the existing reserve—produc- '
tion ratio. This was in fact the case in the late 1960's.
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the block diagram, the level of gas production out of reserves is a function
of both the field price of.gas and the quantity of yean end reserves in any
one production district. -

The level of’productinn-out of reserves must be aesessed relative to
the demends for that production aften it has been transported to wholesale
markets by pipelines; The nhelesale demand for natural,ges productiqn is
a function not of the wellhead price of gas but rather the wholesale price.
Average wholesale prices for gas are computed in the model for each consumption
region in the country through a series qf pipeline price markup equations.

The price markups are based on operating cnsts, capital costs, and regulated
rates of profit for the pipeline companies. |

0f course wholesale gas prices are not the only determinants of
wholesale gas demand, ~Residential and commercial demand, and industrial 1
demand, depend as well on :.the. prices of: alternative fuels
(inclnding the wholesale prices of 0il), and "market size" variables such
ae population, income, and investment which help'determine the number of
potential consumers. Separate residential/commercial and industriai equations
are formulated for each of five regions ofvthe country. There is a third |
category of natnral gas demand which is formulated within the model, and
that is the demand for gas as field extraction fuel.i A certain quantity-
of gas 1s used as fuel for operating pumps to extraet gas from the ground
in the thirteen major producing states, and'although this quantity is smali
it should be modeled to determine properly the total gas demand.

Natural gas‘is competitine with fuel oil both in industrial and residential/
commercial markets. When analyzing the impact of alternative regulatory
policies; it is desirable to determine not only the changes in the demand
for gas, but nlso how changes in gas demand are related:to changes in oil

demand. We would like to know, for example, whether a decrease in the demand
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for gasv:esulting'fromia higher price of gas results in an increase in the
demand for fuel oil, as well as how changes in the price of fuei oil affect
the démand for natural gés. The model therefore contains a set of wholesale
~ demand equatipns-for fuel oil. Fuel oil demand is disaggregéted into residential/
commerical demandr(for numbers 2 and 4 oil) and industrialldemand(for number -
6 residual oil). -Separafe equations are-estimatedvfor each of three consuming
regionsf the_Nbrth East, the.North Central, and a "South" region which includes
the South Eaét, South Cenfral, and West ;egions of the country. The fuel |
oil demand équations'have the same structural form as_do the natural gas |
demand equations; ﬁhus making it péssible to compare changes in o0il and gas
demand in a consistent_mannef. As can be seen from thepblock diagram,.
these.demands for oil debend on the wholesale prices for bbth oil and natural
gas, and also on the same "market size" variables as gas demand. |
| The determination of natural éas production at the wellhead énd,

concurrently, the volumes delivered.to bﬁyers in wholesale markets, is
accomplished in the model by an input-output table conneéting production
districts with consuming regions. A flow network is constructed which, based
on the relativé flows caléulated from 1971 data, determines where each consuming
region obtainS’its gas. This flow network also determines the pipeline
price markups fof gaé, since those markups are functions of the volumetric
capacities of the pipelines as well as the mileages that gas must be.trans-
ported across the country.

Once the model has been spatiélly_closed, wholesale deliveries can be
determined and suﬁmed to pfoduce total deliveries for each regionvof the
country. Then,.given the forecasted demands from the wholesale demand equationa,

we can forecast excess demand on a regional basis.
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3.2. Structural Equations for Gas and Oil ReserVeé6

The process of exploration and discovery, and the resulting accumulation
of new reserves, are probably the parts of the oil and gas iﬁdustry.that are
the most difficult to capture in a conceptual model. The exploration and dis-
covery process is - complicated , and has not been studied (of_modeled)_in detéil
lby engineers; Thus sfructural econometric relationships formulated,to link
economic, geological'and technological variableé that goﬁefn reserve additiOns-
ére likely to be'rather crude at this time. Attempté are made here to for-
mulate thése relationships that show clearly the effects of regulatory policy,
and that can be said to be based on maximization assumptibds]. .

The model for reserve additions describes the process of gener#ting new

" discoveries of oil and natural gas in two stages. 'The first stage describes
inveé;ment in explbrﬁtion'under conditions of geological uncerféinty and
a continuing process of depletion of the hydrocarbon resource base. Exploratory
companies are assumed to choose a level of investment that maximizes the firm's
value after balancing expected returns against the expected risks and
corresponding costs involved in exploration. Cémbined with a'chafacterl—
zafiqn of costs of exploration and development, this analysis leads to an
expression for the number of exploratory wells drilled in each production
district. In the second stage, the model predicts the parameters of the

size distribution of drilling prospects, and updates them from period to period

This section and section 4.3 are based on Krishna Challa's Ph.D. dissertation
"Investment and Returns in Exploration and the Impact on the Supply of 0il and
Natural Gas Reserves," M.I.T. Sloan School of Management, 1974.

7Thus an attempt is made to go beyond simply connecting independent and dependent
variables in a "black box" formulation. At a number of places in the model
particular relationships are posited from maximization of producer or consumer
utility. At other places, however, where theory failed us, "black box" formu-
lations are involved. :
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to refleétthecbntinuing prbcess of reduction in prospects as well as new

information on geological and economic variables. Equations for the ratio

of successful to total wells, and for the size of discovery (conditional on

a success), are formulated 80 as to depend on these pérémeters. Discovery

volumes are then the product of wells dfilled, success ratio, and discovery

size per successful well. |
Additions to proved reserves also occur as a reSulfvof'extensions and

revisions of existing fields and pdols. Extensions and re§1sions are modeled

as functions of'pfevious discoveries, exploratory wells drilled, existing -

levelé of accumulated reserves and production, and an index of geologicai

" depletion.

3.2.1 The Number of Expioratory Wells Drilled

The aggregate industry function for exploratory wells dfilled 15;'of course,
the composite of the individual drilling decisions of several explorers
operating simultaneously. The individual driller makes His decisions aftgr
taking into account the curréntly available information that can help him
égcertain expected return and risk in exploratory drilling, as well és the
relevant costs. _Individual firms have a range of drilling 6ptions available,
each with its own expected risk and gxpected return, and a set of options is
chosen that maximizes the present value of the certainty equivalent_net_
cash flow resulting from exploration. To obtain a "certainty equivalent"
there must be a measure of the risk in any chosen set of drilling optioné;
we assume that risk can be represented by the variaﬁcé of the cash flow, S0
that the.present value in certainty equi§alent terms of the net cash flow

to the _']t:h firm is given by

Vj = (1/r)(‘lTj - Aoj) - (1)
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n _ = n
where “j is the total end-of-period cash flow to firm j, “j = E(ﬂj) is the

expected value of %5, qj is the variance of %E, X is an index of risk aversion,
and r 1s a 1ong—term market interest rate.8

| Now let us examine how each firm can choose drilling options that will
maximize Vj‘ At any poiht iﬁ-time there is an,inventofy of undrilled‘prospects
about which some information is available. Maxiﬁiéing behavior on the part of
the risk-aferse explorer leads to the choice of proépécts“:hat yield thé

highest expected return for a given level of risk, or, cbnversely, prospects

that have the lowest level of risk for a specified mean return. These

prqspécts are on én efficient frontier which may be represented as an upward
sloping curve in the risk-return plane, as shown in Figure 3.2. The frontier
includes small and relatively certain préspects‘(which'corréspond to intgﬁsive
drilling) such as point B, as well as large but less cerﬁain prospects
(corresponding to extensivé dfilling) such as point A. 1The particular prospect
chosen would depend on the individual driller's preference for risk. The

more risk-averse hé is the more likely it is that he will choose prospects

&This is based on the single-period mean-variance model for pricing of capital
assets under uncertainty developed by Sharpe [80], Lintner [50] and Mossin[62].
Consider a single-period world in which all investors are expected utility
maximizers whose investment decisions can be characterized by the maximization

of a preference function Ui(W N e Vi) where W, is the individual's wealth

at the beginning of the perio%, e, is the expec%ed value of the cash flow to

be generated one period hence by %he investor's portfolio, and V1 is the variance
of this cash flow. If one assumes that 3U, /oW, >0, QUi/Be >0 and 9U,/aV,<0,

and that all investors have homogeneous expectations and that transactions
costs and taxes are zero, then the certainty equivalent of the random cash

flow T, has a risk discount equal to the product of the price per unit risk A
and the risk itself. The risk of the cash flow is given by the sum of its .
variance and covariances with cash flows from other investment opportunities.
We' assume that (a) the alternative to drilling is an investment at return r,
and (b) drilling risks are independent across firms (so that the probability

of success at a site owned by firm A is independent of whether or not firm B
drilled successfully at another site). Under these assumptions the covariances
are zero and the risk of a cash flow is given by its variance. '
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Figure 3.2 Efficient Frontier
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yielding small but relatively certain returns - i.e., that he will drill

intensively.

Once a well is drilled, oil and/or natural gas might be

discovered. Suppose that in a given period the jth explorer 1is considering
drilling a set of independent prospects which are expected to yleld mean

dollar receipts Eﬁj per exploratory well from oil and gas discoveries.
v .

Let (RW), represent the corresponding variance of dollar receipts per exploratory
. 3

n
well. The expected net return E(ﬂj) from drilling VB wells may then be

expressed in terms of iﬁ% and Ce(WB), the expected total costs of exploration

and development if wa wells are drilled:

n J— e
= - ] 2
E(nj) wakwj C (wa) (2)

If RWGj and RWO, are the mean sizes of discoveries respectively of natural gas

3

"and oil per exploratory well, (RWG)V, (RWO); the corresponding variances, and

PG and PO® the expected prices of natural gas and oil respectively, then we

may write
ﬁﬁ5 = k(chche + RWOjPOe) 3)
4" — e =~ e e
and E(T.) = k(W.RWG.PG® + W.RW0.P0®) - c®W.) (4)
j i b i

where k is a multiplicative factor that accounts for the fact that discoveries

may be extended or revised later in the development process.
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Probébly‘the largest source of uncertainty in returns from exploration
is geological unpredictability, i.e. the randommess of discovery size. For
simplicity the economic parameters will therefore be assumed to be known with

certainty so that

Ny v ‘ ' :
Var (wj) = W’j(RW)j : (5)
or - var () = W0 e )Y @65 + W, @0V (0D (®)

if no significant correlations exist between oil and gas discoveries.
Before we.can determine the number of wells to be drilled we must examine
the éomgonents_of total expected costs, Ce(Wh). These include the costs

of exploration C, and the costs of subsequent development activity CD.

E
Although there is little theory establishing a functional rglationship.betWeen
explorétion costs and wells drilled, we can observe that (a) costs.vary in

total and at the margin from one production district td,anﬁther, depending

on a§erage well depth, rock permeabiiity and other'geological conditions,

and (b) costs per well in a given drilling district seem to rise with the total
numbgr of wells-drilled in that district within a specific period, 1.e.,_averagé
costs are increasing. Based on these empirical regulafitieé, exploration costs

can be characterized by a quadratic function, so that the costs of drilling

W, wells are:

3

2 .
cE(wj) =0 + gwj + y(wj) . : )

The historical average drilling costs per well (ATC) vary.from district to

district because of the geological conditions of dépth, permeability and -

porosity. Using the historical values of XEE,_we posit that

B = B0 + BlArc

which gives us

C.(W.) =4 + e 2 (8)
E 3 a_ + ale + a, ATC + a3(W5) . -
where ao,_al, a, and a, are constant parameters.
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The cost of'eubsequent development activity‘is governed partly By the
same geological factors that affect exploratofy costs (e.g., depth, rock
permeability, shaperof the decline curve, tyoe of drive, etc.) and also by
the amoﬁnt,of reserves withdrawn from the ground. Thie ieads us to assume

(wj) k, + kleij +k ATC . . 9
Substituting expreesions (8) and (9) into (2), we obtain an expression for

expected net return of the form,

E(ﬂ ) = b + b W + b ( W )+ b (WjKTC) + b4(W ) K : (10)

We now subetitute equation (5) for oj and equation (10) for 55 in.equation .
(1), and then differentiate the resulting expression with respect to the
number of exploratory wells drilled (so‘as to maximize Vj). This gives
- us the following expression fot ﬁXTj, the total number of exploratory wells
drilled by firm j: |

WXT

— e —_—
1 =cy ¢y RW, + ¢, (RW,) + c., ATC K

3 2 "y 3
Aggregating over all firms in the distriot,_we expect the same relationship
to hold:
—_— v e, h
WKT = ¢, + c,RW + c,(RW) " + c,(ATC) ., _ , ' .(11)

Here Eﬁ'and (RW)v stand for the values of the mean and_vafiance‘of dollar

recelpts over all of the exploratory wells drilled in the district.

Because of4the'"one—oeriod" nature.of this formulation, the riskleas
interest rate r cancels out and does not appear in the finel expression for
total exploratory wells drilled. This would be correct only if eosts_and
corresponding revenues occurred in the same period; but since there are in
fact considerable lags between inveetment outlays for exploration and the accrual
of,revenues'from discovered and produced reserves, we include an interest rater

term INTA as an additional explanatory variable in equation (11). ‘Adding this
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term, and substituting the aggregate average values of the parameters RWG
RWO, rRwe) Y and (RWU) , We obtain the estimating equation for exploratory

wells to be.

KT = ¢, + c1 '(i'wE-Pce_ + RW0-P0°%) + c, 4[(ch)"(1>ce)_?‘ + (Rwo_)_"(Poe)z]
+ (A'rc) +c, (INTA) . 3 _ o | (12)

3.2.2. The Geological Enyiroagent‘as It Affects Site'of biscovgry
| A'siagle production district wili in general contaia'reservoirs of
Qistinctly'different geological types. ?ollowing Kaufmao et al. [41] ﬁe
"assume that reservoirs can be classifiedrinto a finite'oumber'of geologicaliy
" homogenous "euh:gogulations".=A Blﬂi begins when an exploratory well leads -
to the diacoveryeof:thefirst reaervoir in a particular4sob—population.
Dril;ing then continues in theesub—population until the economic returns from
drilling no longer compensate for the associated coats-and risks.. |
This description of the physical evolution of a play relies on three
postulates auggeeted by-Kaquan et al. [41], and supported by earlier empirical
_ stadies including Arps and Roberts [6], Kaufman [40],’andiUh1er and:Bradley [85]:
| I. The size distribution of reservoirs within a eub-population is
lognormal.
II. Conditional on a discovery being made within a sub-population, the
. probability that the diecovery will be of a'giren size is pro-
portional to the ratio of that size to the sum of siaes of as yet
mdiscovered reservoirs ﬁithin that sub-bopuiation.
III. Conditional on a play beginning within a sub—pooolation, the proba-
biiity that aa exploratory well will be Successful in finding a new

deposit is proportional to the ratio of the sum of volumes of the
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as yet undiscovered deposits to the total unekploredrvolume of potentially

hydrocarbon bearing sediment.

Postulates I and II together can be used to determine the probabilistié
ﬁehavior of the amounts of oil or gas discovered by éach successful well in
the order of discovery. Postulate II implies that on the average the larger
resérvoirs will be found first, and that as the discovery process continues,
sizes of discovery tend to decline. Postulate I, II and III together imply
-that within a given sub-population, as the play unfolds, the ﬁrobability
of success tends to decrease, as dogs the average size of discovery. The
result, fhen, is.to shift the efficient frontier of Figure 3.2 toWards_the
left. This may in part be compensated for by addition of some new, hitherto
unknown, prospects to the efficient set, but these additibhs are the resu1t4
of new geological information acquired during the activity of exploratory

drilling in the previous period, and are relatively unpredictabie.

3.2.3, The Size of“Discpverj

We can now develop the dynamics of the size distribution of reservoirs
as drilling confinﬁes. Let Gk represent the mean rate'of_ﬂecline_in‘the size
of new reservoirs discovered in the_kth sub-population, expressed in volumes
of hydrocarbons pef successful,exploratory well drilled. Let uk(t) be the
mean size of the discovery at time t in the kth sub-population, and gk(t)

a random variable representing ghe anticipated size of the next reservoir
discovered in this sub~population. Based on the postulates cited above, gk(t)

may be assumed to be lognormally distributed, at least to a reasonable approx-

imation. Then if.WXS[tl, t2] denotes the total number of successful explora-
tory wells (gas or oil) drilled into the kth sub-population during the time
interval [tl, t2] the anticipated size of the next reservoir discovered at

time (t + h) would be lognormally distributed with
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E['é‘k(t 0] =u (8) - 8y (£)WXS, [t, t +h]

= (t+h) | - (13)
k , S
and
Var[s, (t + )] = p2(t + h) o> (14)
_ k . k - k -
2 2
= uk(t)ok for small h
where oi is the variance parameter associated with the 1qgnorma1 density
: ' th
governing gﬁ. The parameters Gk and ck are characteristics of the k

subpopulation and are assumed to remain constant over the range of geological
depletion we are:concerned with. Thus, over a small interval of time h, the

mean rate of decline in the size of discovery per successful well drilled is

B(S,(c + )] - u () o (1s)

uk(t)WXS[t, t + h]
' ' 9
and the variance of the rate of decline per successful_well.(for small h) is

Var[gk(t +'h)] a6

ulz((t)
Under our set of assumptions, as long as an estimate tf the mean size of
reservoirs uk at some initial point in time is available, kpowledge of the
values of the two parameters ék and Gk is Suffitient to.describe the dynamics
of the probability distribution of discovery sizes. This is true in the-
following sense. Given an estimate of the mean size of uk(t ) at some

initial point in time ty» We can predict (using (15) and (16) repeatedly) the

9As we will see in the next chapter, since the error variance in (16) is
constant over time, we can estimate §, by ordinary least squares regression
to estimate the relationship in (15) without the expectation operator on
the left-hand side. The standard error of regression in this estimation

would directly give us a consistent estimate of the variance parameter Uk.
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mean size of discoveries, and the variance of the sizes, at any subsequent
poiﬁt in time tl. This holds asllong as we know the number of sﬁccessful
wells drilléd into this sub~population WXS{tO, g1] during the interval
Vbetwéen t and.tl. 7 |
This procedure for &etermining discovery size distributions will have
to be modified however. Fqur-modifications will be undertaken, with a goal
partly to improve the specification of the model and partly to facilitate
use of a better econometric proceduré'for fitting the model, First, although
it hae been assumed that observations of.gk, the size of individual discoveries,
are used, we'musﬁ use the.average Ek[t—e, t+9] of thé.sizes of all reservoirs
discovered in a specified small interval of time [t~8, t+O]. Segond,
in equation (15), the term (s, (t + h) = m (£))/i (£)
deﬁoting'an estimate of the percentage change in avérage size during the time
'interval>[t, t + h] . will be replaced by A(log Ek). We can rewrite

equation (15) in the more convenient form
log (s, (t + 1)) = log (u (t)) - coWXS, [e, t +h] . | (n

The value of Co? when estimated in a regression equation, provides a direct
estimate of Gk.
The third modification requires more detail. We have thus far assumed that

the parameter § , representing the mean rate of decline in size, is constant

k’
throughout the evolution of discovery in a subpopulation k. This may not be an

ﬁnacceptable assumption during the earlier stages, when the size of the as yet
unexploitéd resource basé is'very large relative to the amount of incremental
débletion occurring in one period. However, the rate of decline in discovgry
- sizes 1s likely to be greater when firms are close to exhaustion of fhe :
resource base.  To capture this effect, we define the following index of '

accumulated exhaustion of the undiscovered resource base as a "depletion' index:
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‘Estimate of total Cumulative Current estimate

- original oil or -~ production - of proved

gas in place to date resources
o Estimate of original oil

(or natural gas) in place

DEP =

i.e., DEPk(t) at aﬁy poiht in time t is the index of estimated potential
reserves étill left in sediments of the kth geological type at time t
expressed as a fraction of the total reserﬁes originally in place. Gk may
then be expressed as a function of this indexﬁ

6k(t) = f(DEPk(;)) . , 3 | (19) .
A reasonable postulate would be

6k(t) = ¢yt

are parameters to be estimated.

DEP, (t) _ | (20) -
where'c0 and ¢y |
Finally, eéch~production district might well contain more than one sub-popu-

lation, and shifts in drilling across populations might occur in response |
to changes in. prices of natural gas or oil. Since the data on size of dis-
covefies are»égg;egated by production districts, observed average size of
discoveries might change in response to price changes because of shifts from

dne sub~population to another. For instance, 1f on the average a giveﬁ price
change motivates‘éxplorens to increaée the proportion of éxtensive.drilling
(i.e., drilliﬁg in high risk sub-populations which alsé have larger deposits),
the observed average size of discoveries aggregated over all the sub-populations
might actually show aﬁ increase. The.magnitude of sucﬁ shifts.in aggrégate
average size in response to price changes would be positivély related to the
amount of new geological knowledge regarding.deposifs ~in -the dlstrict o,
which in turn has been conjectured to be proportional to the number of
successful ekploratéry wells drilled in the region in ;he'fecent past. Since
the wvalue ofAS occurs multiplicativeiy with the number of succegsful wélis
drilled_(WXS)_in thebestimating équations (15) and (17), a natural way to

Capture the price effects on the aggregated average sizes would be to use the
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épecification § = f(DEP, PG, PO). Thus, the estimating equation (17)
may be moaified to:

log(s(t + h)) = log(u(t)) + £(DER, PG, PO)WXS[t, 't‘+'h] (21)
where the function f( ) represents ‘the mean decline rate of discovery sizes §

aggregated over an entire production district.

3.2.4. The Success Ratio for Expioratory Wells

The discussion in the previous section is relevant conditional upon an
exploratory wéli striking oil or natural gas. In order to estimate size of find
'fer exploratory well, theﬁ, the formulation must be modified to take into account

the probability that any.well will result in a success. Using postulétes I, 11

gnd IiI of Section 3.2.2;, it can be shown that once exploration in a sub-
population has begun, the probability of a.success tends téldecreaée monotonically
throughout the evolution of the play in a patterﬁ'similar ﬁo that derived for
the'average discovery size. This leads us to specify a proportional rélationship
betweén probability of success SR and discovery size (s)._’Thué as more explora-
tory drilling takes place in a given sub-population, we expect to find propor-
tional changes (declines) in average discovery size and success ratio. Once
again, to the extent that we are forced ﬁo use size and success ratio data
aggregated by production district rather than by sub-population, we expect to
see some price effécts on the mean success ratios reflecting shifts in the
relative proportion -of extensive and intensive drilling in response to price

changes. The success ratio equation should then be

log %g))) 103(5(2)) + £, (PG,PO) | (22)

where fl () is a function of the current and/or lagged prices of oil and
natural gas. The observed price coefficients in the success ratio equations
(unlike the average size equations) would also reveal any shifts in direc~

tionality in response to changes in the relative prices. For instance, if
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directionality is stropg, a higherrpil price might result in an increase in the
tendency to ''drill for oil" rather than gas, which in tﬁrn would inérease the
fraction of sucéessful oil wells out of total e#ploratory wells.

We now have all the components for new discoveries of gas and oil. One
last point should be made, however.' The size of discoveries per exploratory
well SW is defined as the product of the success rétio SR and the size of
disco§ery conditional on a success; S, 1.e., SW = (SR)(s). It can be shown '
that under our assumptionms,

'Var(SW)w(’éﬁ)zécz o (23)

where 02 is the variance of the distribution of size perrsuccéssful well.
This relation ﬁrovides~a means of computing the parameters'(RWG)v and (RWO)v
—éf the exploratory wells equation (12).

.In summary, a total of five structural equation forms must be estimated
for new discoveries of gas and oil, Equation (12) detgrmings the number of
exploratory wells.drilled, equation (22) determineé the success ratio (esti—
mated separately for oil and gas), and equation (21) determines discovery size
per successful well (again estimated separately for oil and gas). The esti;-

mation of these equations will be discussed in the next chapter.

3.2.5. Extensions and Revisions

Additions to ¢il and gas reserves also occur as a result of extensions
and revisions of existing fields and pools. Extensions are recoverable
reéerves that result from changes in the productive limits of known reservoirs,
Following the discovery of a reservoir, a producer normally drills additional
'welis to delineate the productive limits of the reservoir. In doing so, he
finds more reserves or less reserves than expected from the discovery wéll.

In general S a substantial portion of extenslons are realized within a year

or two foliowing the reservolr discovery. 'This provides the following working
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hypothesis'for the specification of the extensions equation:10

Extensions = f lagged  lagged exploratory L -
discoveries, wells, - prices, depletiqn (24)

Revisions are the least pfedictable category of feserve-additions. They
refer to changes in oil and natural gas reserve estimétes brought about by
ﬁew information on reservoir characteristics such as porosit&, permeability and
interstitial watef; They result from improvgd estimates of the size of
previously known reservoirs, mostly made without new driliing. We haﬁe little
: economicrexplanation for‘the observed size of revisioné. 'Since the total
amount of ﬁroved résgrves at the end of the previous-year'reﬁresents the size
of the base susceptible for revision, we expect this to gerve as the main
variable for explaining revisions. Secondly, information can also arrive
from operations in a producing field; lagged incremental production of hatu?al
gas (or oil) 1s therefore included as an explanatory variable. Finally, reserve
depletionrshould have a negative impact on the level of reﬁisions[ The

specification for the revisions equation is therefore of the form

Revisions = f, | y22§§:§d incremental depletion | (25)
2 production, o :
reserves, :

It is not expected that all of the variables on the right-hand side will figure.
prominently , but a priori, year-end reserves are expected to have a significant

effect.

3.3. Structural Equations for Production of Gas

" The felationships that specify the level of gas production out of reserves

are an important part of the model, since it 1s a shortage of production in

10As the basin is.depleted of the richer prospects, it is reasonable to expect

the size of extensions to drop. The index of accumulated depletion DEP may '
therefore be added as an additional explanatory variable on the right hand side.
However, it is likely that depletion effects on extensions are already reflected
in the functional relationship of (24) through its effects on discoveries and
exploratory wells. This is a matter to be resolved on the basis of empirical
evidence from econometric estimation. Similarly, an argument may be made to
include the price of natural gas (or oil) as an additional explanatory variable
on the grounds that incentive to gain more extensions is influenced by price
expectations. This too must be resolved empirically. '
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wholesale transactions that affects government pricing policies in field
transaetions. We saw in tﬁe 1960's a general condition of depletion of the
bése of proven reserves, as reserve~to-production ratios fell from 20 at the
beginning of the decade to about 12 at the end of the decade, Sufficient
produétion with falling R/P ratios cannot be had indefinitely; at some point
the amount of reserves available to back production is "insufficient'", in the
sense that a gap is opened between the demand for production and the supply
that can be produced. The extent to which that gap occurs depends on the
characteristics of the relationships between prices, reserves and production.
The characteristics of production will depend on the extent of competitioﬁ

among natural gas producers. In general we might consider three alternative

hypotheses that could apply to the structure of the natural gas industry:

(I) The industry is competitive (at the production level) so that the
supply price is simply the marginal cost of developing existing
reserves to achleve a particular rate of annual production.

(II) The industry is non-competitive, but whatever degree of monopoly
power individual firms have in the absence of regulation has been
stripped away by regulation. This would imply that the regulated
celling price is at or below the competitive price, so that
marginal cost pricing again applies.ll

(III) The industry is non~competitive, and existing regulation 1s not

sufficient to strip away all monopoly power. This would imply
that the regulated price is greater than marginal costs,

If the regulatory agency forced the company to lower its price below the
"competitive price", the quantity produced would decrease and would be

determined by marginal costs.

11

Some elaboration may be in order for the second hypothesis. Suppose that
only a single company, a monopolist, discovered and produced all of the gas
in some region of the country, and that because of regulation the company
were forced to lower its price from the profit-maximizing equilibrium level.
The quantity produced would then increase. As rthe ceiling price were lowered
the quantity produced would continue to increase until the point at which
the average revenue and marginal cost curves intersected. That price could
be termed the '"competitive price", and the corresponding quantity the "com-
petitive quantity'", because at that point the monopoly has effectively been
stripped of all of its monopoly power, and behaves as though it were broken
up Into a set of identical, competitive, unregulated firms.
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The structural equations based on the first two hypotheses are much the
same, since both imply marginal cost pricing. Let us therefore examine the
characteristics of marginal costs, and use those characteristics to con-
struct some alternative specifications for a production equation. Then we
will modify those specifications to account for deviations from marginal cost
pricing In a way that will allow lor a structural upuclll&nLlun bansed on

the third hypothesis.
The marginal costs for a production level q out of proved reserves R
depend wupon the decline rate, discount rate, and other parameters. Assuming

a constant decline rate, a, in percent per year of production out of reserves,

a = q/R = 1/reserve-production ratio, (26)

we can write the proved reserve level as

-at
R =g é e dt = q/a. (27)

Then for a discount rate § the ''present-Mcf-equivalent'" (PME) of a constant

production level q is:

PME = q [ e (3tO)T

0

dt = Q/(a + §). (28)

The next step in arriving at a marginal cost function is to specify a
functional form for the amount of development investment, I, needed to ob-
tain the constant production level q. Unfortunately, little theory exists
on which to base this specification, so that we must consider one or more

'functional forms that follow intuitive reasoning about the behavior of
investment costs, and then test those functional forms by fitting them to

data. We will consider the following development investment function:

I =A+ ceBaq, (29)
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where A is a start-up cost, ¢ is constant over the range of zero well inter-
ference, and B is a parameter with value around 10. Thus, when a is small
(e.g., the reserve-production ratio is much larger than -10), I will be

roughly linear in q, but when a becomes larger (e.g., the reserve-production

ratio approaches 5), exponential increases in costs at the margin predominate.

The marginal development cost (MDC) is given by:

__dr _dr , _dq
MDC = J(PME) ~ dq = d(PME)

= (3L da  93I, __dq _ ' 30
(aa dq t aq). d(PME) - _( )

Now we can substitute equation (29) for I into the right-hand side of

equation (30) to yield the marginal development cost function:

a + 6)2

MDC = (Eﬁ ésaq + ceBa) . 5

R

2
(Ba + 1) ceBa Sﬁ;g_él_

2

(Ba + i) cseP? (1 + %) . : ' (31)

During the 1970's we can expect reserve-to-production ratios no greater than
10, so that "a' should be at most 0.1. A reasonable value for the discount

rate is also 0.1, so that the above marginal cost function could be close to:

fle

Ba

MDC < 4(Ba + 1) coe? ape (32)

Aside from its fit to recent data, this formulation is appropriate because
it has implications for production under conditions of declining reserve-
production ratios. To analyze such conditions, we will in fact consider two

exponential approximations to equation (32):

o,q, ,/R
= 17,37 t,]
7 MDCt’j = oge - , | (33)
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and
a.q. ,-o. R .
e 1 t,] 2 t,] . (34)

Setting the wellhead price of gas PGt at time t in region j equal to the
b4

h|
marginal development cost}2 and taking the logs of both sides of (33) and

(34) results in the.structural equations:

= ! [}
aORt,j + alR . log PGt,j (35)

qt,j t,]

= ! ' '
and qt,j a, + ay log PGt,j + ath,j ' (36)

Let us now go back and consider an alternative investment function which

also has '"reasonable' characteristics:

I=A+ cel@®/s . (37)

This investment function is also exponential, but it is more flat in the

range of a < §. Now for this function marginal cost is given by:
e = ce@ /8 4 5)2/62% (38)

Again, setting price equal to marginal cost and assuming that a N s N 0.1,

we have

PG, = ;0— e(8-6)/8

.3 : 9

After taking logs of both sides, we then have
= g + '
q 5 = %R, ; F SR log Ry + 0 R, j log BG_ | (40)

12Under the first two hypotheses price is set equal to marginal development
costs in present-Mcf-equivalents. Assuming all present and future production
costs to be included in I, and the competitive price constant over time, the
discounted sum of all present and future profits is given by P*(PME) - I, which
when maximized, yields P = dI/d(PME).
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Assuming that § is a parameter to be estimated (and expecting its estimated

value to be close to 0.1), we would estimate the structural equation:

q 4= aaRt,j + 6 R, 3 log (Rt’jPGt’j) (41)

All of the formulations described above assume that either of the hypothesgs '
(I) or (II) hold, or that regulated prices are equal to marginal costs. It
is straightforward to modify these formulations to account for deviations from
marginal cost pricing and thus provide a means for testing hypothesis (III),

Setting marginal revenue equal to marginal development cost we have

P, + L/ne,) = MDC | | (42)

where nj is the number of equivalent equal-sized firms ih région j,énd ej
is the market elasticity of demand in regioﬁ j}3

The alternative estimating eqﬁations (35), (36), and (41) can now be re~
written to include this term that accounts for varyiné degrees of competition

in different regions:

= ! ' v
e, aORt,j + alRt,j log PGt,j +a, log (1 + llnjej) - (43)
= ! 1 '
4,5 = % + a; log PGt’j + ath,j + o, log (1 + 1/njej) (44)
= ' + : .
9,3 aORt,j $ Rt,j log (Rt,jPGt,j) +a; log (1+ llnjej). (45)

Since the number of firms is different in different ﬁroduction regions,
we would expect the last term in each of the above equations to be statis-

tically significant when the equations are estimated. If this term i8 not

13Th:l.s formulation, consistent with both the Bain and the
earlier Cournot analysis, is probably the most general model. of imperfect-
competition subject to estimation by a regression equation. See W.S. Vickrey,
Microstatics, Harcourt, Brace & World, 1964, pp, 337-339. '
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significant that would cast some doubt on the validity of hypothesis (III),
and lead us to believe that marginal cost pficing-indeed'applies to the pro-

duction of gas out of reserves.

"In summary, a total of six structural equation forms can be estimated
for gas production. Equations (35), (36), and (41) represent marginal cost
pricing (hypotheses I and II) for alternative investment cost formulations;
equations (43), (44), and (45) are the analogous forms that account for

- deviations from marginal cost pricing (hypothesis III). We will test the

fit of all of these equations in the next chapter.

3.4. Equations for Reserves and Production of Offshore Gés14

The discovery and production of naturai gas in offshore regions is a
particularly important part of the econometric policy model. There are now,
for geologicai and economic reasons, high probabilities of,findihg large
discoveries offshore. As both gas and oil prices increasé and more offshore
acreage is leased by the Federal Government, these regions will probably
provide an increasing share of gas production.

There are a number of theoretical reasons for includiﬁg separate structural
equations for offshore reserves and production in the model. Reserve accumu-
lation and production take place under somewhat different engineering and
economic conditions from those onshore. For example, almost all drilling off-
shore 1s extensive in nature, while onshore tracts.may be explored on either
the intensive or extensive margins. Also, drilling costs are much higher off-
shore (thus limiting offshore drilling largely to major petroleum companies),
and offshore leasing procedures of the Federal Government do not apply to

privately-owned onshore land (resulting in checkered pattefns of drilled

14

"This section, as well as section 4.5, are based on Philip N. Sussman, "Supply .
and Production of Offshore Gas Under Alternative Leasing Policies', unpublished
Master's thesis, Sloan School of Management, M.I.T., June, 1974.
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acreage'offshore.15

There are also empirical reasons for constructing a separate model for
the offshore region. Diffe;ent data are available on offshore drilling
acﬁivities. There 1s only very limited data évailablé on gas and oil suécess.
ratioé offshore, so that the offshore discovery process must be modeled
without direct eétimation of success ratios. On the other hand, there are
political limitations on acreage leasing offshore, so that“écreage availability
is an additional source of explanation of offshore drilling activity. |

The model here describes relationships between reserves and production
Qf'gas off the coast of Louisiana and such policy variables as the new contract
field price of gas and the amount of acreage leased annually.16 Important
exogenous varlables are interest rates, the price of oil, énd the number of
drilling rigs operating offshore. The model is shown schematically in Figure
3.3, and operates as essentially three interacting blocks that determine
respectively (1) total acreage, (2)‘producing‘acreage and (3) reserve addi;iohs
and production.

It is the practice of the Interior Department's Bureau-of Land Mahageﬁent
to hold periodic auctions of acreage to be explored fqr oil and gas. Total
acreage leased by the Federal Government is by definitioﬁ last year's total
acreage plus acreage leased this year minus acreage forfeited this year.
Forfeited acreage is primarily acreage leased five years ago on which

producible quantities of oil or gas were not found. Total acreage is an

15The Bureau of Land Management decides to accept bids for offshore tracts based
on a variety of considerations, including the degree of true bidding competi-
tion, environmental consequences, etc. Once a tract is leased, however, the
discovery of producible quantities of oil or ‘gas must occur within five years or
else the lease is forfeited. This regulation encourages early exploration of
leased tracts and leads to discoveries relatively soon after the lease sale.

16The model pertains to Offshore Louisiana rather than the entire Offshore Gulf
of Mexico because data on reserve additions were not available for Offshore Texas.
One would expect, however, that the structural equations are - valid for
other offshore Gulf of Mexico regions as well.
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" important variable 5ecause it is a determinant of‘well'drilling activity.
Without lease rights, no wells can be d:illed at promiéing locations. Cumu-
lative acres lgased, which is the total number of acres leased by the Bureau
of Land Managemént since 1954, als§ appears as a variable in the model, and
is one of the determinants of new producing acreage.

The seéond block in'the model determines the amount of producing acreage,
and it contains only definitional equationms. Pro&ucing acreage thié year is'equal
.to produciné acreage last year plus new producing'acreage'minus.producing acreage
forfeited. The producing.acreage forfeited is acreage that was prodﬁéing in the
previous year, but is now nonproducing and is dropped from the leasing program.
Non.produﬁing acreage is equal to fotal acreage minus producing acreage.

The third block bf equations, which is béhavioral, detefmines reserve
additions and production froﬁ reserves. Reserve additions contain two com-
ponents: new discoveries, and extensions plus revision§.17_ The discovery
process begins with the ﬁumber of exploratory wells drilled, which is
determined by an index of gas and oil field prices together with total acreage.18

The average discovery size per well drilled (whether the.wéll is successful
or unsuccessful) is determined by a second index of gas and oil prices, as
well as the cumulative number of wells drilled (this last variable serving to
indicate a deplgtion effect in the model). New discoveries are determined

by the product of wells drilled and size of discovery per well.

The theoretical arguments that led to the specification of our onshore

17Because of data limitations, offshore extensions and revisions could not be
modeled separately from each other,as was the case onshore.

18Because of data limitations, we include in offshore exploratory wells only
wildcat wells, which are wells drilled in areas that have not yet been shown to
contain gas or oil. Our onshore equations use a broader class of exploratory
wells, including those used to search for extensions of known fields.
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reserves equations cannot be extended completely to offshore. One reason
for this is that we cannot estimate a success ratio'equation offshore.
Another reason has to do with particular geological conditions. Offshore
drilling costs rise considerable as the water depth in¢¥eases.19 This is
important because the acreage leased each year has been at progressively
greater depths, so that in a given year with constant prices one would
expect’a smaller increase in the number of wildcat wells drilled per

new acre than in the previous year. In order to gmbod& these conditions,

the following specifications are used for'well drilling and discoveries

per well:
WWT = b + by log ACT + b, log P | | (46)
and
DG L . +c. log CWWT + c. log P 47)
wwT S0 T €1 08 €2 “%8 “og e

Here DG is new discoveries, WWT is the number of wildcat wélls drilléd, ACT
is total acreage, CWWT 1s the cumulative number of wildcat wells drilled, and
Pog‘is a combined price index of oil and gas.

‘The quantity of new reserves added by extensions and revisions (XRG) will
also depend on well drilling, but here the relevant variable is field (develop—-

2
ment) wells rather than wildcat wells. 0 Extensions and revisions will be taken

to be a lineaf function of the number of field wells drilled (FWT) and the

19 For example, the cost of exploratory drilling on a lease 600 feet under water
is 2-1/2 times that at 100 feet and at 1000 feet it is 4 times that at 100 feet.
The cost of development well drilling at 600 feet is 1-1/2 times that at 100
feet, but at 1000 feet it is 8 times that at 100 feet.

Different well data is available offshore than onshore. Only exploratory well
data is available on shore, which is why our onshore extensions and revisions
equations do not contain field wells as an explanatory variable.
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numbef of producing acres in the previous_year (ACP):
XRG = f(FWT, ACP_,) . ' ' (48)

The number of offshore field wells drilled is determined endogenously in the
modél‘as a function of the number of offshore drilling rigs (DRO) and the
interest rate (INT). Drilling rig availability places a capacity constraint

on field well drilling, and the interest rate reflects capital costs.
FWI = £(DRO, INT) . - S , (49)

Total offshofe reserves can now be determined. Ihey are equal to last yéﬁr's
reserves, pius new discoverigs (equal to (46) times (47)), plus extensions
and revisions, minus.current production.

Production bfrgas out of reserves follows the same forﬁulaciOn as for
onshore, so that equations (35), (36) and (41) above would apply. . The
offshore production.equation will differ in one respect,-however,'in>that
total reserves should appear in the equation with a loﬁger lag than is the
case onshore. The reason fqr this is that déﬁelopment-costs are much more
extended over time offshore because the constructioﬁ of offshore pipeline
systemé precedent to production requires not only exteﬁsive regulatory
review before construction, but in many cases the completion of discpveri
activities in a'lgrge block of leaées. |

Two more behavioral relationships are needed in thé offshore model,

- and these expléin forfeited acreage and new producing acfeage. Forféited
acreage (ACRD) is explained as a function of the amount of acreage-léased
(ACR) five years previously and aﬁ average of the total adreage (ACT)

five and six years previously:

ACRD = f[ACR_S, (ACT_5 + ACT_6)/2] (50)
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New producing acreage (ACPN) is explained by nonproducing acreage (ACN) one
and two years previously, the amount of new discoveries (DG) in the previous

year, and thé cumulative number of acres leased since 1954 (CACR):

ACPN = f(ACN ACN DG CACR) . : _ (51)

-1° 2> 7.1

. The offshore model thus contains a total of twelve equations, of which
seven are behavioral (wildcat wells, discoveries, extensions and revisions,
field wells, production, forfeited acreage, and new producing acreage) and
five are identities (tot:1 acreage, producing acreage foffeited, producing
acreage, nonpfoducing acreage, and total reserves). Although the offshore
model contains less of a theoretical basig for describing reserves than is
the case onshore, it gxp]ains in ;ome detail the process by which lands are
leased and become availahle for exploration and ultimately gas prdduction.
This makes it pqssible to use the overall gas model to study the effects of
changes in acreage leasing policies by the Federal Governﬁgnt. Such policies

may play an impoftant role in determining natural gas availabilities over

the coming years,

3.5. Pipeline Price MérkqgrEqpations

Pipeline companies purchase gas ffom producers #nd sell it to other
pipeline companies, to industrial consumers, and to retail gas utility companies
for delivery to final industrial, résidential, and commercial consumers. The
pipelines buj gas at the fieid price and theﬁ add a markup based in part on
the transportationvcosts from production to consumption'regipns. Tﬁe‘whole-
sale brices of gas paid by buyers from each pipeline.are simply equal to the
‘average field price.péid by that pipeline plus the'varioﬁs markups éharged

by that pipeline.
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In modeling the price markup we must consider those variables which directly
or indirectly determine the cost of transporting gas. One would expect that
the most important explanatory variable in determining the size of the
price markup is the distance over which the gas is transported; the greater
the distance between producer and consumer, thé greater the transport costs
and thus the larger the markup. There are, however, economies of scale involved
in the transportation of gas, so that the cost pef milg per Mcf decreases as the
volumetric flow through the pipeline increases. Thus we would expect that some
measure of voluﬁetric capacity in the pipeline system would also be an
important explanafory variable in determining the markup, and we would
expect to find that, other things being equal, pipelines with larger volu~
metric capacities would charge smaller price markups,

Other economic variables should affect the size of the markup., The level
of total pipeline sales should be another determinant of economies of scale,
and as the level of total sales increases we would expect a decrease in the
size of all markups. It is also important to include some variable that
reflects the capital costs of the pipeline. We use the interest rate as
a variable to reflect capital costs, and expect the interest rate to be
positively correlated with the markup.

Finally, we would expect that as the amount of competition between pibe~
line companies increases, the size of the markup would decrease. The markup
equations should include an index of the degree of competition as an independent

variable; here we use the Herfindahl index
N .
H, = I x° : (52)

where Hj is the index for the jth consuming region, x is the fraction of gas

i3
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consumed in region j provided by company i, and N is the number of firms
operating in the jth consuming region.21

The generai form of the pipeline price markup equation is thus

PGW, - PG, . = £(M

V. . ,SALES
it ist 3’ 3,¢t°

5,0 TR | (53)

Here PGW is the wholesale price of gas, PG is the average wellhead price (on
~both old and new gas), M is the average mileage between producing and consuming
regions, V is volumetric capacity, INT is theinterest rate, SALES reflects

average annual sales, and H is the Herfindahl index described above.

21Since

gm1 13

the Herfindahl index will always lie between 0 and 1, A value of 1 usually
is taken to indicate monopoly and a value of 0 to indicate perfect competition,
but such values are not definitive.
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3.6. Structural Equations for Wholesale Demand for Natural Gas and Fuei 0i1

In this model whélesale demand for natural gas is disaggregated both
by region and by type of user. This is necessary because the buyers of gas
differ from region to region,>and among themselves in each region. Price
elasticities of demand differ across regions, as do the determiﬁants of the
long-run growth in demand (as a result of different degregs of industrialization,
differences in housing, etc.). Also price elasticities énd the determinants
of the growth of demand are expected to differ between residential and 1ndustrial
classeé of consumers.22

The wholesale demand for fuel oil is modeled in the same regional "markets"
as wholgsale natural gas demand. Since fuel oil is not transported across
the country through a fixed pipeline network, the markets in which it is sold
are not the same as those for natural gas. On the other hand, fuel oil and
natural gas afevcompetitive with each other both in induscrial and residential/

commercial markets, and when analyzing the impact of natural gas regulatory

22One might argue that industrial demand for gas should be further disaggregated,
since there are three broad uses of natural gas by industry, and for each use '
the quality required of the gas (and thus the price paid) is somewhat different.
Gas used for chemical processes must be of extremely pure quality and may

be sufficiently unique to that process that there are few substitutes. A
second use for industrial gas is for boiler fuel, and here the gas need not

be very pure and competes with o0il and coal. The third (and smallest ) use

of industrial gas is for electricity generation and transportation, and here
too, the quality of the gas need not be very high (so that there is substituta-
bility), since this is again for boiler use. Contracts for industrial gas

are also made on either a "firm" or an "interruptible" basis. Firm contracts
require that gas be supplied throughout the year at a more or less constant
flow rate, while interruptible gas may be supplied only in the off-peak season
when there is excess capacity. In this model all industrial gas sales are
aggregated together. One reason for this 1is that it is difficult to obtain
data on industrial gas sales broken down by use or by  quality; pipeline
companies must report to the FPC gas sales to each industrial firm, but they

do not report the ultimate use or quallty of the gas sold. Similarly, It Is
difficult to separate "interruptible" from "firm" sales, particularly since -

the proportions of each purchased even by individual companies will change over
the year, so that data series diSaggregated in thls way will necessarlly bo
quite noisy.



-102-~

policies, it is desirable to be able to.determine how changes in gas demand
are related to changes in oil demand. Thus; in constructing fuel oil demand
equations we use the same regional breakdowns as for natural gas demand.
Fuel o0il demand is also disaggregated into residential/commercial demand

.(for Nos. 2 and 4 oil) and industrial demand (for No.-6 residual oil).

3.6.1. The "New" Demand for Natural Gas

~ Our objective is to construct demandrequations that relate, for each
wholesale market region, the quantity of natural gas demanded to the
wholesale price, the price of alternative fuels, and "market size" variables
such as popﬁlation, income, and investment, which detérmine the number of
potential consumers. In all of our equations, rather than explain the level
of total demand, we use as the dependent variable the level of additional or
"new" demand, which we denote by-GQ. |

In the short fun, as Balestra has shown in his classic study of resi~

dential gas demand [8], the level of total demand should be relatively price
inelastic and would simply depend on the total stock of gaswbﬁrnlug appl lances
in residential and.industrial use. New demand, however,,Should respond to
the price of gas and to the price of competing fuels;'&ecisions to buy new
appliances are affected by fuel prices. The new demand for gas, 6Q, is made

up of the increment in total gas deliveries AQ = Qt -Q

£m1? plus the replace-
ment of run-out agreements with old buyers so as to allow for continuation of
old deliveries. To find replacement, total wholesale gas demand could be

considered to be a function of the stock of gas-burning appliances, A:

Q, = M,

where A is the (constant) utilization rate. Then, if r is.the average rate

at which the stock of appliances depreciates, the replacement demand for



-103-

gas equals . rAAt_l, and total new demand is
8Q, = AQ_ + M _, )
Now substituting (54) into (55) gives

8Q, = 8Q, +tQ _, | . (56)

t

so that new demand for gas 1is the sum of the incremen;al change in total gas
consumption (AQt) plus the demand resulting from the rgplaceﬁent of 01d 
appliances. It is this new demand that Balestra has shown to be sensitive
to the price of gas, as well as to the prices of competitive fuels such as
oil,

Our a priorl assumption on causal factors is somewhat more genefal
than Balestra's. It is posited tﬁat nevw wholesale demand depends on wholesale.
" gas and oil prices as well as total income and population (operating through
- purchases of new appliances by final consumers)., But it 1s also posited

that the level of total demand is itself a function of income and population,

so that new demand is also a function of "new" income Y and "new" population ONi

Y, =AY +r¥ _ (57)

1

6N, = AN+ rN__, (58)

where r is the same depreciation rate described above. :Thus an equation

for residential/commercial gas demand (TRCS) should ha&e the general form:

= f(PGWf’j,PFOIL

- STRCS
_ t,]

£,37 76,17 M1 °%e, 5, 5 (59)

where PGWt j is the wholesale price of gas in region j at time t, PFOILt .
’

is the average wholesale distillate oil price in the region, Y is disposable

personal income, and N the population by state.
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We would expect that our industrial demand equations should be similar
in form to those for residential/commeréial demand. The prices of gas and
oil at wholesale are determinants of "new'" demand, as are capital expendi-
tures by industry K (although with some lag, since capital expenditures
"gestate"‘into additions to the stock of working capital only after some
time). The level of total industrial demahd should also be related to
overall industrial activity. The equation for industrial demand (TINS),

then, has the form:

= f(PGW_ _,POIL_ ,,8VAM
5]

6,375 e, 5 -0

6TINSt,j
where value added in maﬁufacturing (VAM) is a measure of industrial
activity in state j. When actually estimating equations (59) and (60) we
follow Balestra and specify linéar relationships, There is no specifib
theoretical motivation for linear demand equations, and an alternative

specification, which has some theoretical justification, Is discussed In

the Appendix to this chapter.

3.6.2. Wholesale Demand for Fuel 0il

The equations-describing the wholesale demand for fuel oil are similaf
in form to those described above for natural gas. We relate the quantity -
of fuel oil demanded to the whélesale price of o0il, the price of alternati&e
fuels (in this case nafural gas), and "market size'" variables including .
population, income, and capital investment.

As waé the case for natural gas, we use as the depeﬁdent variable the
level of "new" demand rather than the level of total demand. Thus our oil

demand equations resemble equations (59) and (60). Residential/commercial
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demand for oil (Q02) has the form:

6Q02, . = f(PFOILt ,6Y. 6N

£,3" M, 37,57, 5 (61)

. sPGW Y
»] J’ t:j,

and the equation for industitial demand (RSID) has the form:

= £(POIL_ _,PGW_ ,G6VAM ) . | (62)

SRSID . K .
t,J »] t,j’ t,i’ t,]

Again, when actually estimating regressibﬁ equations for (61) and (62) we

will specify linear relationships.23

3.7. Connecting Supply Regions with Demand Regions

To complete the specification_of the model it is necessary to describe
how gas flows from producing regions to points of final'consumption. The
interregional flows are important because they permit_use.of the model
for policy analysis and forecasting on a regional basis. Tn particular,
in a situation of excess demand, the flow table enables us to calculate
the size of the excess demand in each consuming reglon, as well as the
amount 6f "underproduction" in each production district.

Here we designate a matrix for the interchange of gas supplies from
eight large production regions by the pipeline network with five demand
~ areas of the U.S. The interregional input~output matfix shows both the
f?action of each producing region's gas that goes to eaéh demand area (gij)
and the fraction of each demand area's gas that comes froﬁ each producing
region (fij)' The construction of this matrix 1s made necessary by.the fact

that the average price of gas in each state within a demand region 1is

3Note that the appliance depreclation rate used to calculate new demand
may be different for oil than for gas. In fact, when these depreciation
rates were estimated, the value for oil appliances was found to be 0.10,
while for gas appliances it was 0.07. This will be discussed further in
the next chapter. : :
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dependent on both the wellhead prices and the quantities delivered from
each production region. Once the matrix has been constructed, i.e., once
gij and fij have been calculated, it then becomes possible to calculate
an "average wellhead price" of gas delivered to each state, féi = §Pijij
where Fai is the average wellhead price of gas (before a pipeline markup)
delivered to demand region 1, PGj is the wellhead price of gas in production

district j, and fij is the fraction of demand region i's consumption that

is supplied by production region j. The difference between the actual
wholesale price in the region and the average wellhead price is simply
thé price markup charged to buyers in that particular demand region.

The input-output matrix enables the calculation of excess demand on a
regional basis. The average wholesale price of gas in each state determines
demand in the state, while the amount of gas actually brovided Is determined
by adding the fractions of each production district's output golng Into that
state (with the fractions again determined from the input-output matrix). The

difference between demand and supply thus calculated is excess demand:

EDi = Di - .igika (63)

where ED, is the excess demand in region i, D

i is the demand in region i,

i
Qk is the production of supply district k, and Bk is the fraction of k's

production going to demand region i. The production shortage in region k

24

can be likewise calculated from PS, = Qk - ijij .

k 3

4One might ask whether it is reasonable to expect the input-output coefficients
fij and gij to remain constant over time. In the next chapter we will see how

these coefficients are calculated, and we will in fact find that they have changed
somewhat over the period 1966 to 1971. The question, however, is whether these
changes are largely random or are instead the result of a feedback mechanism in
the pipeline network system that alters the distribution of gas in response to
excess demands or price differentials across regions. An attempt was made to
empirically model price-dependent time-varying input—output coefficients, but
the data failed to support the thesis that this feedback mechanism has been the
cause of coefficient fluctuations. This result, together with the fact that
coefficient fluctuations have been relatively small, led us to use a static
framework for modeling interstate flows of gas. This will be discussed further
when we examine the empirical results in the next chapter.
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Special relationships must be established for intrastate flows
of gas, Becauée of the large differences between the wellﬁead.prices
of interstate gas under FPC regulatory policy and intrastate priées not
under :egulation,.some production districts have.experiénced large changes
in the relative volumes of interstate and intrastate gaé. It is impor~
tant that future changes in interstate/intrastate allocations that
occur because ofAthe difference between interstate aqd intrastate prices
be properly accounted for in the model. Therefore, the static inter-
regional flow matrix is altered to‘ailow for price—debendent changes
in the amount of gas delivered for transmission to interstate pipeliné
companies in the gas producing states. If we assume that proportional
price increases for both interstate and intrastate gas will not affecg
percentage allocations, then the allocation mechaﬁism can be modeled
simply as

PCT f(Pin/P (64)

out) -

where PCT is the fraction of gas production allocated to intrastate sales,

Pin is the average intrastate wellhead price, and Pou is the average inter-

t
state wellhead price. An equation of the form of (64) will be estimated
and used when the model is simulated to distribute gas between inter-

and intrastate markets. Interstate gas can then be distributed via the

static input-output matrix. 25

25 ywe are modeling the pipeline network as it is, and not as we believe it

should be, Tdeally gas should be distributed according to an optimal
feedback mechanism that prevents large excess demands from occurring in
some whoelsale regions while other regions experience market clearing at
low prices. An optimizing pipeline network model using mathematical
programming is currently being constructed as part of a Ph.D. dissertation
at M.I.T. :
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3.8. Summé:y_of’the Structural Model

There are, in additién to the input-output matrix, a total of 22
structural equations that are behavioral in nature (i.e., that must be
estimated), and these are summarized in Table 3.1. No;e that alternative
structural forms have been specified for some of the.equétions, and the
choice of one form over another must await econometfic-tésting. Other -
structural equafions (e.g., onshore reserve equations) must be modified
before they can be fitted to data, due to statistical considerations that
will be discuséed in the next chapter. Finally, some.équations contain
explanatory variables, price indices, or parameters.that must themselves
be estimated from structural specifications; these too are largely statistical
problems. The "specification" of the model as a whole has therefore been
completed only insofar as oné or more structural formé have been designated
for each of.the>model's components.

There is a good deél of variability in the degree to which these
equations of the model are ﬁheoretically based. We have presented strong
theoretical arguments for the onshore reserve equations and for production
out of reserves. The price markup and wholesale gas aﬁd oll demand equations
have less theoretical justification, and the offshore acreage and reserves
equations could be considered '"black box" representations. 1t is our hope,
however, that those parts of the model that tend towards "black box" at
least meet the basic test of béing intuitively plausible,

In the next chapter we carry through the éstimation of.tﬁe model, in
a fashion.that fills in the details of model specification., This involves
choosing among alternative equafion forms, sglecfing particular exogenous
explanatory variables, and determining the exact lag strﬁéture for egch

equation.
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Table 3.1

The Structural Equations

_ Number of Equation Numbers
Block Variable(s) Explained | Equations in Text
Reserves Exploratory Wells (WXT) 1 (12)
(onshore) Size of Discovery, gas 2 (21)
and oil (SZG, SZ0)
Success Ratio, gas and 2 (22)
0il (SRG, SRO)
Extensions, gas and oil 2 (24)
(XG, X0)
Revisions, gas and oil 2 (25)
(RG, RO)

Production Production Out of 1 (35), (36), (41),
(onshore) Reserves (QG) (43), (44), (45)
Offshore Model | Acreage, Reserves, 7 (46), (47), (48),

Production (WWT, DG, (49), (36), (50),
_ XRG, FWT, QG, ACRD, (51)
' ACPN)
Price Markup Wholesale Gas Price 1 (53)
(PGW)
Wholesale Gas | Residential/Commercial 2 (59), (60),
Demand Demand (TRCS),
Industrial Demand
(TINS)
Wholesale 0il | Residential/Commercial 2 (61), (62)

Demand Demand (Q02),
Industrial Demand
(RSID)
Interregional | Input-Output Matrix

Flows
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APPENDIX:

WHOLESALE DEMAND FOR GAS

BY A REGULATED UTILITY

A large proéortion of wholesale gas purchases are made by public
utility companies that operate under a regulatory éonstraint, and we would
expect that this constraint would affect not only the retéil pricing
policies of the utility companies but also the characteristics of their
demands to buy gas from pipeline companies at wholesale. Let us therefore
examine the behavior of a profit-maximizing gas utility under a regulatory
constraint, assuming that the utility is a competitive Buyer of gas from
the pipeline (i.e. it has no monopsony power), and that it re-sells all of
the gas that it buys to residential and commercial buyers.

The utility's behavior wiil depend on the demand functions of
final buyers, so that by positing alternative retail demand formulations
we can derive alternative models for wholesale gas demand by the utility.

In the analysis that follows we use the folloﬁing notation:

Q_ = quantity of gas sold at retail by the utility

Qw = quantity of gas bought at wholesale by the utility
P = retail price of gas

P ' = wholesale price of gas

K = capitai stock of utility -

i = interest rate
s = allowed rate of return under regulation (assume that s - i)
m = marginal revenue of retail sales = —94(P Q)
_ Q. " g8
g
We assume that the utility has only two major costs--the cost of

capital (rK) and the cost of the gas which it buys from.the pipeline (quﬁ)'
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Assuming also - that the amount of capital needed by the utility (in the

form of storage tanks, pumps, underground pipes, etc.) is given by the

relation:

K = v;Q,2 (A1)

with K taken as a long-run capital requirement, and with increasing

returns to scale so that 0 < Y, < 1. Finally, since over the long-run what-

.. 26
ever goes into the utility at wholesale must come out at retail,” we have

that Qg = Qw' Thus the utility's profit

b Y
=P -r 2 - P
" gQg Yng ng

(A2)
is maximized subject to the regulatory constraint
P - P < Ks
PQ - BQ < (A3)
The first-order conditions for the constrained maximum include
- . _ I-ls Y,~-1
Po=m- 1o M1"% 2 (a4)
and P =P - +v.Q Y2-1 s
. w g 1% (45)
Here m is the marginal revenue of retail sales, i.e.

When regulation is effective (i.e. when the allowed rate of return s is

smaller the rate of return which the company would otherwise obtain) equa-

tion (A5) determines the wholesale demand function in terms of the retail

2b’l‘hlm {s not exactly true, since the utility adds some mwapulactured pas to
the natural gas that 1t buys at wholesale in order to glve [L an odor.
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demand functioﬁ, and tais can be substituted into equation (A4) to determinc

A, the marginal profit that occurs when the regulatofy constraint is relaxed.
When regulation is not effective (i.e. s is higher tﬁan any rate of return
that the utility can obtain), A is equal to zero, and.gquation (A4) deter-
mines the wholesale demand function, again in terms of the retail demand
function.

In the general case . equation (A5) determines the demand for gas
at wholesale assuming that regulation is binding.27Unfortunately the allowed
rate of returns will be dif ferent for different utilities, so that this
equation may be difficult to estimaté. If we assume that A is more stable

- across utilities, and that
As << r,

then equation (A4) can be estimated directly to determine wholesale demand.
The problem here is that the marginal revenue at retail, m, may (depending
on the retail demand function) have a form that is itself difficult to estimate.

Let us study this in the context of two alternative retail demand formulat fons.

- A1, Linear Expenditure System for Retail Demand
We could begin by modeling residential and commercial retail demand for
natural gas as part of a linear expenditure system.28 Writing the system in

its static form, we have the utility function

n ‘
u = iilBl log (qi—bi) . ~(A7)

27Note that our utility does not behave according to the standard model of

the regulated firm. There is no Averch-Johnson effect, for example, becausc.
there is no capital-labor (or capital-fuel) substitution —- the two inputs,
capital and fuel,have a fixed relationship to each other. Thus factor demands

are determined entirely by the regulatory constraint (as long as that constraint
is binding).

28See Phlips [69] and Pollak and Wales [74].
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Here, b, is the minimum required quantity of good i, and we assume that

i
EBi =1 and qi—bi > 0 for all i. Maximizing this utility function subject

to the budget constraint yields

Q= by + 5o 7 E pyby) ' (487
i i=1 '
where y is income. Note that by writing total expenditures on the itb good

as

N
Pjd; = Pgby + B; (- I p;b,) (49)
. i=]1
we see that the income remaining after the required expenditures Pibi have
been made is allocated according to the proportions Bi.__
The marginal revenue function mi_corresponding to.the retail demand

function (A8) can be found‘by first taking the derivative of that equation:

-Biy + Bi L p.b,

°s _ g1 33 Py , (410)
) 2 .- (1- .
U lqg - (1-8)b,] 9y~ (18y)by

P14 o (A11)

so that m, = p, -

Equation (All)cannot be substituted directly into (A4); it is necessary first

to eliminate Py so that the marginal revenue m, is written as a functlon of

only the quantity qyt

B,y - B, LI p.b : :
o - otk 3 — : C(a12)

29
so that

29Theoretically equation (Al3)could be substituted for m in equation (A4)

and we would have a wholesale demand equation that related the wholesale

price of gas to the quantity of gas sold, per capita income, and the prices

of all other goods in the linear expenditure system. Alternatively, equa-

tion (Al2)could be substituted into equation (A5) and a similar relationship
would result. In either case a highly non-linear equation has to be estimated
involving prices for most major components of consumption in the economy.

Since our objective is not to explain total consumption demand and its component:,
but only natural gas demand, this use of a full linear expenditure system is

not promising.
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B,y - B, I p.b ) ,
(A s 33 et : (a13)
ml = qi - (1_Bi)bi qi - (]_Bi)bi

A.2. Linear Model for "New" Residential Demand

Let us begin instead with a retail demand function that has the same
form as the wholesale demand function described in Section 3.6.1 above.

Write new retail demand as

GQC = Qt - (1—r)Qt_1 =a - ang,t + aZPOt + a3<SYt (A14)
or'equivalently,

P  =p - - g '

gt b, = b;8Q, - b;xQ _, +b,PO + bBGYt.. (A15)

oP ¢ : .
Then —L.t -b,r (Al6)

9Q 1 .

t-1 . , ‘

and m = bo - blAQt - 2b1er_1 + b2P0t + b36Yt A17)

Now substituting (Al7) into (A4), assuming As is small, and taking the

interest rate to be approximately constant, we have:

= - - - Y,~1 A18
Py = bg = by8Q - byre _, bZPOt t bydY, - ayyv,Q 2 - Wy

1
1Pw + o POt + o

2

or 8Q +1rQ _;, =a +a 59Y, - aaQtYZ_ (A19)

Equation (A19)is an estimating equation for wholesale'demand (by

. 3
public utilities) that accounts for the regulatcry constraint.'o



-115-

3OOur ability to actually fit the equation, however, depends on the stability

of a,, which in turn depends on the Lagrange multiplier and the allowed

rate of return s. If A and s are constant across states (as opposed to being
constant across companies within states), then o, is a stable parameter and
(A19) can be estimated using a non-linear estimation procedure. There is still
the problem that the last term will be correlated with the error terms. In
order to obtain consistent estimates one must perform the instrumental

variable regression and then use a fitted series Q_ in place of Q_ on the
right-hand side of (Al9). Note that PO_ is the retgil oil price, but presumably
a wholesale o0il price could be used as a proxy.
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CHAPTER 4:

STATISTICAL ESTIMATION OF THE ECONOMETRIC MODEL

In this chapter we will discuss, using pooled cross-section and time-series
data, the estimation of the blocks of structural equations specified in the
last chapter. In most cases a number of alternative forms will be estimated
for each equation. In some cases these alternative forms will be based on dif-
ferent starting assumptions in the specification and willnthus differ - consid-
erably from each other (e.g., production out of reserves equations). In other
cases the forms will differ only in lag structure or choice of exogenous var-
iables (e.g., wholesale gas and oil demand); here the theory suggests a gen-
eral equation form, but econometric tests are needed to determine the time
lags and particular exogenous variables that provide the best fit to the data.

In the next section of this chapter we concentrate on the explanation of
problems involved in estimating a model such as this, as well as on the par-
ticular econometric methods that were used. The data used, and the sources

of that data, are described in some detail in the following section. In the

remaining sections we present the estimation results themselves on a block-~

by-block basis, following the order of the summary table of structural cquations
in the last chapter.

The equations of this model cannot all be estimated using the same
regional groupings or the same time bounds. Obviously regional groupings
are different for field market and wholesale demand equations, but, even within
field markets, exploration and discovery equations use different regional
groupings than production equations. The reason for this is that in pooling
data we designate regions on the basis of homogeneity in certain characteris
tics, and the characteristics that are relevant depend very much on what it
is that is being modeled by the particular equation. Thus an equation des-
cribing exploratory well drilling can be estimated over all production districts

(with the exception of offshore Louisiana), since heterogeneities in the struc-
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ture of final sales are not relevant. These heterogeneities are very relevant,
however, to an equation that describes production.of gas out of reserves, so
that in fact diffefent prpduction equations are estimated over four separate
and distinct groups of production districts. The regional breakdown for whoie—
sale demand is based on a similar criterion; separate equations are estimated
for what we see as five separate '"market' regions across‘tﬁe U.S., each of
which is roughly homogeneous.

The time bounds used in the regressions are also different for different
equations. This is the case for a variety of reasons.. First, the time horizon
for which data are available for estimating one part of theLmodel (e.g., explor-
ation and discovery) is differenf froﬁ that for data which applies to gnother
part of the model. However, even if data were available 6ver a homogeneous hor-
'izon, we‘might not wish to use all of that data in estimating particular'equations.
For one thing, we would like the time horizon to reflect a period of structural
stability for the relationships described by the equatiﬁniAénd that périod could
be different for different parts of the model. Also, we do not wish to include
in the tiﬁe horizon those years for which a particular gQuation is notyiggqgi—
fiable; Thus, industrial demand equations for gas are estimated over the years
1963 to 1969, while residential/commercial equationé are estimated over the years -
1963 to 1971. This is done because there was already exéess demand for indus-
trial gas by 1970, so that the demand equations would not be identifiable in
1970 and 1971.

The groupings and time bounds actually used are summarized for the cquations
of the model in Table 4.1 They will be discussed in detail as we examine

the statistical results for individual equations in this chapter.

4.1. Estimation Methods
A number of problems must be considered when estimating a model such as
this with the data and groupings that have been used here. Of first importance

is multi-equation simultaneity and its implications regardihg the assumptions
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Table 4.1

CROSS-SECTIONS AND TIME BOUNDS

FOR THE MODEL'S STOCHASTIC EQUATIONS

EQUATIONS
WELLS (WXT)

DISCOVERY SIZE FOR GAS (SZG)
SUCCESS RATIO FOR GAS (SRG)
EXTENSION FOR GAS (XG)
REVISIONS FOR GAS (RG)

DISCOVERY SIZE FOR OIL (SZ0)
SUCCESS RATIO FOR OIL (SRO)
EXTENSIONS FOR OIL (XO)
REVISIONS FOR OIL (RO)

'WILDCATS DRILLED OFFSHORE
(WWT)

SIZE OF DISCOVERY PER
WILDCAT DRILLED (SZGW)
EXTENSIONS & REVISIONS FOR
WILDCATS (XRG)

'PRODUCTION FROM RESERVES
(Q6)
PERMIAN

GULF COAST AND MID-
CONTINENT

OTHER CONTINENTAL

LOUISIANA SOUTH (OFF-
SHORE)

PIPELINE PRICE MARKUP

*
These include Texas 1, 2, 3, 4, 6, 9, 10, California, Colo;ado + Utah,
Kansas, Louisiana North, Louisiana South (onshore), Mississippi, New

DISTRICTS POOLED

*
18 FPC DISTRICTS

*%
20 FPC DISTRICTS
. "

LOUISIANA SOUTH (OFFSHORE)

~NEW MEXICO SOUTH, TEXAS 7C, 8, 8A

KANSAS, LOUISIANA SOUTH (ONSHORE),
OKLAHOMA, TEXAS 1, 2, 3, 4, 10.

COLORADO + UTAH, LOUISTIANA NORTH,
MISSOURI, MISSISSIPPI, NEW MEXICO
NORTH, PENNSYLVANIA, TEXAS 6, 9,
WEST VIRGINIA + KENTUCKY, WYOMING
LOUISIANA SOUTH (OFFSHORE)

40 DEMAND REGIONS

TIME BOUNDS

69-72

67-72
68-72
65-72
65-72
69-72
69-72
67-72
69-72
58-72
59-72

58-72

58-71

63-71

63-71

60-73

63-71

Mexico North, Permian (= New Mexico South + Texas 7C + Texas 8 + Texas 8A),
Oklahoma, West Virginia + Kentucky, Wyoming.

%% N
These include the above 18 plus Montana and Pennsylvania.
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EQUATIONS DISTRICTS POOLED TIME BOUND:.

RESIDENTIAL AND COMMERCIAL
DEMAND FOR GAS (STRCS)
NORTHEAST NEW ENGLAND, NEW JERSEY, NEW YORK,
PENNSYLVANIA, OHIO, MARYLAND + DELA-
WARE + WASHINGTON, D.C., VIRGINIA,
WEST VIRGINIA 63-71
NORTH CENTRAL ILLINOIS, INDIANA, MICHIGAN, WISCON-
SIN, IOWA, MINNESOTA, MISSOURI,
NEBRASKA, SOUTH DAKOTA "

SOUTHEAST FLORIDA, GEORGIA, NORTH CAROLINA,

SOUTH CAROLINA, ALABAMA, KENTUCKY,

TENNESSEE "
SOUTH CENTRAL KANSAS, ARKANSAS, OKLAHOMA, TEXAS,

MISSISSIPPI, LOUISIANA "
WEST ARIZONA, COLORADO, IDAHO, NEVADA,

NEW MEXICO, UTAH, WYOMING, CALIFOR-
NIA, WASHINGTON, OREGON "

INDUSTRIAL DEMAND FOR GAS

(STINS)
NORTHEAST (SAME STATES AS BEFORE) 63-69
NORTH CENTRAL " "
SOUTHEAST ) " "
SOUTH CENTRAL " "
WEST " "
DEMAND FOR GAS AS FIELD ARKANSAS, CALIFORNIA, COLORADO 68-72
EXTRACTION FUEL (FS) KANSAS, LOUISIANA, MISSISSIPPI,

NEW MEXICO, OHIO, OKLAHOMA, PENN~-
SYLVANIA, TEXAS, UTAH, WYOMING

RESIDENTIAL AND COMMERCIAL
DEMAND FOR OIL (68Q0.2)
NORTHEAST (SAME STATES AS BEFORE) 64-70
NORTH CENTRAL "
SOUTHEAST + SOUTH CENTRAL
+ WEST " N

INDUSTRIAL DEMAND FOR OIL

(6RSID) _
NORTHEAST " "
NORTH CENTRAL " "
SOUTHEAST + SOUTH CENTRAI '
+ WEST ) " "
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of ordinary 1¢as£ squafes regression. A multi-equation model which ié
completely simultaneous across all equations should of course be estimated
using two-stage least squares, since the presence of simuifapeity will result
in corfelations between the additive error terms and the independent vari-

ables. Many large’econometric models, ho&ever, are block recursive, so that

equations are simultaneous only within individual blocks of the model. 1In

this case two-stage least squares can be applied on a block—by-block’basis.

Our model of natural gas is "almost" block recursive. 'Also, within some
blocks there is little or mno simultaneityr The model can be broken up into
three large blocks of equations - for reserve additions, for prodhction, and
the third for wholesale gas and oil demand - and the simultaneous Interactlon
among these blocks is weuak. For example, ghe set of equations for new reserves
does not require simultaneous determination of wholesale demands, and while
additions to reserves have aﬁ impact on demands through wholesale prices, this
impact occurs over a number of years since price increases are rolled in.

Also, although equations for production out of reserves do éontain total reserves
as an independent variable, and thus there is technically éome simultaneity
between new reserves and production, the simultaneity can be'ignored because
additions are a small portion of total reserves,and two-stage least squareé
need not be applied to the estimation of production out of reserves. This is
nﬁt the case, however, with equations for wholesale gas demand and for pipeline
price markups. Thus two-stage least squares 1is applied to wholesale demand
equations containing unlagged price variables.

There are important issucs that must be discussed related to the charac~-
teristics of the édditivé error terms, and how these characteristicé should
be-modeied when estimating equitions. Let us write an equation to be esti-

mated as

o (1)
.o +'kajt,k + €,

= ' + .
Yie = Br¥ye,1 ¥ B2%ye,2 je
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and let N = number of cross—sections
T = number of time periods
k = number of independent variables (including constant term).

Then we can write (1) in matrix form as
Y=Xp+e . | | | 2)

Now it is probably unreasonable to assume that the error terms Ejt
are homoscedastic and independent both across time and across cross-sections,

i.e. that they have a covariance matrix of the form:

2=Ece'l =l . ' ‘ . (3)

It would be quite reasonable, in fact, to expect that the error terms are
heteroscedastic, and that they may be correlated aéross.time and across
éross—sectioné. ' e

Let>us‘first consider the problem of autocorrelation of the error terms.
If the equation is estimated by ordinary least squares (OLS), and I{f there is
autocorfelation, we can expéct that the resulting estimétes.will at best be-
consistent and unbiased, but inefficient, as long as the equation does not
‘contain a lagged dependent yariable or independent variables referenced across
districts [32]. The Durbiﬁ—watson statistic might indicate the presence of
aﬁtocorrelation in the error terms, but it will not tell us what ﬁart of ;he
autocorrelation is across time and Qhat part is between cross-sections.
Furthermore, tﬁe standard correction techniques, such as Hildreth-Lu [34],

cannot be used directly since the autocorrelation is two~dimensional.

4.1.1. Cross-Sectibnal Autocorrelation

" The problem of autocorrelation in the cross-section dimension is often

the result of a mis-speéification that can be anticipated. Suppose, for

example,. that new discoveries of gas (DG) is believed to be linearly related

to the number of wells drilled (W), so that the equation to be estimated is
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DG = + . . .
5,0 = B0 T BN e Y B | (3)
It is reasonable, however, to believe that geological diffetences make

some regions richer in gas than others, and therefore the wells in those
regions have a higher average "output'. Perhaps in any given year,
the same number of wells per district in each of two different districts

j and j' can be expected to result in different amounts of discoveries.

This would result in cross-sectionally autocorrelated errors in equation (3)

1
Consider two different districts, j and j', with average "output ratios"

given by T DG _
%_ T (*ﬁJLE) = q. — (1)
t=1 "j,t J | :
1 I DGt
and - T I (—w-l—z" = O.j, . (11)
t=1 ji',t

Thus, if the number of wells in these two districts were always the same,
we would still expect to find on the average that

a,
DG, = —i- =
Jst ijGj':t ej"DGj't :

A model, then, that would account only for the geological differences between
districts j and j' would be

(iid)

DGj,t = ejj'DGj',t + Ej,t (iv)
where the error term ej’ is independent of j. Now if equation (iv) is
substituted for DGj ¢ in (3), and the resulting equation is written with
ej t on the left-hand side, we have

€.t ejj,DGj t” By - ByW ¢ t s;,t . I (v)
Butlﬂ?j,,t = BO + Ble',t + ej',t’ and su@stituting this iﬁgo (v) gives us
€y = O5qrBWyn e =By e F OB T B T et Oty D)

so that El = 2

and the errors are thus autocorrelated. Errors autocorrelated in time can occur
in the same way. Consider the regression equation Yt =_th + e with an unex-

plained time trepd; €.8., Yt =P t -1 and g = ch—l' then, ¢, _, = Yt—1 - th—l
= th - BpXt = pe,, SO that E[et €, ] = po_-
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In order to account for such cross-—sectional autocorrelation one should
estimate the eqﬁation using a full generalized leést squares procedure which
pfovides a full error covariance matrix.2 With limited data the unrestricted
estimation of al; off—diégonal elements of this covariancé matrix can be
difficult (and iﬁ fact misleading) since the estimates themselves Qill have 
large variances. Furthermore, even if a full error covariance matrix could

- be estimated, this generalized least squares procedure could be computationally
very costly. As a result, we felt that it would be preferable to introduce,
where necessary, regional variables (geological or ecomomic) to explain

heterogeneity across districts pooled in the sample. If this is done properly,
most of the autoco;relation across districts can be removed. >An equation for

new discoveries such as (3), for example, should be re-specified in the form:

DGy, = Bo ¥ By o ¥ B T ey | @

i.t

?

where aj is a geographical "output" variable. Thus, although we will in fact ’
use a generalized least squares procedure, it is a limited procedure that
accounts for autocorrelation across time (and not cross-sections) - as well as

cross-sectional heterscedasticity.

4.1.2. Time-Wise Autocorrelation and Cross-Sectional Heteroscedasticity
Autocorrelation of the error terms across time wili result.from trends
in variables that are not explained by the structural specification. It is
a éroblem that dcéurs frequently_but that can be corrected relatively
easily. Cross-sectional heteroscedasticity of the error terms can also be
expected, since error variances in equations are likely to be larger for large
districts than for small districts. This problem éan also be corrected,
When estimating the equationsiof"our model we will assume the following -

about the error covariance matrix § = Ef[ec e']:

1zl."or a discussion of how this could be done, see Kmenta [45], pp. 512~514.
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. . 2 2 2 )
with variances ¢, 0 , and o_. It is assumed that u,, v., and w. are all
u v w ] t Jjt

independent of each other and that E[u,u.,,] = 0 for j # j', E[Vtvt'] =0

J
' = = 3!

for t # t', and E[thwj't] E[wjt'wjt] E[wj,t.wjt] 0 for j # j' and

t#t'.

Given these assumptions about the error vector €jt’ one can write its

covariance matrix as Q = E[e '] = 02A + GZB + 021 . Note that 2 is an
- == U= v=  wNT =

NTXNT matrix. I is an NTxNT identity matrix, and A and B are NTxNT

[

NT
matrices defined by

Jy 0...0

a=lo

-~

where JT is a TxXT matrix of ones, and

where ET is a TxT identity matrix.

‘ 2 2 2
If the variance components Ow’ 04, Oy are known, then the minimum vari-
ance estimate of 8 is given by the GLS estimate E_= (zﬁgﬁ;&)—¥§f9fli. If the
variance components are not known (which would presumably be the case), then
Zellner's method [110] can be used, where consistent (but inefficient) es-
timates of B are obtained by OLS, the residuals are used to obtain consistent

estimates of 05, Gi, and 03, and GLS is finally used to obtain a new (and

efficient) estimate of 8.

The problem with this method is that while it accounts for differences
in the variances of the error components, it does not account for hetero-
scedasticity or autocorrelations within each error component. Thus, if the
error component that is cross—-sectionally generated is itself heteroscedastic
or if its elements are autocorrelated through time, we will still obtain in-
efficient estimates for B (although the estimates will be more efficient than

those generated by OLS).

’
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2 _ 2 ' (5)

E(ejt) = oj
E(ejteit) =0 for j #1i (6)
(7

= + .
e T Pif5,e-1 T Bt

It is assumed that 0§ in equation (5) will be different for differgnt j (cross-
- sectional heteroscedasticity), although this will of course be tested. Equation
(6) states that the errors are crosg-sectionally.independent, but this assump-
tion will also be tested.3 Equation (7) assumes firstforder,serial correlation
in the errors. (Note that the correlation coefficient pj can be different for
different regions.) In order to test this assumption, and to correct for it,

it is important that equations do not contain lagged dependent Qériables,

and this will impose a restricfion on the lag structure of our equations.

Finally, we can write the assumptions of (5), (6), and (7) in matrix form as:

[ 2 7 .
°131 0...0
ad40 op 0 - (8)
_-' oot 2—-‘-2 L] L] L] ~ ) - . .
. 2
52 o ... OBy
-'1 P ) pT-;I
h| i IR
. T-1
with P, = p. 1 . : . : 9)
=5 17 . ?J ‘?j A
T— - -
0 1 pT 2 T-3 1
ber p

If for certain parts of the model this assumption were grossly incorrect,
then the generalized least squares estimation procedure would have to be
complicated by including cross-sectional correlation in the error covariance
matrix. Fortunately we did not find this to be the case.
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Our objectiﬁe is to estimate equation (2) using generalized least squares,

i.e. to calculate

= @a o™t @aly o (10)

o>

To do this we must obtain consistent estimates of the parameters oj and pj.

4.1.3. Estimation Procedure.

As long as the equation to be estiﬁéted contains no lagged dependent
variables we can obtain consistent (though inefficient) estimates of 8 by
applying ordinary least squares.  We begin, then, by applying OLS to the
equation using all NT'obsérvations. Then, we calculaée the.reéression

residuals ujt»and obtain estimates of pj from:

jt it ]

g'm n
. peg sl
0, = T (11)
J 5 N2
u,
g=p 12t71
: 4" - .
with u, =.u, - u ; (12)

4Our procedure is essentially that described by Kmenta [45], Section 12.2.
It should be pointed out. that other approaches exist to estimate models.
using pooled cross-section and time-series data. One approach that is
commonly used involves the assumption that the error terms are made up of.
components that originate from different sources and that therefore have
different variances. The "residual" or "error components' model was first
suggested by Kuh [46], and later generalized and applied by Balestra and
Nerlove [9] and Wallace and Hussain [106]. The approach assumes that the
error term of equation (1) is made up of three independent components, one

-of which is associated with time, one with the cross-sections, and the last

an independent random variable across both time and cross-sections, i.e.,

€, is given by

it g y
€. =u, +v +w,
it V37 Ve T Vi

(footnote continued on p. 9a)
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where ﬁj is the mean of ug, over time. Thus equation (11) can be written

equivalently as

: 2
X . T-1) (u
Py =7 . (13)
~ 2
2 (u, .
=2 Oy, e-1 7 8y

This can be shown to be a consistent estimate of pj.5 For now we will
assume that the individual Bj differ significantly from each other; if
this is not the case then a single estimate p can be obtained and the

estimation procedure somewhat simplified.

The equation's variables can then be transformed autoregressively as

" follows:
= Y .Y
je Nie T Pitie-L
X = x 0.X
1t,1° Tie,1 T it e-1,1
: _ (14)

X = x 0.X.
jt.k - Sit,k - Piti,t-1,k
* - ~ - n,
TR TS b T B T

where gjt is just the non-autocorrelated part of Ejt' Ordinary least

squares is at this point applied to the following equation:

* * ’ *
Y =XB+e

(15)

Note that now N(T-1) observations can be used. The resulting regression

*
residuals, call them ujt’ can be used to obtain consistent estimates of

5See Kmenta [45], Section 8.2. Kmenta assumes the mean of the residuals

;5 to be zero, and this would indeed be the case in a pure time series
regression or in a pooled regression in which the mean is taken over all
years and all districts. In a pooled regression, however, the mean of the
residudals over time for an individual district may not be zero, and our

formula for 6j in equation (13) differs from Kmenta's in that we take

this non-zero mean into account.
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: 2 . . . .
the variances oj. First, we can get a consistent estimate of the variance

of gjt (for each j) from

T
~2 1 * 2
T S S (16)
y TTIRTTLM0
J
. 2 2 2
Then, since o .= dj(l - pj) 7

€,
J

. . 2
we can obtain a consistent estimate of Oj from

~2
0’\,
2 €,
a,=———§2L . (18)
S R
J

Now equation (2) is estimated by generalized least squéres using the
. . ~ ~ 2 .
estimates pj and Oj that have just been obtained in the matrix Q. Equiv-

alently, ordinary’ least squares can be applied to the equation

*% k% Kk
Y =X B+e (19)
h 6 Y** N Y* /A .
where je = Yye og . (20)
]
X** -5 /s )
jt,i = jt,i 0'2:’ (1 = l,.-.k) (21)
h|
*k % /5
€ie = it 02 . : _ (22)
h
*%k
The error terms €y¢ in equation (19) are now homoscedastic and non-

serially correlated. Thus the standard errors computed from the 0O1.8

estimates of (19) are consistent estimates of the standard deviations

6
Note that the weights in (20), (21), and (22) are the estimated standard
deviations (not variances) of the ungorrelated part of the error term.
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of the éi’ and the t-statistics can be'interpreted accordingly. The R2

of the regression may, of course, be scaled down (due to the trans-
formations of the dependent variables in (14) and (20) , but a lower R

(as compared to simple OLS estimates) does not mean that there is '"less ex-
planation'. The statistic simply indicates the amount of variance
explained by the structural relationship, as opposed to variance explained

by trend, etc]

Best linear unbiased (BLU) forecasts are obtained using the trans-—
formed version of the equation, i.e. the estimated version of(19).8 of
course, after a forecast simulation has been performed the variables must

be transformed back to their original form for purposes of analysis.

7
It may be that the pj's do not differ significantly across cross-sections.
If this is the case a”single estimate of p can be obtained from:

LIu,  u,
R jsﬁﬁﬁ,bi
p = 2
Liu
jt j,t"?l
Then OLS can be performed on the transformed equation (19) using a single
value of p.
One can also test to determine whether the error terms are indeed cross~
sectionally independent. This can be done by obtaining the residuals

*k
ujt from the OLS estimate of (19) and calculating estimates of the covari~

ances O from:

ij
¢

R % N

l ~ A

b1 °iP5

T

~ _____L__ *%k %%
vhere 4y T TR 1 Ll

If these covariances are large a full GLS estimation would be necessary in
order to ensure efficiency. (See Kmenta [45]).

8Our estimator is best linear unbiased with the class of single-equation
estimators. More efflclent estimates could result from the use of a system
estimator such as three-stage least squares.
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Certain equations in the model (e.g., the equations for wholesale gas
demand) must be estimated using two-stage least squares. In combining
this method with generalized least squares, consistent estimates are obtained
by first performing a GLS transformation on the equation, and then applying

two-stage least squares (TSLS) using the transformed variables.9 The steps

are therefore as follows: First, the parameters pj and Oj must be estimated
consistently. This means that TSLS, rather than OLS, 1s applied first to
equation (2) to obtain the estimates Bj; and then to equation (15) to
obtain the estimates Sj' Then, using these estimated parameter values,
we apply TSLS to equation (19)  i.e., we regress 5?* (or those components
of gf* believed to be correlated with the error term) on exogenous and

Akk

lagged variables in order to obtain a constructed instrument X , and

then perform ordinary least squares on

*% * *%

%
Y =X B+¢e

. (23)

This procedure was in fact necessary only for relatively few equations of

the model.

4.2. The Gas-0il Data Base

All of the variables used in this model, together with their defini-
tions, units of measurement, and sources of data, are listed below. The
list of variables is divided into functional groups, including wells, off-
shore acreage, reserves, production, demand, and prices.

WELLS. Exploratory wells data are from the Joint Association

Survey of Drilling Statistics, for 18 FPC production
districts, for the years 1963 - 1972.

WXT: Total number of exploratory wells drilled.

9See Eisner and Pindyck [25].



WXG:

SRG:
SRO:
SRG,; SRO:

CWXT:

FWT:

FWT:

DRO:

 ACREAGE.

ACT:
ACP:

ACN:
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Number of successful exploratory gas wells.
Number of successful exploratory oil wells.

Ratio of successful gas wells to total exploratory wells.
SRG = WXG/WXT.

Ratio of successful o0il wells to total exploratory wells.
SRO = WXO/WXT.

Fitted values of the above two variables using the es-
timated success ratio equations.

Cumulative number of explofatory wells drilled (WXT) from
1963 to year t.

t
CWXT,_ = I WXT _,
t ¢r=1963 ¢

Number of wildcat wells drilled. (Wildcat wells are a more
narrow class of exploratory wells that excludes extension

wells.) From World 0il Magazine, for offshore Louisiana,

for the years 1958-1972.

Cumulative number of wildcat wells drilled to year t.

t
CWWT = % WWT _,
t  v=1958 °©

Number of offshore field wells drilled (i.e., all wells

except wildcats, including development wells and exploratory
extension wells). From World 0il Magazine, for offshore Louisiana,
for the years 1958-1972.

Number of offshore field wells drilled (i.e., all wells
except wildcats). From World 0il Magazine, for offshore
Louisiana, for the years 1958 - 1972.

Number of offshore drilling rigs. From World 0il Magazine,
for Offshore Louisiana, for the years 1958 - 1972.

Acreage data are from: Outer Continental Shelf Statistics,
U.S. Dept. of the Interior, Geological Survey - Conservation
Division, Washington, D.C., June 1973. Data are for offshore

 Louisiana, for the years 1954 - 1972.

Total acreage under supervision.
Producing acreage under supervision.

Non-producing acreage under supervision.



ACR:

ACPN:

ACRD:

CACR:

RESERVES.

DD1:
DD2:

DD3:

RG:
RO:
XG:

XO0:

YG:

YO:

Acreage forfeited, ACRDt = ACT

T =132

Acreage leased.

New Producing acreage, ACPNt = ACPt - ACPt_l.
(Aséumption: no producing acreage forfeited)

- +ACR_ - ACT .

If ACRD is less than 0, then it is assumed that this amount
of acreage was given to the Bureau of Land Management from
the states by the courts.

Cumulative numberrof acres leased.

All data are from American Gas Association/American Petroleum
Institute/Canadian Petroleum Association, Reserves of Crude Q&13
Natural Gas Liquids, and Natural Gas, for I8 FPC production
districts for the years 1964-1972. Units are millions of cubic
feet for natural gas, and thousands of barrels for oil. Ex~-
ceptions to this are explicitly stated, and include offshore
data for 1958-1972.10

Dummy variable for Louisiana South District.

Dummy variable for Permian District.

Dummy variable for Kansas, Oklahoma, TRRC Districts 1, 2,
3, 4, and 10. ’ '

Dummy variable for Colorado—Utah, and Wyoming Districts.

Total new discoveries of natural gas.

Total new discoveries of oil.

Total.revisions of natural gas.

Total révisions of oil. |

Total extensions of natural gas.

Total extensions of oil.

Natural gas extensions plus revisions, XRG = XG + RG,
Yeaf end reéerveslof natural gas.

Year end reserves of oil.

Reserves data for Offshore Louisiana are from The Special Report on
Louisiana Offshore (Zomes 2, 3, 4), 1954 - 1972, by American Gas Associa-

tion, Committee on Natural Gas Reserves. Also, o0il reserves data are
available for 20 FPC districts, and were used in the estimation of equa-

tions, whenever feasible.



SZG:
SZ0:

S2G, SZO0:

DEPO:

PRODUCTION.

QG:

CQG:
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Average size of gas discoveries per successful gas well,
SZG = DG/WXG.

Average size of o0il discoveries per successful oil well,
SZ0 = DO/WXO. :

Fitted values of the above two variables, obtained from
the estimated size of discovery equationms.

Estimates of the variance over time of the size distribu-
tions of gas and oil discoveries respectively. These are
obtained from the estimated size of discovery equations.

Estimate of the total potential gas reserves in each dis-
trict as of 1963. From Potential Supply of Natural Gas
in the U.S., published by the Potential Gas Association,
Mineral Resources Institute, 1971.

Estimate of the original oil-in-place in the district.
Index of depletlon of the natural gas resource basec in
the production districts,ll

DEPG = (PGcG - YG - CQG)/PGCG

Index of depletion of the oil resource base in the produc-
tion district, _
DEPO = (PGC0 - YO - CQG)/PGC0

Data are from AGA/API/CPA, Reserves of Crude 0il, Natural
Gas Liquids, and Natural Gas, for 18 FPC production dis-
. .12
t:::l.ct:s,‘1 for the years 1961-1972, Units are 106 cubic
feet for gas and 103 barrels for oil.

Total production of natural gas.

Total- production of oil.

Cumulative production of natural gas,
t
CQG = I QGt'
t'=1963

" .
See list of production variables for definition of CQG and C0O,

12 - |
Production date for Offshore Louisiana are
. available for 1955 - 1973. Th
Source is The Special Reéport on Louisiana Offshore.

e
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CQoO:

DEMAND.

INTRA:

CS:

TSS:

FS:

TINS:

TRCS:

P 134- .

Cumulative production of oil,

t

CQo = % QOt'
£'=1963

Data are available for 40 demand regions, for the years

1962 - 1972. Units are 106'cubic feet fof_gas and 103
barrels for oil.

Dummy variables for the 40 demand regions (conforming to
the postal code except for NE = New England).

Dummy variable for time, such that TDUM = 0 if the year
is 1970 or later and 1 otherwise. ’

Mainline industrial sales of natural gas by interstate
pipeline companies. Data on mainline sales by company and
state were extracted from the Federal Power Commission's

- annual Form 2 reports of jurisdictional interstate pipeline

companies. This data was then aggregated into our 40 de-
mand region breakdown of the U.S.

Total intrastate sales, determined by subtracting total
sales by producers of natural gas to interstate pipeline
companies (as determined from the FPC's annual Sales by
Producers of Natural Gas to Interstate Pipeline Companies)

from total state gas production (as determined from AGA/
API/CPA's annual Reserves of Crude 0il, Natural Gas Liqpids2
and Natural Gas).

Direct (retail) sales to communities by interstate natural
gas pipeline companies, as extracted from FPC Form 2 re-
ports, and aggregated as previously described.

Total sales for resale of natural gas as extracted from
Form 2 reports and aggregated over the 40 region breakdown.
This does not include sales for resale to other interstate
pipeline companies, but only to intrastate natural .gas dis-
tribution companies.

Lease and plant fuel sales. Extracted from Bureau of Mines,
annual Minerals Yearbook.

The ratio of industrial gas consumption to total gas con-
sumption, both quantities as compiled by Bureau of Mines,
Minerals Yearbook. .

Total sales going to industrial uses,
TINS = £ - (MS + INTRA + CS + TSS)

Total residential and commercial sales,
TRCS = (1L - £) « (MS + INTRA + CS + TSS)



Q0.2:

RSID:
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0il quantities sold in the residential/commercial market,
obtained from API Petroleum Facts and Figures. The name
of the series is "Sales of Heating 0il, Grade No. 2, by
States, 1937 - 1970".

0il quantities sold in the industrial market, obtained
from the above source. The name of that series is '"Total

Sales of Residual Fuel 0ils (All Uses), by States, 1934 -
1970".

PRICES AND ECONOMIC VARIABLES.

PG:

PW or PG:

PGW:

SP:

IP:

PO:

New contract price of interstate sales of gas at the wellhead,
in cents per Mcf, by production district for 28 FPC produc-
tion districts, for the years 1952 - 1972. Compiled by
Foster Associates, Inc.

Average wellhead price, in cents per Mcf, by production

district for 18 FPC production districts, for the years

1962 - 1971, from Table F, FPC, Sales of Natural Gas.

Average wellhead prices for each of the eight aggregated
producing regions used in the pipeline price markup equations
were computed by weighting the average price on all contracts
for each FPC district comprising that region by the total
production in each district. In computing average wellhead
prices (before markup) for each consuming region (i.e., each
state), weights equal to the fraction of consumption coming

from each producing region are applied to the average producing
region prices.

Average wholesale price of gas, in dollars per Mcf, by

state, for the years 1962 - 1972. Determined from FPC

Form 2 Reports. This series is a weighted average price

for mainline sales, interstate sales for resale, and intra-
state sales of natural gas. It was used as the price of
natural gas in both the industrial and residential/commercial
equations. '

Average price of mainline sales of gas, in dollars per
Mcf, by state, for the years 1962 to 1972. This is a
wholesale market price, determined from Form 2 Reports.

Average wholesale price of interstate sales for resale, in
dollars per Mcf, by state, for the years 1962 to 1972.
Determined from FPC Form 2 Reports. It is used as both the
residential and industrial sales for resale price.

Average wholesale price of intrastate gas, in dollars per
Mcf, by state, for the years 1962 to 1972. Determined
from FPC Form 2 Reports.

Wellhead price of oil, in dollars per barrel, by produc-
tion district for 20 FPC production districts, for the
years 1954 - 1972, from Bureau of Mines, Minerals Yearbook.

-



POIL:

PCOAL:

PALT:

PFOIL:

PWG:

PWO:

INTA:

CINT:

ATCM:

VAM:
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Average price in dollars per Mcf-energy-equivalent of

fuel oil paid by electric power companies, by state, for

the years 1954 - 1972, from Edison Electric Institute,
Statistical Annual of the Electric Utility Industry. It

is assumed that this is the best available surrogate for the
industrial price of residual fuel oil.

Average wholesale price of coal paid by the electric utility
industry, in dollars per Mcf-energy-equivalent, by state,
for the years 1954 - 1972 (see POIL for source).

Price of alternate fuels, in dollars per Mcf-energy-
equivalent, by state, for the years 1954 - 1972 (see POIL
for source). This is a weighted average (over kilowatt-
hours generated) of prices of fuel oil and coal consumed

by the electric utility industry in generating electric
power.

Average wholesale price, in cents per gallon, of No. 2 fuel
oil, by state, for the years 1960 - 1972, from Fuel 0il
and 0il Heat and Platt's 0il Price Handbook and Oilmanac.
This series was constructed from the two sources,by taking
the average of the two sources in cases where there was
more than one observation for the same city from each
source. In cases where there was more than .one city ob-
served per state reported, a weighted average was taken

by use of city population. 1In cases where there was no
observation at all, the price for an adjacent state was
used. (Eleven such assignments were made for states that
were very sparse consumers of No. 2 fuel oil.)

Average wellhead price of gas, in dollars per Mcf, for

Offshore Louisiana, for the years 1955 - 1973, from Outer
" Continental Shelf Statistics, U.S. Dept. of the Interior,

Geological Survey - Conservation Division, Washington,
D.C., June 1973. , '

Average wellhead price of oil, in dollars pef barrel, for
Of fshore Louisiana, for the years 1957 - 1972_(see PWG
for source).

AAA bond interest rate (percent per annum), from Federal
Reserve Bulletin.

BAA interest rate (percent per annum), for 1946 - 1973,
from NBER data base.

Index of average total drilling costs for exploratory
drilling per well, by production district for 18 FPC

_production districts, from AGA/API/CPA's Joint Association

Survey. This is a time average over the period 1963 - 1971.

Value added in manufacturing, in millions of current
dollars, by state, for the years 1958 - 1971, from U.S.
Department of Commerce, Bureau of the Census, Annual
Survey of Manufacturers. ’
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CAP: New capital expenditures in the manufacturing industry,
in millions of current dollars, by state, for the years
1958 - 1971 (see VAM for source).

VCC: Value of construction contracts, in millions of current
dollars, by state, from 1956 to 1972, from Statistical
Abstract of the U.S., and from F.W. Dodge Corp., Dodge
Construction Contract Statistics Service.

YY: Personal income, in millions of current dollars, by state,
from. 1956 to 1972, from U.S. Department of Commerce,
Survey of Current Business.

NN: Population in thousands, by state, from 1955 to 1972,
from U.S. Department of Commerce, Bureau of Census,
Current Population Reports.

M: The weighted average distances from the centers of each
of the 18 FPC producing regions to the population center
of each consumption region, by state, for each of the 40
demand states. These were measured from a 1968 FPC
pipeline map, with distances measured along the path of the
biggest pipeline groups connecting the pairs of regioms.
(Canadian gas mileage, however, was measured only from the
border, since the gas purchased by an interstate pipeline from
a Canadian firm is assumed to have been made at the border.)

V: Pipeline volumetric capacity. As a proxy for actual flow data
which was unavailable, the total cross~sectional pipeline area
for gas flowing into each consuming region was measured as the
capacity variable. If a state was a net exporter, the cross-
sectional area of all pipelines flowing out of the state would
be added on as well because the inflow figure alone underestimates
the quantity of gas flowing through the state. The capacity
figure is then computed by summing the squares of the relevant
pipeline diameters (the diameters of each pipeline are shown
on the FPC pipeline map).l3

H: The Herfindahl Index, defined as H, = sz s Where x is the
37 1,3
fraction of gas consumed in region j provided by company 1.
Company sales from FPC From 2 Reports was used to calculate
X, j and these were aggregated to compute the index for each
] . :

state each year. Since there is little variation in the
market shares over time, the mean value over time is taken for
each state. ' '

13This sum of squared diameters measure is a valid proxy for capacity only under
several assumptions. First, the pressures in each pipeline are assumed to be
nearly equal; this is reasonable since pipeline pressure is usually 60 to 80
atmospheres. Secondly, it is assumed that each pipeline or pipeline group is at
capacity or at the same percentage of capacity. This is difficult to validate
empirically, but is consistent with the assumption of equal pressure if the
pipelines are operating at maximum efficiency. The third assumption is that

the pipeline structure is not changing much over time. This is well substantiated
by historical data on the fractions of demand coming from given producing
regions, which have been quite stable over time.
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Finally, the following codes will be used to refer to specific production

‘regions and consuming states throughout this Chapter:

2.
3.
4.
°5.
6.

7.
8.
9.
10.
11.
12.
13.
- 14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.

26. -
27.

28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.

CODE LETTERS FOR DISTRICTS

Suggliers.(fbr which reserves

are modeled)
California

.Colorado + Utah

Kansas

Louisiana North

Louisiana South (onshore)
Louisiana South (offshore)
Mississippi

New Mexico North

Permian

Oklahoma

Texas 1

WCAHhPrPWON

10 ' '
West Virginia + Kentucky

'Wyoming

Suppliers (fdr which reserves

Consumers

AL Alabama CA

AZ Arizona CcouT

AR - Arkansas KA

CA California LN

co Colorado LX

MD Maryland LOF
Delaware MS
District of NN
Columbia PE

FL Florida OK

GA Georgia Tl

ID Idaho T2

IL I1linois T3

IN Indiana T4

I0 Iowa T6

KS Kansas T9

KY Kentucky T10

LA Louisiana WK

MI Michigan WY

MN Minnesota

MS Mississippi

MO Missouri

NB Nebraska AR

NV Nevada CN

NE New England MI

NJ New Jersey MO

NM New Mexico NB

NY New York NY

NC North Carolina ND

OH Ohio OH

OK Oklahoma PA

OR Oregon - T5

PA Pennsylvania T7

SC’ South Carolina

SD South Dakota

TN Tennessee

X Texas

UT Utah

VA Virginia

WA Washington

WV West Virginia

WL Wisconsin

WY

Wyoning

are not modeled)
Arkansas
Canada (exogenous)
Michigan
Montana
Nebraska
New York
North Dakota
Ohio
Pennsylvania
Texas 5
Texas 7
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4.3. Estimated Equations for Gas and 0il Reserves

There are nine equations that determine additions to reserves for both
natural gas and oil from onshore production districts. Single equations are
estimated to explain the total number of exploratory wélls drilled (WXT), the
average sizes of new discoveries per well of naﬁural gas (SZG) and oil (Sz0),
and to explain the fraction of wells successful in finding gas (SRG) and in
finding 0il (SRO). Together they comprise the equation set for explaining
new discoveries of gas and oil. Finally, four equations are estimated that
explain extensions of gas, extensions of oii, revisions of gas, and revisions
of oil. After describing the discoveries equations in 4.3.1. we shall deal

with the extensions and revisions equations in 4.3.2.

4.3.1. New Discoveries of Natural Gas and 0il

The theoretical reliationships for the exploration and discovery of natural
gas and o1l that were derived in Section 3.2 must be modified for purposes of
estimation. Let us begin by re-examining equation (12) of Section 3.2,1. that
specifies the total number of exploratory wells drilled. Note that the equation
inéludes the mean and variance of RWG and RWO, the average sizes of gas dis~
coveries and oil discoveries per‘well drilled. From equation (23) in Section

3.2.5. we can write

(RWC)V = 452 (RWG) = 452 (5262 (ska) 2 (1)
V Al ——— AL -~ ‘ ~
(®W0)" = 452 (RW0) % = 467 (520) % (sk0)? | (2)
~2 ~2
where OG and UO are estimated variances of the error terms

associated with the equations that determine the sizes of gas and oil

discoveries respectively. The equation also contains the mean values of
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oil and gas discovery sizes, and we will use the estimated &alues of these
variables‘(obtaiﬁed from the estimated forms of the size of discovery equa-
tions) in our exﬁloratory wells esfimating equation.
The equation for the number of exploratory wells dfilled also inéludes

the expected field prices of natural gas and oil. Since it is iﬁ—
possible to observe expected prices, we use as proxy variables a three-year
moving average of past prices. Finally, dummy variables are introduced

(pD1, DD2, DD3, and DD4) to account for hetefogeneity between broadly-defined
field markets in the United States. This gives us the folloﬁing estimating

equation for exporatory wells drilled:

DD2 + a,DD3 + a,DD4

WXT = <, + alDD17+ a2 3 4

+PG_

+ ¢, [(S2G+SRG) (PG_

+P0_,) /3]

2

+PG_,)/3 + (S20+SRO) (PO_,+PO_,

_ A2, A2 2 2,2 .8 2 A 2 2
+ ¢, [(526)"(SRG) (PG_1+PG_2+PG_3) /9 + (04/0;,) (S20) (530) (PO_1+P0_2+P0_3) /91
+ c,ATCM + ¢, INTA_, . , (3)

Note that this equation cannot be estimated until the size and success ratio
equations for both oil and gas have also been estimated,_since the equation
includes the estimated values for sizes and success ratios as well as the
estimated errorvvariances for the oil and gas sizes.

The theoretical specification for the average size of discovery ap-

pears in equation (21) of Section 3.2.3. The argument is that the average
.diséovery size at a point in time (t + h) depeﬁds on the average diséovefy

size of some prgvious time t. For purposes of estimation .  we must choose some
interval of time (which we shall call the "reference period") for which

we can make observations of changes in discovery size. We will ﬁse the two~
yearrinterval immediately prgceding the middle of the previous year's observa-
tiom. The reference value of discovery size will therefore be the average

of sizes over the past three years. We thus define
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SZGREF = (SZG_1 + SZG__2 + SZG_3)/3 ' _ (4)
and
SZOREF ='(SZO_ + SZO__2 + SZO_3)/3 (5)

1

for natural gas and oil respectively. Consistent with this, the appro-
priate variable to be used in place of WXS[t, t+h] would be an index of
the number of successful wells drilled from the.reference period through
the end of the previous year. The number of successful gas wells drilled

from the middle of the reference period to date can be épproximated by »

(L/2)WKG_, + WKG_, + (L/2)WKG_,. We therefore define the following indices

3 2

(proportioned only for numerical convenience):

WXG = (WXG

REF _y + 2WKG_, + WXG_,) /40 : (6)

WXOpErR

(WXO_; + 2WXO_, + WXO_,)/40 . (N

-1 2

Since the theoretical sp;cification includes expected.gas and oil
prices, we will again use three~year moving averages of these prices as
explanatory variables (the three-year period also cdrrespoﬁding to
the time interval in the reference period): We thus obtain the following

estimating equations for the size of gas discoveries and size of oil dis-

coveries:
log(SzZG) = log(SZGREF) +

WXGREF-fl(DEPG_l, (PG_1+PG_2+PG_3)/3, (PO_1+PO_2+PO_3)/3) (8)
log(Sz0) = 1og(SZOREF) +

WXOp pp* £, (DEPO_,, (PG_;+PG_,+PG_,) /3, (PO_;+P0_,+P0_3)/3) . (9)
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The theoretical specification for the success ratio equations appears
in equation (22) of Section 3.2.4, and applying the same notion of a reference

period we obtain the following equations for the gas and oil success ratios:

3 3
log(SRG) = 1og(SRGREF) + wxcREF . f3(§PG_i, ipo'i) (10)
3 3
log(SRO) = log(SROREF) + wxoREF . f4(§PG_i,_§PO_i) (1)
where SRGREF and SROREF are defined by
SZG |
SRG = ((SRG , + SRG ,, + SRG .)/3) - (12)
REF -1 -2 -3 3G -
’ REF
SZ0
SRO = ((SRO . + SRO , + SRO ,)/3) « — . . (13)
REF -1 -2 -3 A
SZOREF

One problem with equations (10) and (11) is that they provide no
guarantee that the estimated success ratios will take on values between
0 and 1. In order to‘constrain the success ratios to the interval (0,1),

we will use the following logit specification for our estimating equations:

; " SRG P 3 3
{ SRG REF
logi—"2— = log{——mr + WXG + £.(IPG__, ZPO_.) (14)
1 - SRG; (1 SRGpgp ) REF = “3° 7 -1 T-i
~/ SRO 3 3
SRO | _ REF .
log(1 — SRO) = log(if:—giaggg- + WXOREF f4(§PG_i, iPO_i) . (15)
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It is important to stress that equations (3), (8), (9), (14), and (15)
musf be estimated in éequential order. First, ;he size equations (8) and
(9) are estimated and.the resulting equations are used to generate size es-
timates for the reference variables in the success ratio equations. In addi-
tion, the estimated gtandard errors of the size equatibns will be used in
the estimétion of the wells equation. Equations (14) and (15) for the
success ratios are estimated next, and the results are used to generate es—
timated success ratios. Finally, the wells equation cén'be estimated, using
estimated sizes, estimated success ratios, and the estimated ratio (85/82).
These equations;are estimated by pooling data from eighteen FPC produc-
tion districts over the years 1964 through 1972. No da£a>prior to 1964
was used to ensure that the estimation period included only thosé years
for which regulation was effective (i.e., for which éxcess demand existed
in reserves markets). Equations were estimated using thé-generalized
least squares procedure discussed above, except that the serial
correlation coefficient was assumed to be the same in all regions.14
The estimated versions of the five equations that determine new dis-
coveries of natural gas and oil are shown below, with t-statistics in paren-

theses. Note that these estimation results, and the associated statistics,

refer to the last stage of our generalized least squares procedure.

4Because these reserves equations.contain variables with lags up to three
years, only five years of data can actually be used in the estimation (nine
years are initially available, but three are lost because of lags and one
because of the autoregressive transformation). It was felt that region-by-
region estimates of p., based on five data points would have unacceptably large
variances. I



wlifb—-

Exploratory Wells:

WXT = 796.16 — 20.74DD1 + 294.12DD2 - 1.49DD3 + 234.29DD4
(6.01) (-0.03) (2.61) (-0.02) (0.53)
+ 0.00367[SZG*SRG(PG_ 1 1P6_,+PC_2)/3 + SZ0+SRO- ((PO_,+PO_,+PO_ )/3]
-2 -1 =2
(7.074)
- (2.o4x10'8 - 1.74x10 8Dnl)[szc -SRG2 ((PG_,+PG_ o +PC_, )/3)
(-2.49) (0.51)
2
% 22 22 2
5 *SZ0”+SRO”+ ((PO_,+PO_,+P0_5)/3)"] - 0.00204ATCM - 64.15INTA_,  (16)
R? = 0.81  F = 20.84 S.E. = 1.781  D.W. = 1,52
where15
02 2
_0 _ (S.E. of SZ0 regression)”/(Average value of WXG)
oé (S.E. of SZG regression)zl(Average value of WXO)
(5.46)% 1
= 7 " 7,38 - L.01
(3.52)

Size of Gas Discoveries (For Successful Gas Wells):

wxcl 1o (;ZEZG ) -0.0717 + 0.02687DD1 + 0.0638DD2 + 0.03825DD3
REG REF } (-1.21) (1.92) (1.53)  (0.0255)

+ 0.1146DEPG_; + 0.00285 ((PG_, + PG_, + PG_,)/3)

(1.60) Y (1.21) -1 =2
- 0.0241((P0_, + PO_, + BO_,)/3) a7
(-0.95)
R? = 0.95 F = 295.6 S.E. = 3.519 D.W. = 1.68

Estimated error variances are divided by average values of the number
of successful gas and oil wells to account for the heteroscedasticity
correction used in the estimation of the size equations.
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where

SZG = gize of gas discoveries in the reference period immediately pre-
REF
ceding the current period

= (SZ6_ + SZG_, + SZG_,)/3

1 2 _
WXG = index of number of successful gas wells completed in the refer-
REF . . .
ence period immediately preceding the current period
= (WXG

+ 2WKG_, + WKG_,)/40

-1 2

Size of 0il Discoveries (For Successful 0il Wells):

/..' \f‘
—=L— 10g SE0_} - _0.08228 + 0.02074DD1 + 0.00464DD2 + 0.00233DD3
REF  \“OREFf  (-1.10)  (1.22) (0.66) (0.37)
+ 0.02820DEPO_, - 0.00195((PG_, + PG_, + PG_,)/3)
(0.35) (-2.08)
+ 0.02932((P0_1 + Po_2 + P0_3)/3) (18)
(2.37)
R® = 0.84  F=55092  S.E.=5.46  D.W. = 1.68
where

SZOREF = size of o0il discoveries in the reference period immediately pre-
" ceding the current period

= (S20_, + SZ0_

1

2 ¥ 520_3)/3

WX0 = index of number of successful oil wells completed in the district
REF . .
in the reference period immediately preceding the current period

Fraction of Successful Gas Wells:

SRG . .
log 1f§§G = logly oo — |+ WXGp o [~0.04653 - 0.02706DD1 - 0.02502DD2
\ REF (-0.902)  (~2.60) (-1.88)

- 0.02891DD3 - 0.00312((PG_

+PG_
(-2.382) (-2.21)

[¥EG_,+PG_,)/3)

2

+0.04384((PO_) + PO_, + P0_,)/3)]  (19)
(2.14) |

R™ = 0.76 F = 55.59 S.E. = 4.32 D.W. = 1.61
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where

SRGp . = ((SRG_

RE + SRG_

1

SZG
, * SRG_))/3) =

SZGREF

Fraction of Successful 0il Wells:

SRO

SRO REF
log 775rg = 108 75ro. -+ WKOppp[0.05521 + 0.02815DD1 + 0.02571DD2 + 0.0133DD3
REF (0.98) (1.09) (0.73) (0.69)
+ 0.00208((PG_; + PG_, + PG_,)/3)
(0.80)
- 0.0378((Po_1 + PO_2 + P0_3)/3)] (20)
(-1.27)
R% = 0.43 F =2.88 S.E. = 3.7 D.W. = 1.48
where
SROppp = ((SRO_; + SRO_, + SR0_3)/3)-4?§1——
S20p gy

The estimated equations follow the theory fairly closely. Although
some of the explanatory variables are not statistically significant, the
signs of all the coefficients are consistent with our expectations. For
example, in equation (16) expected return appears with a positive coefficient
while expected risk, drilling costs, and the interest rate all appear with
negative coefficients as expected. The positive coefficients of the depletion
variable in the size equations are also correct, since this index decreases
in size as depletion ensues. Finally, in both the size equations and success
ratio equations the price coefficients for gas and oil prices appear with
opposite signs, as expected 1f there i1s directionality in oil and gas

drilling.
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These equations provide us with an important empirical result, namely
that as field prices of natural gas increase, additional drilling is done
on average on the extensive margin. The size of gas discoveries per
successful well increases (from equation (17)), while the success ratio
for gas wells decreases (from equation (19)), indicating that additional
drilling has been undertaken in regions with lower probabilities of success
but higher size of finds. Changes in the price of o0il also have resulted
in additional drilling directed on the whole towards tﬁe extensive margin,
generally with the size of oil discoveries increasing and the success
ratio for oil wells decreasing as oil prices increase.

The results also relate to the question of whether there has been
"directional drilling'". Increases in the price of gas seem to result in
an increase in the success ratio for oil wells, and a dec;ease in the size
of oil discoveries. This indicates that as gas becomes more profitable
relative to oil, producers shift to more extensive exploration for gas
and more intensive exploration for oil. This does not mean, however,
that oil discoveries go down; in fact they may increase since the total
amount of drilling activity is increasing. Finally, an increase in the
price of oil, while resulting in more oil discoveries, will also result
in some additional gas discoveries (both because the tbtal amount of drilling

has increased and because associated gas is found with the oil)

4,3.2. Estimated Equations for Extensions and Revisions

There is little economic explanation for extensions and revisions. We
expect extensions of both natural gas and oill to depend on lagged discoveries
and the number of exploratory wells drilled in the previous years. Equations
were estimated in linear form using these explanatory variables, as shown

below.
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Natural Gas Extensions:

XG = -38213 + 1.1307x10%DD1 + 1.9595x10%DD2 + 16080.9DD3 + 0.2942DG_, + 440.2WXT_,
(-0.34) (2.72) (6.18) (0.11)  (2.38) (2.17)
| (21)
R® = 0.44  F = 22.05 S.E. = 2.87x10°  D.W. = 1.84
011 Extensions:
X0 = 4096.0 + 1.7852x10°DD1 + 44092.7DD2 - 5192.7DD3 + 0.0924D0_, + 33.928WXT_,
(0.79) (10.31) (3.06) (-0.81) _ (0.93)  (2.86)
(22)
R® = 0.69 F = 50.80 S.E. = 1.9x10% D.W. = 1.90

Alternative forms for these equations were estimated to determine
whether the depletion variables and prices would offer any additionai ex-
planatory power. Alternative regression equations for extensions of
natural gas are shown in equation (23), which includes the depletion

variable and total reserves, and equation (24), which includes the gas price.

X6 = 1.85x10° + 2.15x10%0D1 + 2.16x10%0D2 + 1.69x10°DD3
(0.72) (2.40) (5.81) (0.91)
+ 0.315PG_, + 463.75WXT_, - 2.7x105DEPG_1 - 0.015YG_, (23)
(2.64) (2.41) (-0.74) (-1.25)
2 5
R® = 0.45 F = 18.2 S.E. = 2.73x10 D.W. = 1.85
X6 = 2.02x10° + 1.18x10%0D1 + 1.92x10%D2 - 6412.00D3
(0.64) (2.94) (5.76) (-0.04)
+0.289DG_, + 409.OWKT_, - 1.04x10°DEPG_, - 8490.0PC_, (24)
R = 0.46  F =17.5  S.E. = 2.8x10°  D.W. = 1.82
Tﬁe reserves, the depletion'variable, and the price variable are

statistically insignificant and appear with the wrong signs.
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Alternative regressions for extensions of o0il reserves are shown in

equations (25) and (26),

X0 = -15853.0 + 1.56x10°DD1 + 2989.6DD2 - 3593.9DD3
(-1.24) (8.58) (0.14) (-0.65)
+0.105D0_, + 30.52WKT_; + 21447.0DEPO_, + 0.0065Y0_, (25)
(1.02) (2.89) (1.31) (2.44)
2 4
R = 0.76 F = 51.4 S.E. = 1.88x10 D.W. = 1.81
X0 = 33743.0 + 1.85x10°DD1 + 45438.0DD2 — 2908.3DD3
(1.38)  (10.78) (3.45) (-0.48)
+0.098D0_, + 26.72WXT_; + 8065.0DEPO_, - 10748.0P0_, (26)
(0.95) (2.30) (0.49) (-1.68)
2 4
R® = 0.74 F = 44.8 S.E. = 1.9x10 D.W. = 1.84

Here again the price variable appears with the wrong sign, and the de~
pletion variable is insignificant.

Revisions of natural gas and oil reserves tend to defy
economic reasoning as well. We expected that explanatory variables would
include past year—end reserves, changes in production, and the depletion
index. When we actually estimated these equations, we found that all of
the variables did offer some explanatory power in the oil equation, but
changes in productionwere not significant in the gas equatibn. The fiﬁal

regression equations, again estimated in linear form, are shown below.

Revisions of Natural Gas Reserves:

RG =-71295 + 0.02007YG . + 0.3142A(QG_

9 ) + 930610DERG_, (27)
(-2.42)  (3.21) (0.52) (2.07)

2 5

R =0.14 F=17.3 S.E. = 5x10 D.W. = 1.98

Revisions of 0il Reserves:

RO =-13345 + 0.0483Y0 (28)

_y *+ 3.501A(Q0_,) + 188210DEPO_
(-2.38)  (5.80)

(2.92) (2.33) 1

1

R% = 0.56 F = 28.3 S.E. = 1.02x10° D.W. = 1.75
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Note that the equation for revisions of natural gas reserves has a
rather poor statistical fit, with an R2 of 0.14 and a standard error
that is about five times the mean value of the dependent variable. We
were unable to obtain a regression equation any better than (27), and
we must simply recognize that natural gas revisions are 1ike1y to pro-

vide a large amount of noise in simulation.

4.4, Estimated Equations for Production of Gas

The structural equations for gas production depend on specification
of the marginal costs of developing existing reserves, which in turn
depend on the particular functional form that one chooses to represent
development investment. Uéing different development investment functions,
we arrived at alternative estimating equations for gas production that would
apply under marginal cost pricing, as in equations (35), (36), and (41) in
Section 3.3. We derived other alternative structural equations, as given
by (43), (44), and (45),that would apply for deviations from marginal cost
pricing resulting from non-competitive market structures,

In estimation we have been faced with the problems of choosing among
the equation forms, deciding whether or-not to include the "competition"
- variable that accounts for deviations from m#rginal cost pricing, and selecting
a set of regional breakdowns most appropriate for the estimations. All six
equations (i.e., the three alternative equation forms, egch'with and without
the competition Qariable) were estimated over different regional breakdowns,
Price elasticities were calculated, and the equations were simulated historidally
to determine how well they tracked past data. The results indicated
that equation (36) would provide the best fit, both in estimation and
simulation, and that the competition variable should not be included, indi-

cating that! marginal cost pricing would apply.
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Before discussing regional breakdowns, let us consider the regression
results for alternative equation forms with and without'the competition
variable. A representative set of alternativé regressions is shown in
Table 4.1. As can be seen in that table, the competition variable is
statistically insignificant, except in equation (D)3 but at the same time
the reserve variable appears with an incorrect sign in this regression so
that it is unacceptable. ﬁquation (35) from Section 3.3 is represented by
regression C, and again the reserve variable appears wifh the wrong sign.
Equation (41) is represented by regression A, but the estimated discount
rate in that regression is negative (it should ha§e a value close to 0.1).

Regressions E through K are all based on equation (36), i.e., on

Q= % + a, log PW + o

1 YG_

27 -1

They differ from each other in that different additive.énd>mu1tiplicative
dummy variables are used as a means of ascertaining the appropriate regional
breakdown.16 Estimations using alternative regional breakdowns gave equally
statistically significant results in most cases, and the choice of one
regional breakdown over another was based more on whether the equations
tracked the historic data closely in all production districts.

When the equation was estimated for the entire Un;ted States, ekcluding
Louisiana South, the general fit was acceptable, but in simulation of historical
production the equation failed to reproduce behavior accurately in the Permian
region. The equation was estimated again using alternative dummy variable
specifications (regressions H, I, and J), but again the reéults failed to track
production behavior realistically in particular districts. The problem here is

that districts which are fairly homogeneous in their production behavior tend to

l6A highly significant dummy variable for a region or group of regions that

accounts for a sizable part of the explained variance in an equation is
indicative that the region(s) might be included in a separate equation.
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fall in regional groups, but production behavior is quite different between
groupsé;so much so that the heterogeneities cannot be captured with only
a few dummy variables.

As a result,'production out of reserves equations have been estimated

separately for four different regions in the country. The regional
breakdown is as follows:
1. Permian (New Mexico South, Texas 7C, 8, 8A)
2. Gulf Coast and Mid-Continent (Kansas, LouisianavSouth onshore,
Oklahoma, Texas 1, 2, 3, 4, 10)
3. Other Continental (Colorado plus Utah, Louisiana North, Missouri,
Mississippi, New Mexico North, Pennsylvania, Texas 6, Texas 9,
West Virginia plus Kentucky, Wyoming)
4, Louisiana South offshore
Regression results for the three continental production regions are shown
below (the production equation for offshore Louisiana is discussed in the
next section, where we examine the empirical results for fhe entire offshore
"submodel"). The equations for Gulf Coast - Mid-Continent and Other Continen-
tal were estimated using the generalized least squares procedure, and the
estimated regional serial correlation coefficients and error term standard devia-

tions are shown. Prices have been roughly the same in the four districts
comprising the Permian Region, so that these districts were aggregated
and a simplé.time series regression was run for the Permian Region. The
equation was estimated, however, using a second-order serial correlation
correction, and the two estimated serial correlation coefficients are

shown.17

17 '
The second~order correction assumes that the error terms are of the form

%
€56 T P18y, e-1 T P8y e T & e -



Permian:
QG =

(-2.35)
R% = 0.925

6447700, + 1856700.

(1.67)
F=67.7
6. = 0.990

1

=154~

log (PW) + 0.1226 YG

(5.24) 2

5

S.E. = 1.42x10 D.W.(0) = 1.98

" LHS MEAN = 1.73x10°

02 = -0,822

Gulf Coast and Mid-Continent:

QG = -169420. + 5881360.LX + 340752. 1log (PW) + 0.02638YGt_l
(-0.352) (6.95) (2.00) (6.78)
R2 = 0.906 F =193.7 S.E. = 0.727 D.W.(7) = 0.90
LHS MEAN = 2.655
0. .
-1 1
KA 0.6402 111834,
LX 0.9270 237533.
OK 0.8175 149732.
Tl 0.9319 93124.
T2 0.9900 89984.
T3 0.8359 117108.
T4 0.6161 81681.
TO 0.7126 88510.
Remaining Continental Production:
QG = -9424.0 + 23034 log (PW) + 0.05999YGt_l
(-0.22) (1.65) (29.23)
R2 = 0.968 F = 1174.2 S.E. = 0.785 D.W.(9) = 1.00

LHS MEAN = 5.21

(29)

(30)

(31)
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o 2
COUT 0.3932 43182.4
LN 0.7749 52688. 1
MO 0.9900 13369.8
MS 0.5279 | 14590.5
NN 0.6943 31432.6
PA 0.6970 C 26713.4
6 0.2684 23185.6
T9 ~0.0365 | 24564. 4
WK 0.3580 18731.3
WY 0.7456 25310.

These equations are all quite significant. Although they seem in general
to provide no better statistical fit than the alternative fbrms E through
K in Table 4.1, they do perform considerably better in a simulation context,
and ére able to reproduce production behavior in virtually every production

district in the country.18

18Note that the average field price PW is based on a "roll-in" of changing
contract prices, and thus is explained by last year's average wellhead price,
the new contract price (PG), and production (QG). The average wellhead price
is defined as follows: '

Average wellhead price = (new contract price x new production
+ average wellhead price on old contracts x production on old
contracts)/total production

New Production = (this year's production - last year's production)
+ last year's production x depletion rate

If one assumes that the average wellhead price on old contracts equals last
year's average wellhead price, then one obtains an estimate of the depletion
rate (d) from the following equation (estimated over 18 FPC production
districts from 1967 to 1971):

= . - - .1557)QG + PW - QG « (1 - .1557)1/QG
R2 = ,967 S.E. = 0.707 F = 2667

This equation is the basis for calculating rolled-in prices in all onshore
regions.
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4.5, Egtimated Equations for Offshore Reserves and Production

All of the equations in the offshore model are estimafed using pure
time~series data, since there is only one district involved. Because a
longer time series is available for each variable (the 15 years 1958 through
1972) than is the case onshore, and because significant autocorrelation is
expected in the estimated residuals, a second-order serial correlation correc-
tion 1s used as opposed to the first-order correction used in other parts‘of

the natural gas model. The error term is assumed to be of the form:

*
€ T P11 T P2fe-2 T e
where e: is the uncorrelated term.

In equations where right hand side variables are predetermined, a simple
search procedure can be used to choose Py and Py to minimize the sum of
squared residuals of the regression.l9 In equations where unlagged endo-
genous variables appear on the right-hand side, a two-stage least squares
procedure must be combined with the second-order serial correlation correc-
tion. This is done using a procedure suggested by Fair, and it accounts f&r
simultaneous equation bilas as well as serial correlatibn bias.zo

The available data for wildcat wells (WWT) aggregateé those drilled for
oil and for gas, so that the number of wells drilled should be responsive
to changes in both the price of oil and the price of gas. It was not possible,
however, to eétimate a wells equation with both oil and gas.prices as independent
variables because these prices are highly collinear. Thus two gas-oil

price indices are constructed, one each for the wells and discoveries equations,

lgThis is a modification of the Hildreth-Lu procedure.

20See R.C. Fair, [27].
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and these are used in place of the two prices that would otherwise appear.
The price index for the wells equation is constructed by first estimating
that equation including the price of gas and excluding the price of oil.
Next, the equation is re~estimated including the price of oil but excluding
the price of gas. The coefficients of the oil and gas price terms are then
used as weights in the price index. The price index for the discoveries
equation is similarly calculated. 2}

The estimation results for the wells equation are shown below (with
t-statistics in parentheses). The first two regressions are used only to
generate the coefficients for the price index. The third regression, equa-
tion(34),18 used to explain well driiling in the offshore model. The
estimated values of the two serial correlation coefficients p1 and p2 are'.

also shown.

WWT_ = -2550.6 + 164.5 LOG(ACT_ + ACT_,)/2 + 1210.0 PG _ = (32)
WWT = -2522.2 + 156.7 LOG(ACT _ + ACT __,)/2 + 106.4 Pwo__, (33)
(-9.0) (9.5) - (2.3)
WWT_ = -4333.4 + 162.8 LOG(ACT_+ ACT __,)/2
(-6.9)  (9.9)
+323.0 10G(1210.0 PG, + 106.4 PWO__,) (34)
(3.5) -
R? = .944 S.E. = 23.0 F(2/12) = 101.0
by = 0.737 p, = -0.996  LHS Mean = 134.6

All of the coefficients of 'equation (34)are statistically significant and

have the expected signs.

For a more detailed discussion of the statistical problems involved in es-~

timating these equations, as well as the other equations of the offshore model,
see P.N. Sussman [83].
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The estimation results for new discoveries per well are shown below,
and again the first two regressions are used to create the price index
for the final equation. Note that in this equation pfice variables include
the new contract price of gas and the ratio of the gas price to the oil
price. The price index thus applies to these two variables, and will differ

from the price index used in the wells equation.

DG _/WWT = 5694.0 - 2161.3 LOG(CWWT __,) + 68967 PG (35)
(1.3) (-3.5) (3.4)

DG, /wwr, = -1822 - 2028.8 LOG(CWWT _,) + 3.2x10° PG /ewo_ (36)
(-0.33) (-3.6) (3.8)

DG _/wwr = 2.0x10° - 2092.1 LOG (CWWT _, )
+ 20895.7 LOG(68967 PG, + 3.2x10° PG, /PWO,) (37)

(3.8)
R® = .813  S.E. = 3.63x10°  F(2/11) = 23.9  D.W. = 2.66
p, =-0.029 o, ==-1.00 LHS Mean = 7.63x10°

All of the coefficients in equation (37), the final regression, are
statistically significant. The positive coefficient on the price index in
this equation describes the extensive mode in which drillers operate. The
coefficients of the components of the price index indicate that an increase
in the price of o0il relative to the price of gas leads to more wildcats
drilled for oil and less gas discoveries per wildcat drilled.22

Extensions and revisions of gas reserves are explained by a simple linear

relationship, with the explanatory variables the number of field wells

drilled (FWT) and the number of producing acres (ACP) in the previous year:
' 6

XRG = -1.66x10° + 4515.9 FWI_ + 0.405 ACP__, _ (38)
(-5.1) (7.5) (2.5)

RZ = .942 S.E. = 5.0x10° F(2/12) = 96.7 D.W. = 2.19

61 = -0.625 62 = -0.557 LHS Mean = 1.80x10°

22For a discussion of oil and gas directionality see Khazzoom, J.D. [43].
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The equation describing field wells is a linear relationship between
that variable and the number of offshore drilling rigs DRO and the long-term
interest rate INT:

FWT, = 113.6 + 8.3 DRO, - 21.0 INT, (39)
(1.2) (7.0) (-1.5) ‘

RSQ.

°1

.821 SER = 72.2 F(2/12) = 31.8 ~D.W. =1.87

0.073

P, = -0.140 LHS Mean = 623.0

Here, field wells include all offshore wells except wildcat wells,
i.e., they include dévelopment wells and exploratory extension wells.
The coefficient on the drilling rig term (8.3) is consistent with empirical

estimates of the average number of rig-days it takes to drill an offshore

well (35-40).%3

Production of gas out of reserves (QG) is explained by the average well-
head price of gas (PWG) and total reserves (YT).24 The functional form is
the same as that for onshore, except that the reserve term contains a three-

year lag (as explained in Section 3.4, we could expect this longer lag off-

shore). ‘
oG, = 3.4x10° + 2.3x10° LOG(PWG,) + 0.116 YT, _, | (40)
(4.5) (5.1) (32.2)
R% = .992  S.E. = 9.0x10*  F(2/11) = 727.9  D.W. = 2.34
LHS Mean = 1.36x106
.23See Adelman, M.A. and Baughman, M.-[l].

24The roll-in mechanism that determines the average wellhead price PWG is
based on a different depreciation rate offshore than onshore. Because
offshore development has been more recent, only a small percentage of con-.

tracts have expired in the past. Our estimated roll-in equation (based on
data over 1956-~1973) is:

PWG_ = [PT_ - (QG_ - (1 - .0207)QG__.) + PWG__. * QG __. * (1 - .0207)1/QG
t t t ©.70) °© 1 t-1 t-1 (0. 70) t

R = .945  S.E. = .009  F = 292.3

The estimated depreciation rate is incremented by .005 each year after 1973
for forecast purposes to account for future expiration of old contracts.
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The estimated equation fits the data well, and has a standard error that is
léss than 8 percent of the mean value of the dependént variable.

~ Next, forfeited acreage (ACRD) is explained by the amount of acreage
leased (ACR) five years previously and an average of thé acreage under super-"

vision (ACT) five and six years previously:

ACRD_ = -1.26x10° + 0.5 ACR__. + .1 ((ACT, . + ACT__)/2)  (41)
(-2.3) 4.7) 4.7)

R = .853  S.E. = 1.3x10°  F(2/10) = 29.1  D.W. = 1.90

p; = -0.985 5, = -0.11l  LHS Mean = 2.24x10°

Finally, new producing acreage (ACPN) is explained by the amount of
non-producing acreage (ACN) one and two years previOust, the amount of
new discoveries (DG) in the previous year, and the cumulative number of

acres leased (CACR) since 1954:

ACPN_ = 27923 + 0.02ACN__, + .28DG__. (ACN__./CACR ) (42)
t @8 (1.9 % (4t =1 "¢

R? = .92 S.E. = 3.2x10% F(2/10) = 56.6  D.W. =-1.83

B, = -0.006 5, = ~0.850 LHS Mean = 1.22x10°

As indicated in equation (42), an increase in non-producing acreage under
supervision in the previous two years and in new discoveries in the pre-
vious year resulﬁ in additions to producing acreage. This relation-
ship is subject to a geological constraint which is représented by the cumula-
tive acres variable. As more and more acreage is 1eased,vdiscoveries are
found increasingly on lands that are already ﬁroductive and decreasingly on

previously non-productive lands.

Total acreage (ACT), which is an explanatory variable in the wells
_equation, and producing acreage (ACP), which is an explanatory variable in the
extensions and revisions equation, are now determined through identities.

The annual increase in total acreage is simply equal to acreage leased (an
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exogenous policy variable) minus forfeited acreage. The annual increase in
producing acreage is equal to new producing acreage minus forfeited producing

acreage (which in turn is 20% of all forfeited acreage).

A.6. Estimated Eyuativns fof Pipeline Firive Matkup
Economic and regulatory conditions lead us to expect the pipeline price
markup to wholesale buyers to depend on mileage, volumetric capacity of the
pipeline, an interest rate, average annual sales, and the.Herfindahl index.25
Generalized least squarés regressions for this structural relationship have
been run on a sample over the time span 1963 to 1971 with 40 cross-.sections,
comprising a total of 360 observations. The dependent variable in all cases
is the level of the price markup in cents per Mcf. Independent variables
are mileage, capacity, sales, the Herfindahl Index, and the interest rate.
Dummy variables on some states were necessary to expl&in gross variations in
the mérkups of similar states that resulted from heterogeneities between states.
Regression results for the equation used in the model are shown
below, with t-statistics in parentheses, together with the estimated

serial correlation coefficients (pj) and the estimated error staﬁdard

deviations (oj) used in the GLS procedure:

MARKUP = 9.528 + 0.00773M - 3.306x10-4v + 1.109INTA_, + 8.363NV + 7.394UT
(14.43) (17.15) (-14.93) (10.9) (13.0) (4.61)
- 9.64CA + 7.3840H - 6.365WY + 4.013WV - 5.475C0 - 3.153IL
(-9.28) (5.80) (-8.34)  (4.79) (=7.05) (=7.27)
+ 5.476WI - 3.932FL ‘ (43)
2

R™ = 0.960 F = 571.9 S.E. = 0.516 D.W.(0) =197

2'51‘1any of the series for these variables were not directly available, and
had to be constructed from primary data (e.g., FPC forms) or computed from
other data series. Sources and methods of computation of data are shown in
Section 4.2. above.
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~ Region Ei zi
AL 0.529 3.977
AZ 0.582 2.984
AR 0.595 2.529
CA 0.437 3.162
co 0.199 3.174
MD 0.433 4.509
FL 0.347 4.404
GA 0.570 5.125
1D 0.551 3.107
IL . -0.029 2.092
IN 0.836 2.084
10 0.650 1.605
kS -0.280 1.767
KY 0.556 2.768
LA 0.554 2.682
MI 0.403 1.182
MN 0.376 2.515
MS 0.554 2.138
MO -0.317 2.317
NB -0.547 3.814
NV 0.263 2.439
NE 0.873 5.207
NJ 0.623 2.705
NM 0.202 2.870
NY 0.498 3.128
NC 0.659 1.781
OH 0.332 4.520
OK 0.406 1.641
OR 0.979 2.785
PA 0.593 4.095
SC 0.751 4.030
SD -0.137 3.213
TN 0.495 3.739
TX 0.671 1.854
UT 0.217 6.744
VA 0.454 4.076
WA 0.949 2.275
WV -0.428 6.413
WI 0.586 2.003
WY 0.274 2.661

A number of alternative estimations were also performed, and they
are shown in Table 4.3, As can be seen from that table (as well as in
the fi;al regression) the strongest variable 1s the mileage series,
which in nearly every regression has a coefficient close to .0l and ;
t-statistic of About 20. Assuming effective regulation, so that markups

'

reflect only costs, this indicates an average total cost of roughly

one cent per Mcf per hundred miles. The capacity, sales, and interest
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'variables are also strong in general, with t—statistics in the range of
4 to 10. The Herfindahl Index is the weakest variable in the model, and
is usually statistiéa}ly insignificant or appears with the wrong sign.

A preliminary hiurorlcal>aimu1utiun of the estimated equat fon
without dummy variables showed tﬁat in several‘states fhe markup ﬁ;s
severely under-or over-estimated. This variance was not correlated with
geography. In the Carolinas, for example, wholesale priées seemed to be
about 5¢ lower Ehan in the neighboring states, while in Ohio the& were
about 5¢ highef. These variationé could be the result of different tax
structures in the two states of whicﬁ we are not aware, or of degrees of

'éompetition not correlated with the Herfindahl Index, In any case, dummy

variables are used for those states which show large initial simulation errors,

Also, the final equa#ion chosen for the model did not contain a sales
term, because the "sales" variable includéa interstate s#les only. Since
there is no way to separate interétate and intrastate sa1e§ in the demand
equations of the model, a markup equation that included inferstatg sales

only could not be simulated directly, so that this term had to be excluded.

All of the explanatory variables and dummy variables in the final regression

are statistically significant, and the equation simulates the historic data

quite closely.
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4.7. Estimated Equations for Wholesale Demand for Natural Gas

The structural equations for wholesale demands for gas, whether

residential or industrial, explain the level of "new" demand, 6Q, defined as

8Qp = 8Q, +rq_, (44)

with r as a depreclation rate for gas-burning appliances. The gas wholesale

demand equations, then, are of the form:

8Q = f(PGW, POIL, YY, &YY, 6NN, ...) (45)

so that the level of new demand is related to the wholésale gas price,
the price of competing fuels (such as o0il), and ”érowth" variables such
as income, population, etc.

Before this equation can be estimated, a value must be determined for

26

the depreciation rate r. An equation of the form:

a. + a PGWt + a

Qt 0 1

2POILt + aBYYt-l + ath_l (46)

is estimated so as to provide the value of r equal to (1 - a4). After a series

26Balestra [8] distinguishes between two depreciations rates, one for gas
appliances and the other for alternative fuel-burning appliances, since
lifetime for appliances using alternative fuels differ. He estimates these
two depreciation rates with an equation of the form:
Qt = ao + alPGWt + aZANNt + a3NNt_1 + anYYt + aSYYt__l + 86Qt—1
so that depreciation rate for gas appliances is given by (1 - a,). (His
results, however, gave an estimated value of ag that was always greater
than one, which cannot be justified theoretically.) The alternative fuels
depreciation rate can be obtained from this equation as either the ratio
agz/ay or as/a4. Thus, the equation 1is overidentified, so that the deprec-
iation rate can be obtained only by estimating it subject to the constraint
of aj/ay = ag/a;. (The resulting estimation problem is nonlinear, but
Balestra uses an iterative method suggested by Houthakker and Taylor [36]
to obtain an estimated depreciation rate equal to 0.11, a number which
seems somewhat high.) Our initial attempts to follow Belestra's approach
failed to provide meaningful estimates of two separate depreciation rates.
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of trials, we obtained a value of the depreciation rate equal to 0.07;
This value is used here for both industrial and for residential/commercial

demand in all parts of the country.

An earlier'vefsion of this econometric model’’ divided natural gas
demand into three major categofies, sales for resale, mainline sales, and
intrastate sales, and then further subdivided sales for iesale into residen-
tial/commercial demand and industrisl demand. (The distinction between
residential /commercial demand and industrial demand was not necessary for
the other two major demand categories since mainllne sales
and intrastate sales are largely industrial.) After impnoving
-and extending onr data base on wholesale eonsumption and prices, an attempt
was made to estimate a new set of demann equations using this same break-
down. Representative estimationjresults ior different fegions of the
country are shown in Table 4. %.

- As can be seen, some of the iegressions fo; sales fur resale demand
show credible results, but the nainline andiintrastate demand equations
are extremely poor, often producing negative Rz's.28 Ginen-these resuits,
an alternative breakdown was made, based on the presumpﬁidn that sales
for resale industrial demand, mainline demand, and intrastate demand have

‘roughly the same economic determinants, and that dividing industrial demand

27'See P.W. MacAvoy and R.S. Pindyck, "Alternative Regulatory Policies for
Dealing with the Natural Gas Shortage', Bell Journal of Economics and
Management Science, Autumn, 1973. The equations described in this article
were estimated by two-stage least squares, however, and therefore are not
directly comparable with the regression results presented in this section,
where a generalized least squares procedure was used.

281t is‘possible to obtain a value of R2 less than zero'using our generalized
least squares estimation procedure. See Section 4.1 for a deta’led descrip-
tion of that procedure. S
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up into these three categories was simply adding noise to the data through
the process of disaggregati_on.29 Industrial demand was aggregated from these
three groups, so that further estimation was done on only industrial and resi-

dential/commercial sectors.

The two demand equations (one for residential/commercial demand, and
the second for industrial demand) are estimated for each of the five wholesale
regions of the country. Thé regression period was first chosen to be 1963
to 1971 for both the industrial and residential/commercial sectors, as this
covered the period for which our data were most complete. In those regressions,
price terms are.unlagged in industrial equations under the assumption that
industrial consumers can rapidly convert new demand to alternative energy
sources, while price variables in the residential/commercial demand equations
contain a one~year lag. Dummy variables are used selectively; in the North
Central region, for example, dummy variables are used for states such as:
I1linois, Iowa and Wisconsin since these states use natural gas to generate
electricity whichlis transported to neighboring states for final consumption.

The results for these regressions are shown in Table 4.5.

Simulations of the regression equations in Table 4.5 indicated
thgt industrial demand was being uﬁder—preﬁicted_in the years 1971 and
1972. The reaéon for this appeared to be.that the equations were es-
timated using observations over the time in which there were curtail-
ments of service to 1ﬁdustry (after 1970) 80 that the indusfrial de-
mand equations were re-estimated using only data from 1963 to 1969. The
residential /commercial demand equations were also re-estimated, again over
the period 1963 to 1971, but using alt~ranative gréwth variables in an

attempt to improve their simulation performance. All of these equations

29 - :
The division of sales for resale demand into industrial and residential/

commercial sales was based on a ratio derived from Bureau .of Mines consump-—
tion data. : :
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were estimateq using the generalized least squares prpcedure described in
Section 4.1, except that a single value for the serial correlation coef-
ficient p was used for all districts, since,thére was almost no variation
in this parameter from state to state. The final wholesale demand equations
used in the model are shown below, with t?statistics in parentheses, and
estimated values for the serial correlation coefficient and error term

standard deviations for each state. -

Residential and Commercial Demand for Gas:

Northeast:
STRCS = 13485 - 719.67PGW_; + 1343.1PFOIL_, + 42.856NN  (47)
(0.89)  (-3.54) (1.36) (8.77)
R? = 0.610 F = 31.8 S.E. = 0.762 LHS Mean = 1.86
”»n .
p = 0.2536
A
g
.-i .
MD 2929. 8~ OH 33490.3
NE 8934.3 PA 31997.6
N 6212.1. VA 3307.9:
NY 18111.2 W 10328.3 -

North Central:

+ 60.306NN + 38998IL

STRCS = 27968 - 1702.4PGW_ + 90442PALT
(1.94)  (-3.25) (3.27) (6.57)  (3.48)
+ 8832.0I0 + 10505WI ' (48)
(2.69) (2.55) |
R2 = 0.409  F =7.507  S.E. = 0.690 LHS Mean = 1.49

p = 0.0122
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"%

=+ |
IL 38464.0 . MO 15947.9
IN 5551.4.- NB 86450
10 12318.4 SD 66950
MI - 28207.2 WI 8913.0
MN 17284.5

Southeast:
STRCS = 11642  ~ 790.4PGW_, + 1918.6PFOIL + 1.2408YY ~ 5469.7FL
(0.74)  (-1.81) (1.80) (1.03)  (-2.06)
+ 7272.6GA + 7961.8KY - 4077.9SC - (49)
(3.21) (2.74) (-2.51)
R = 0.394  F =4.46  S.E. = 0.649  LHS Mean = 1.10
o = -0.1116
3

-—i ' .
AL 8695 8: NC 6855.3
FL 75282 sc 3967.1
GA 7655 8. TN 8880.5
KY 9737.8;

South Central:

STRCS = 42648 - 2355.0PGW_, + 2912.0PFOTI,_

- (50)
(1.23)  (-3.48) 1 (1.04) 1
R = 0.158 F=4.23  S.E.=0.819  LHS Mean = 0.713
o = -0.1662
o,
°i |
AR 12435.0 MS 3942.9:
s 15894.0 oK 58741.0

LA . 23897.1 = 39922.6 -
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West:

STRCS = 5804.0 - 313.8PGW_, + 593.4PFOIL_, + 21.306NN
(1.47)  (-6.51) (2.13) (7.97)
+ 45642 CA + 3077.0NV (51)
(6.17) (4.36)
R? = 0.565 F = 19.22 S.E. = 0.709 LHS Mean 2.03
0 = -0.7374
o
AZ 10367.9 NM 13050.3
CA 42064.9 OR 2664.9
co 13393.7 uT 3188.8
ID 1460.7 WA - 5378.1
NV 2017.6 WY 6574.7
Industrial Demand for Gas:
Northeast:
STINS = 25092 - 589.2PGW + 25519PALT + 6.534CAP_,
(3.32) (-3.20) (1.37) (1.85)
+ 35061 OH + 23378 PA (52)
(6.16) (3.16)
R? = 0.570 F=11.1 S.E. = 0.467 LHS Mean = 1.068
o = =0.0337
g,
-1
MD 5475.8 OH 22493.6
NE 9246.5 PA 35184.0
NJ 17745.9 VA 13234.4

NY 31235.3 wv 8328.1
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North Central:

STINS = 11099 - 937.0PGW + 64174 PALT + 2.818VAM
(0.629)  (-1.42) (1.23) (6.85)
+ 11243 IL = 5938.0IN + 1183.0I0 + 86840MN + 9456.0WT
(0.77) (-1.10) (3.14) (1.69) (1.99)
R? = 0.760 F=17.8 S.E. = 0.461 LHS Mean = 1.01
p = 0.1335
o
3
L. 60259.8 MO 29891.1
IN 12732.6 NB 13584.6
10 14344 . 4 SD 2622.1.
MI 28859.2 WI 6527.3
MN 22337.1
Southeast:
STINS = 65234 - 2145.0PGW + 97293 PALT + 14.37CAP_,
(4.53) (~4.70) (5.45) (2.51)
- 1668INC - 17735SC
(~9.28) (~5.96)
R? = 0.897 F = 62.5 S.E. = 0.460  LHS Mean = 1.88
p = =0.0923
ag.
d
AR 31824.3 MS 37416. 0
XS 20615.0 0K 86610.7

LA 103832.0 X 218593. 0

(53)

(54)
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South Central:

STINS = 73360 - 5642.0PGW + 191595 POIL + 158.7CAP_, + 56895 LA (55)
(1.52)  (-2.85) (2.16) (5.51) (3.08)
R% = 0.649 F=14.3 S.E. = 0.507 LHS Mean = 1.46
o = -0.3645
o
' MS 37416. 7
AR 31824.3
OK 86610.0
KS 20615.0 |
X 218593.0
LA 103832.0
West:

6TINS = 9361.0 - 465.4PGW + 51805 PCOAL ++ 16.99CAP_1 + 108575 CA (5¢)

(4.00)  (~4.22) (3.76) (3.21) (8.08)

R? = 0.513 F = 14.5 S.E. = 0.459 LHS Mean = 1.03
p = -0.7624

a.

3
AZ 27791.8 NM 19329. 0
CA 110948.0 OR 9381. &
co 22064.2 UT 16370. 0
1D 3096.6 WA 32284. 0

NV 5956.9 WY 16162.4
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. There is still another demand category which must be accounted for,
and that is lease and plant fuél demand. This consists of demand for gas
as an energy sdurcé for extraéting and pressurizing gas at the field site.
Since there is usually no alternative energy source as easily accessible
at the site as the gas itself, the demand for plant gas is largely a
function of the total quantity of gas prodﬁced. We esﬁimated this demand
equation by poéliﬁg data over the years 1968 to 1972 for all gas
producing states, and using a dummy variable for the state of Texas to
account for the fact that that stafe has a larger fraétion of older fields,
which probably require.more extraction fuel in their Qperations; The

resulting equation is shown below.

Demand for Gas as Field Extraction Fuel:

FS = 1525.0 + 0.0434QG + 0.04993TX+QG ' (57)
(1.99)  (15.14)  (8.18)
"R =0.847 F=135.9  S.E. = 0.538  LHS Mean = 1.40
6 = 0.8390
9

AR 3869.2 OH 1594.7

cA 17666.4 0K 16484.2

co - 857.4 PA 543.4

RS  5787.2 X 30703.1

LA 27128.5 uT 1909.4

MS 4085.7 WY 1932.7

NM 3267.4
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4.8. Estimated Equations for Wholesale 0il Demand

0il demand is modeled in the residentiai/commercial and industrial
sectors where it can be used as a substitute for natural gas. Within the
residential/commercial market, No. 2 distillate home heating oil is the
major competitor with natural gas, while in the industrial market, No. 6
residual fuel oil‘is the major oil product in use. 1In formulating and
estimating the oil demand equations, care was taken to make them compatible
with the equations for gas demand, so that structural equations tested were

of the form:

§Q0

. = £(PO__., PG ., 8YY, 6NN,...) (58)

with 8Q0, = AQO_ + rQO0, (59)

Here, new demand for oil is modeled as a function of own price, PO, in the
previous period, the price of natural gas, PG, or some other substitute,
lagged one period, and the other explanatory variable (income, etc,) which explain
growth in market size. The parameter r is the depreciation rate discussed
in the last section.

The lags on prices are assigned a priori significance under the assump-
tion that changes in the wholesale prices of oil and gas do not immediately

affect the quantity of oil and gas demanded. The growth term can be

.one of several variables depending on the market being modeled, although
income has been found to be the best general variable for market size.
Other variables for growth are also used, such as value added in manufact-

uring, VAM, for industrial equations.
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Equations of the form shown in (58) were tested over the time period
1964 to 1970 usingvdata for forty states or groups of states in the Conti;
nental U.S.30 The aggregation is the same as that ﬁsed for natural gas
demand, except that the South East, South Central and Wést regions are
combined to form one "South“ region (because only a small proportion of
total fuel oil consumption occurs in these three regions). The consuming
region bréakdowns are shown in Table 4.6. (For a complete list of variable

definitions, as well as data sources, see Section 4,2.)

Table 4.6

Regional Breakdown for 0il Demand Equations

1. North East Maryland + Delaware, New England, New Jersey, New York, ;
Ohio, Pennsylvania, West Virginia, Virginia :

2. North Central I1linois, Indiana, Iowa, Michigan, Miﬁnesota, Missouri, '
Nebraska, South Dakota, Wisconsin

3. "South" Kentucky, Alabama, Florida, Georgia, North Carolina,
South Carolina, Tennessee, Arkansas, Kansas, Louislana
Mississippi, Oklahoma, Texas, Arizona, California,
Colorado, Idaho, Nevada, New Mexlco, Oregon, Utah,
Washington, Wyoming ' :

Before the actual demand equations can be estimated it is necessary to

select a value for the depreciation rate parameter r =~ as in the case of wholesale gas

demand, In this instance the parametex r yas estimated from Q0_ = (1-r)Q0 |+ ko
‘ t t- t

30

For example, the six New England states are combined Into one district.



-178.

where QOt is quantity of o0il consumed in period t, and AOt is the total

stock of oil-burning equipment in place in period t. Pooling all 40

consumption districts together, the regression resulted in t = 0.1039

(with t = 2.96 and R2 = ,996), éo that a value of 0.1 fbr r is used in

all equations. |
Final equations for residential/commercial demand in each of the

three regions are shown below, with t-statistics in parentheses. The

estimated serial correlation coefficients (pj) and error term standard

deviations (Oj) that were used in the generalized least squares estimations

are also snown.

Northeast
8Q0.2 = -5829.8 + 237.2PGW_1 - 364,3PFOIL_l + 0.53728YY
(~-0.6843) (1.90) (=1.13) (8.64)
-375,3TDUM(1970) + 3969.9NEW + 2497.1NJ
(-0.83) (2.06) (8.52)
2
R™ = 0.88 F = 48.4 S.E. = 0.52 LHS Mean = 1.91
State °y %
MD 0.1798 1666.7
NE -0.7295 5660.2
NJ -0.3180 1352.6
NY 0.0780 5784.1
OH -0.2131 1445.3
PA -0.5425 2549.4
VA -0.0968 1689.8
Wwv -0.5049 1394.6
North Central
§Q0.2 = -1695.0 + 92.52PGW_ - 148.2PFQIL 1 + 0.47068YY (61)
(-2.00) (4.58) (-1.78) ~ (10.06)

2
R™ =0.34 F=28.6 S.E. = 0.67 LHS Mean = 1.17
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~ A~

P.

Q

State i ]

IL -0.1743 1960.3

IN 0.2477 891.85
10 0.1627 1073.6

MI 0.1388 872.01 -
MN 0.1566 1068.8

MO 0.0234 1055.7

NB -0.3143 363.87
SD -0.1472 190.26
WI -0.0706 1116.2

South East and South Central and West ("'South')

500.2 = -152.8 + 15.18PGW_, - 11.27PFOIL_, - 221.1AZ + 356.65C - 177.3W  (62)
(=0.89) (5.11) (-0.60) (=4.09)  (1.22)  (~2.97)
R? = 0.18 F=5.8 S.E. = 0.71 LHS Mean = 0.60

State BJ_ Ej

AL 0.9035 113.87
AZ -0.6197 256.29
AR 0.4483 131.03
CA 0.1560 301.58
co ~0.1423 105.88
FL ~0.2998 1032.9
GA ~0.1404 294.63
D ~0.0545 1796. 4
KS 0.5330 192.27
KY -0.3036 232.93
LA 0.5554 223.65
MS ~0.1640 300.73
NV 0.5811 172.09
NM 0.1834 158.02
NC ~0.3828 1295.9
OK ~0.5570 226.74
OR ~0.2679 296.74
SC 0.1529 850. 80
TN 0.4002 292.13
X 0.2946 604 . 85
T 0.6261 177.38
WA ~0.6583 885.87

12)4 -0.5867 196.10
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The wholesale gas and oil prices appear with the correct
signs in all three equations, although the oil price is not significant
in the South  equation. The South equation itself is Sarely significant
(with an F-statistic of 5.8) and this is a reflection of the very small
amount of oil that is consumed in that region. The growth variable
that has the strongest ekplanatory power and that was used in the
final equations is personal income. Note that this vériable appears in its
"incremental" form, i.e., 8YY = AYY + rYYt_l, since it is assumed that the
level of total demand depends on total income, so that '"new" demand will
depend on "new" income. This variable did not, however, appear significantly
in the South equation, nor did any other growth variable, so that the
only explanatory variable (other than state dummy variables) that appears
in that equation is the wholesale price of natural gas,

A time dummy (TDUM) is used in the Northeast equatioﬁ, and this is
intended to account for changes in demand resulting fromvthe‘stricter air
pollution standards that went into effect around 1970 in Northeastern
states. District (state) dummy variables are used in the Northeast and South
equations to account at least in paft for heterogeneities between some states.

Alternative regressions are given in Table 4.7 to indicate the
results of using different state dummy variables (dumhy variables included
are shown together Qith the signs of the estimated coefficients). .Often '

dummy variables are significant, but they eliminate any . price and in-

come effects. The objective was to find a combination of.dummy variables
that would improve the significance of the overall equation without cancelling out
the significance of the price or income variables. Since this was not

achieved with the equations in the table, they were abandoned in favor of

those shown in the text above.
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Final equations for industrial oil demand in each region are shown below,

again with estimated serial correlation coefficients and error term standard

deviations:

Northeast

SRSID = -23405  + 781.8PGW_, - 10498POIL_, . + 0.40026YY (63)

(-2.70)  (4.45) (-3.03) (1.47)

2

R” = 0.45 F =12.0 S.E. = 0.90 LHS Mean = 1.11
State ii .Si
MD 0.3489 6195.6
NE -0.0605 8390.3
NJ 0.2105 10875.
NY -0.2765 9740.5
OH 0.1000 2921.5
PA ~0.0292 7121.0
VA 0.9116 5065.8
WV -0.3579 1092.9

North Central

SRSID = -634.9 - 502.2POIL_1 + 0.65888YY + 142.1I0 + 512.3NB + 891.8SD + 336.5IN (64)
(-2.06) (~1.48) (6.97) (1.22) (2.66) (4.71) (0.72)
R2 = 0.51 F = 8.1 S.E. = 0.65 LHS Mean = 0.46

~ -~

State Ej ?j

IL -0.2055 2245.9
IN -0.0684 1837.5
10 -0.5886 144,46
MI 0.5936 2777.4
MN -0.1494 998.83
MO -0.6152 918.44
NB -0.0772 446.27
SD 0.4343 110.6

WI -0.4569 644.11
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Southeast and South Central and West ("South")

SRSTD = -168.5 + 11.49PGN_, - 413.2POTL_, + 0.67226VAM + 8477.0FL  (65)
(-1.21) (2.78) (-3.58) (6.82) (1.41)
+ 4932.0CA + 321.0WY + 1352.0LA
(2.96) (2.18)  (3.25)
R? = 0.19 F=4.2 S.E. = 0.57 LHS Mean = 0.47

State Ei Ei
AL -0.4294 1540. 6
AZ ~0.1511 389. 62
AR ~0.9777 786.57
CA -0.4262 10044.
o ~0.4637 796.83
FL 0.6158 9995.2
GA ~0.3867 1699.0
D ~0.0363 304. 50
KS ~0.0426 522.49
KY ~0.0394 373.53
LA ~0.5730 2803. 3
MS 0.5521 ©521.35
NV 0.3432 156.2
NM ~0.1082 940. 64
NC ~0.1398 1131.9
OK ~0.5053 718.60
OR : -0.4451 1200. 8
SC 0.1818 1848.0
N ~0.5145 850. 35
TX ~0.1831 2897.8
UT -0.8124 1135.1
WA ~0.7868 1334.9
WY ~0.5411 1022.5

Income is again used as the growth variable in the Northeast and
North Central regions, while value added in manufacturing is used in the
South region. Regressions were run using alternative growth variables,
but they were not as significant. Note that both the gas and oill prices
appear significantly in the Northeast and South, but the price of gas
wés not significant and was thus omitted in the North Central equation.
State dummy variables are included, this time in both the North Central and

South equations. Again, the 3South equation is barely significant.
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Alternative regressions for industrial demand are shown in Table 4. 8.
These regressions differ in the choice of growth variables (population,
income, and &alue added), choice of time 1lags, and _the use of state
dummy variables. As before, state dummy variables were chosen for the final
forms so as to improve the overall fit of the equations without decreasing
the significance of price and growth variables. Those équations in the text
would seem to be preferred for a policy model designed to analyze price controls,

so that they are included in the final version of the simulation model.31

31It is important to point out that although three regions--the Southeast,

South Central, and West--were merged into one in our o0il demand equations,

it is still possible to determine oil demand (under different price

policies) for each of the regions over which gas demand equations are

- estimated. Values for price, income, etc., for each particular state are
simply inserted into the equations when the model is simulated. The
merging of three regions is simply a pooling process that is used because
consumption in those regions is small and erratic, so that it is impossible

" to estimate individual equations (that are statistically significant) for
each region, This does not limit our ability to analyze changes in demand
on a regional basis.
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4.9, Interregional Flows of Gas in the Econometric Model

As explained in Section 3.7, interstate gas production is allocated
from 8 producing regions to 40 demand regions through a set of static

input-output coefficients f,, and gij which determine, respectively, the

ij

fraction of state i's gas which comes from supply region i, and the fraction

éf district j's production which is supplied to state i. The only further
allocation is between intra-~ and interstate markets; this is made according to

a price-dependent distribution equation. In this section we describe the method
used to calculate the input-output coefficients, as well as the estimation of
the interstate-intrastate distribution equations. Tﬁe actual breakdown of
producing and consuming regions used in the model is shown in Table 4.9.

In estimating the I-0 coefficients for gas from the different supply
regions to each demand region, there are three determining factors: (1) how
much gas each pipeline company obtains from each production region, (2) how
much is delivered to each state, and (3) how much each state obtains from each
pipeline company. These are accounted for as follows. First, a schematic

diagram is drawn for each pipeline company (see the example in Figure 4.1 in

which the sale of gas in each state is represented by a square and each
pipeline segment by a horizontal directed arrow. A purchase by the pipeline
in a given state is represented by an incoming vertical arc which is labeled
by type (i.e. field purchases and pipeline's own production (A), or purchases
from another pipeline (0)). Sales are similarly represented by outgoing

vertical arcs.32

2

These diagrams are based on the FPC map, Principal Natural Gas Pipelines
in the U.S. as well as on pipelinc sales data extracted from FPC Form TI
reports
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TABLE 4.9

PRODUCING AND CONSUMING REGION BREAKDOWNS

Arizona, California, Colorado,
Idaho, Nevada, New Mexico, Oregon,
Utah, Washington, Wyoming

Agegregated Producing Regions Consumers
Mid-Continent  Texas 10 1. AL Alabama
Oklahoma 2. Az Arizona
Kansas 3. AR Arkansas
Arkansas 4. CA California -
Permian New Maxico San Juan 5. CO Colorado
New Mexico Permian 6. MD Maryland
Texas 7C Delaware
Texas 8 District of
Texas 8A = Columbia
Mid-Texas Texas 1 -7. FL Florida
Texas 9 8. GA Georgia
Texas 5 .9, 1Ip Idaho
Texas 7 ~10. IL I1linois
Gulf Coast Texas 2 11. 1IN Indiana
. Texas 3 12. 10 Towa.
Texas 4 13. KS Kansas
Louisiana South (onshore) 14. KY Kentucky
Louisiana South (offshore) 15. LA Louisiana
Louisiana North 16, MI Michigan
Mississippi 17. MN Minnesota
Texas 6 18. MS Mississippi
Rocky Mountain Colorado 19. Mo Missouri
Utah 20. NB Nebraska .
Wyoming 21. NV Nevada
Montana 22. NE New England
Nebraska 23, NJ New .Jersey
North Dakota 24, NM New Mexico
California California Intrastate 25. Ny New York
Appalachia West Virginia 26. NC North Carolii a
Kentucky 27. OH Ohio
Pennsylvania 28, OK Oklahoma
Michigan 29. OR Oregon
New York 30, PA Pennsylvania
Ohio 31, SsC South Carolina
Canada Canadian Imports 32. SD South Dakota
33. TN Tennessee
Aggregated Consuming Regions (for Table 4.9) 34, TX Texas
. 35. UT Utah
NE Maryland-Delaware, New England, . 36. VA Virginia
New Jersey, New York, Ohio ) 37. WA Washington
Pennsylvania, West Virginia, Virginia 38. WwWv West Virginia
NC I1linois, Indiana, Iowa, Michigan 39. W1 Wisconsin
Minnesota, Missouri, Nebraska, 40, WY Wyoming
South Dakota, Wisconsin
SE Alabama, Florida, Georgia, North
Carolina, South Carolina,
Tennessee, Kentucky
SC Arkansas, Kansas, Louisiana,
" Mississippi, Oklahoma, Texas
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Figure 4.1

Florida Gas Transmission Pipeline System Model
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From these diagrams it is possible to determine how different production
districts feed gas into different states along each pipeline. Figures on
sales and purchases from 1966 to 1971 are used to
estimate on a state by state basis the approximate fraction of sales which

have come from each of the eight supply regions along each pipeline. For the

majority of pipelihe companies, this estimation is trivial as they receive

gas from only one region, and hence the fractions are l.OO or 0.00. Some
companies, however, receive gas from several regions and other pipelines as
well, and in these cases estimates (assumed to be time-invariant) are made
from simple calculations based on the more recent 'FPC Form I.I.-data.33 The next
step involves multiplying every sale made by an interstate natural gas pipe-
line company (other than sales to other interstate pipeline companies) by

these fractions and then summing the products over the various pipelines:

Si3 = ﬁaijktik " (66)
Sij = total sales in state 1 from production district j
tik = sales in state i by pipeline k
aijk = fraction of pipeline k's sales in'state i coming from

production district j.

This quantity (Sij) is then divided by the total quantity of gas de-
livered to state i and by the total quantity of gas supplied to the states

by suppiy district j, to determine, respectively fij and gij:

Sy
£, = == (67)
13~ I8,

3

33'_For example, Consolidated Gas Supply gets approximately 117 of its gas from
Appalachia and 89% from Gulf Coast, while Michigan-Wisconsin Pipeline Company
delivers Midcontinental gas to Kansas, Missouri, Iowa, Illinois, and Wisconsin
but Gulf Coast gas to Louisiana, Tennessee, Indiana, Ohioc and Michigan.
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} Si'
ij ZSi.
i 4

g

where fij = fraction of state i's gas obtained from supply region j,

and gij = fraction of gas supplied by district j which goes to state i.

- The. coefficients were calculated for each year over the period 1966
through 1971, and are shown for three representative years in Tables 4.10a

b, and c.'34 Note that the coefficients do change somgwhat over time, since

the quantities sold by each company to each state varied over this period.
The variations, however, are usually less than 10%, so that we may treat the

coefficients as constant. We use the coefficients calculated for 1971 in the

final simulation model,3.5

This procedure has been . altered somewhat to account for those sales of
gas which are not regulated by the FPC and which therefore are not included
in the Form II reports—that is, intrastate sale and lease .and plant fuel

sales. We account for these sales by using the identity

P = Sinter + Slntra + SLPF +L (69)

i %3 %3 i T
where

Pj = total production in district j

Slnter = total sales by producers of gas in district - j to interstate

3 pipeline companies

:SZ‘ = § T )
‘The tables present a reduced verions of the complete input-output matrices
(which specify demand on a state-by-state basis). In these tables demand is

aggregated into 5 large demand regions.

35Time~varying coefficients were also estimated which were functions of the
prices offered by the producing regions to the consuming regions. Regressions
were run in which the dependent variable was the fraction f,,, and the inde-
pendent variables were the prices offered by each of the regions that supply.
the given consuming region. (The regression coefficients were constrained so
-that the fractions would always add to one.) The estimation results were
largely insignificant because there was too little variance in the dependent
variables--largely due to the rigidity of the pipeline structure and the
supply shortages brought on by regulation. Consequently the constant input-
output coefficients were used. '
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S?ntra = total intrastate sales in district j

S?PF = lease and plant fuel sales in district j

L, = losses, including losses in extraction of natural gas liquids
J

Since the production figures of the API and AGA36éxc1ude extraction

losses and since intrastate and lease and plant fuel losses due to trans-

portation are expected to be relatively small, we can write:

Sintra + SLPF = P! - Sinter ; (70)

3 | 3 |
where P; is the AGA estimate of production in district j. These sales (left-

hand side of (70)) are then added to S,, for those states which produce gas

ij
and equations (67.) and (68) are used to calculate the fij and By

One remaining computational problem is that of allocating supplies

of gas between inter~ and intrastate markets. We argued'in Chapter 3 that

the fraction of gas allocated to intrastate sales (PCT) in gas-producing

states should be a function of the ratio of the intra- and interstate prices,-

Pin/Pout._'The simplest fupctional specification for this fraction would be;

PCT = cy + c (B, [P )

0 in’ " out (71)
This equation can be estimated on a region-by-region basis, or all the regions
can be pooled and a single estimate of ¢; obtained. The coefficient ¢y

should have a positive sign since we expect production supply to depend

positively on price.

Tne PCT series was derived from the FPC Form 1IT data; Intrastate sales
were available on a state-by-state basis, making it straightforward to ag-
- gregate states served by a given producing region. The only computational

problem was the state of Texas, since it obtained intrastate gas from four

regions (Midcont., Permian, MidTexas, Gulf), while no |

36,
Reserves of Crude 0il, Natural Gas Liquids, and Natural Gas in t
Canada AGA, API, CPA. 2 n the U.S. and




state received intrastate gas from more than one region. Texas'intrastate
sales were therefore divided among the four regions in the same proportion
as total sales in Texas (this is reasonable since less than 15% of gas con-
sumption in Texas is interstate). Total intrastate sales could then be
divided by total sales in that region to obtain the peféentage estimate.

Interstate prices were obtained by averaging Tabié F data for each
district, weighted by total prodﬁction. Intrastate new contract prices
were obtained from FPC Docket No. R-389A, which were avéraged and weighted by
total production to obtain regional new contracf>priceé.' These were then
"rolled in" to obtain average intrastate wellhead prices by region..37

Equation (71) Qas estimated over the ﬁears 1966-71 using data from five
supply regions. Caiifornia was omitted from the estimation because all gas
produced there ié - assumed to be intrastate; Canada was omitted because
any gas produced there that enters the U.S. is by definition interstatej and
Kentucky and West Virginia were omitted because almost all of their gas
production has been interstate.

It was expected that the dependence of percentage allocation bn the
ratio of prices would vary among production regions, and some attempt was
‘made to account for this heterogeneity when estimating equation(71). It
was found thét best estimates were obtained through the use of two separate
regression equations, the first estimated over the Midéontinent, Permian,

Mid-Texas, and Rocky Mountain production regions (but including regional

intercept dummy variables), and the second estimated over 6n1y the Gulf
region. The estimation results are shown below in equations (72) and (73)

which apply, respectively, to the four pooled regions and to the Gulf region:

37 '
The "roll-in" equation is given in footnote 18 in Section 4.4.



- =199~

PCT = ~0.463 - 0.10IDPERM - 0.252DTEX + 0.499DMIN + 0.841(R, /B ) o))
(-1.39) (-2.62) (-4.10) (11.61)  (2.50)
R? = .962 F(4/19) = 120.5
PCT = —-0.202 + 0.507(P, /P ) | (73)
(-0.49) (1.28) i out
R® = .290 , F(1/4) = 1.63

Equation (72) fits the Aata well, with the relative price term significant
at the 95% level. Although-equation(73) as a whole is not significant at the
907% level, the dependent variable has very little variance in the Gulf région,
so that the equation will be adequate fpr simulation éurppses.38

In the final form of the model the static input—ou;put coefficients
calculated for 1971 are used for all states, But in those five regions
where intrastate sales are significant, the relative price equations
(72) and (73) are appliéd to state sales first. In these states intrastate
sales are subtracted from consumption figures in Table 4.9.6, and new
fij and gij coefficients are calculated. In simulations of the model,
the fraction (1-PCT) of gas which leaves‘eéch producing fegion is allocated

via the gij coefficients to the different demand regions, and the remainder

is sold as intrastate gas within that production region.

38 ' '

‘ The regression equations (72)and (73) provide no guarantee that PCT will
remain %n the interval (0,1), thus logical operators are included in the
simulation program to prevent PCT from taking on values outside this interval.
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4.10. Summary

The estimated equations that are used in the final form of the model
are summarized on a block-by.block basis in Table 4.11 (with references to
the regression results in the text). Each equation was chésen not only
on the basis of statistical fit, but also on how well the equation‘tracked
" the actual data when simulated over an historical time period individually
or as part of the block to which it belongs.39

The statistical fit of the individual equations varies from block to
block but on the whole is go§d, particularly considering the degree of
structural and regional detail in the model. The reserves equétions have
the weakest £it and contain a good deal of unexplained variance, reflecting
the stochastic elements of the discovery process that do not conform to .
economic laws. The production, offshore, markup, and demand equations all
fif the &ata well, however. The reserves equations are also the most non-
linear part of the model, so that errors in these equat;ons; as they are
squared and multiplied, méy become magnified during simulation of the model.
Since it is'thg level of reserves (and not reserve additions) that affects
productibn in the modél, errors in the reserves;equations should not accumulate
across other blocks of equations.

There ére a'totai of only thitty~nine estimated behavioral equations,
but a much larger number of equatibns must Be solved simultaneously when the
model 1is simulated; This is due to the regional structure of the model, and
the fact that equations wére estimated by pooling cross-section and time-series
data. Thus although a single equation is estimated for the pipeline price

markup, forty equations must be written to explain the wholesale price in

39Much of the model's explanatory power, however, lies in the dynamic inter—
actions of variables both within and across blocks, so that an important test
of the validity of the model is its ability to track historical data when
simulated as a whole. This overall historical simulation is described in

Chapter 5.
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each of forty deméﬁd regions when the modél is simulated. Similarly, the
nine reserves equations.become 180 equations that apply to 20 production
districts, the six wholesale oil demand equations become'80-equations that
determine (separatély)-residential/commercial and industrial oil demand
in each of the forty demand regions, etc.

In additibn to this "multiplication" of the behaviorai equations,
all of the accoﬁnting identities in the model are "muliiplied" (e.g;,
equations defining cumulative wells drilled, total reserves, etc., must be
written for each production district). Finally, the input~output matrix
must be expressed as a set of simultaneous equations thaf determine gas
flows from producing to consuming regions. As a result the model, in its
simulation format, contains some 1250 equations (or "statements") that must
‘be solved simultaneously. | |

Simulation results for the model are presented in the next chapter,
We will first examine a simulation of the model over an historical time
period, and this will ﬁest the ability §f the model as a whole to reproduce
the actual behavior of gas markets, Then we ﬁill present the forecast

simulations that were used in the policy analyses of Chapters 1 and 2.
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Table 4.11

Estimated Equations of the Model

(PCT) for each of
2 regions

Number Estimation Equation Numbers
Block Variables Explained of Equa. Method in Text
Reserves Exploratory Wells (WXT) 1 (16)
Size of Discovery, gas 2 T (17), (18)
and oil (SZG,SZ0)
Success Ratio, gas and 2 GLS, - (19), (20)
oil (SRG, SRO) with single p
Extensions, gas and oil 2 for all districts (21), (22)
(XG,X0) l
Revisions, gas and oil 2 (27), (28)
(RG,RO) )
Production Production out of reserves 3 GLS with TSLS (29), (30), (31)
(onshore) (QG), for each of 3
regions
Offshore Acreage, Reserves, 7 Second-order (34), (37)
o Model Production (WWT,DG, serial corre- (38), (39)
XRG, FWT, QG, ACRD, lation with ?
ACPN). TSLS. (40), (41), (42)
Price Markup Wholesale Gas Price(PGW) 1 GLS (43)
Wholesale Gas | Res./Comm. Demand (TBCS) 11 T‘ (47),(48), (49)
Demand and Indus. Demand (TINS)
for each of 5 regions; GLS with TSLS (50)’(51)’(52)
Extraction fuel demand (53),(54), (55)
(FS) !
(56),(57)
Wholesale 0il Res./Comm. Demand (Q02) 6 (60),(61),(62),
Demand and Indus. Demand (RSID)
for each of 3 regions. GLS (63),(64), (65)
Interregional Input-Qutput Coefficientd - see Section 4.9 Table 4.9c
Flows Intrastate Allocations 2 GLS (72),(73)
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CHAPTER 5:

SIMULATIONS OF THE ECONOMETRIC MODEL

The model of the natural gas industry described in the last two
chapters consists of a set of equations which have been specified and |
estimated independently from each other. Taken one at a time, these
equations are 6f limited use for forecasting the behavior of thé gas indus-
try. As we said in the beginning of Chapter 3, in order to analyze the
industry it is necessary that one take into account the simultaneous inter-
action of supply and demand on both field and wholesale levels, i.e.,vthat
one view the industry as a complete'system. This is done by simulating -
the model as a whole, i.e., by solving as a simultaneous system the set
of equations that comprise the model.l'

In this chépter, simulation results will be presented that rélate to
‘both the past and future behavior of the natural gas -industry. In Section -
5.1, we examine a simulation performed ovér a périod in the recent past,
namely 1967 through 1972. This historical simulation serves an important
purpose. By comparing the simulated with the actual historical values of
the endogenous_variables in the model, we can determine how well the model
reproduces the behavior of the industry, and this provides one measure of
model validation. If, for example, thg simulation shows no upward or down-
ward bias in production over time, it might be expected that the model's
predictions for future excess would show no bias when éompared to actual
values five years hence. On the other hand, any bias in ﬁhe historical
‘simulation might be expected to be repeated in forecasting.

In the second set of simulations we use the model for forecasting and

lThe word "simulation" simply refers to the solution of a set of simul-
taneous time-dependent equations. '
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policy analysis. In Section 5.2 simulations are presented for the model
through 'the year 1980, under alternative regulatory policies and alter-
native aséumptions about future economic conditions. These alternative
forecast simulations have been discussed in Chapter 2 in the context of
their policy implications. In this chapter, we examine them in more
detail and determine how sensitive they are to assumptioné made about exo-
genous economic variables. Finally, in Section 5.3, we illustrate the
diverse uses of the model by forecasting the demands by region of a gas
substitute contingent on Federal price policies for gas in the fiefﬁ.

5.1. Historical Simulations

An historical simulation is performed by using actual 1966-1972 values
for the exogenous variables and actual 1966 values for tﬁe endogenous var-
iables as "start up'" values to solve the model for 1967-1972 values of
the endogenous variables. The computed values are shown for the most import-
ant endogenous variables of the model in Tables 5.1 through 5.20. 1In
addition to listing the simulated values, actual values, and errors for
each variable, we indicate the mean and root-mean-square (RMS) simulation
errors.

Additions to reserves and its components for both gés and oil are
shown in Tables 5.1 and 5.5. Although total wells drilled is simulated
with an RMS error of only 12 percent, these errors are combined with errors
from the success ratio and size of discovery equations so that new discov-
eries of natural gas simulate with an RMS error that is about 40 percent
of the mean actual value. New discoveries of 0il have a percentage RMS
error that is relatively smaller, as smaller errors are introduced in the
oil success ratio. Combined with errors in extensions and revisions, addit--

ions to reserves for natural gas have an RMS error that is about 50 percent
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of the mean actual value, and additions to reserves of oil have an RMS
error that is about 20 percent of the mean actual value.
Although these RMS errors are large in magnitude, pérticularly for
natural gas, we can observe from the tables thét most of the error occurs
in one year, namely 1968, when the model fails to reproduce a large one-
year decrease that occurred in new discoveries. (The very ;ow level of
new disqoveries in that year is impossible to explain on economic grounds or
on the basis of geological conditions).' Much of the reﬁaining error in additions
to'gas reserves comes from revisions which, as explained in Séction 3.2, is
an erratic series that is difficult to énalyze in an econoﬁetric model. The
model simulates positive (though small) gas revisions over the entire perio&,
. while actual gas revisions were negative from 1969 to 1972. The net result is
that the model ovérpredicts additions to gas reserves. For.these reasons the
level of total gas reserves is overpredicted by about 10 percent by 1972.
Simulation values for production, ﬁhe averagé wellhead price, and the
average wholesale price are all shown in Table 5.7. Although the simulated
values for total reserves are too high by about 6 percent in 1970 and 9 percent
in 1971, the simulated values for production in 1971 and 1972 are almost exactly
equal to the actual values. Although this is in part a result of emphasis in
the produétion model on variables other than reserves, in part it is a result
of too—high'predictions of reserves-to-production ratios.
In all, it is not possible to say that policy analysis of the 1960's
would have been much affected by upward bias in historicai simulations of
reserves, and downward bias in reserve-production ratios. Policy analysis
is focused on gas prbducfion and demand, and the dependence of these on
regulated prices. We thus place a greater emphasis on the ability of the
model to reproduce past behavior of production, demand, and prices in eval-

uating its applicability to such policy analysis.
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As can be seen in Table 5.7, gas productién is simulated with an
RMS error that is about 2 percent of the average actual value, Averaéé
wellhead and wholesale prices are simulated with RMS errors that are
.respectively 1 percent and 3 percent of their average values, so that the
~ field price "roll-in" mechanism is being accurately :éprésented, as is the
price mark-up charged by pipeline companies.

Simulation results of the demand for gas are shown on a regional and
sectoral basis in Tables 5.8 through 5.15. Simulated vaiﬁes for demand in
all regions are close to the actual values, with average RMS errors that
range from 1 percent to 6 percent. The larger errors occur in the South
Central region, which is not surprising in view of the poor statlstical
fits of the demand equations that were estimated for that region.2

Finally, historical simulation results for wholesale oil demand are
shown by region and by type (disﬁillate 0il for residential/commercial
use and residual oil for industrial use) in Tables 5.16 through 5.20.
Although simulations for oil demand are not as close to the actual values
as in the case for natural gas demand, the RMS simulation errors are generally
less than 10 percent of the mean actual values, so that we have enough
confidence in this part of the model to include an analysis of wholesale
oil ﬁarkets in our forccasts under alternative policy assumptions.

In summary, the historical simulation shows a small upward bias
in the prediction of reserve levels, but this is counterbalanced by an over-
prediction of the reserve-production ratio, so that théfe is no net bias
-in predictions of natural gas supply. This would indicate that our policy
analyses and estimates of futuré gas shortages are, if anything, somewhat

conservative.

2Simulated values for both production demand and supply are much closer to the
actual values than was the case in the earlier version of this model described
~in P.W. MacAvoy and R.S. Pindyck [57], and demand equations have essentially
the same functional form that they did in that carlier model. We attribute

at least part of the improvement in the model's simulation performance to the
GLS technique that was used in its estimation. :
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5.2, Use of the Model for Forecasting and Policy Analysis

Chapter 2 presents,in summary form, a set of simulations of the model
through the year 1980 un&er alternative regulatory price policies. In this
section, we examine these simulation results in.more detail, so as to ascer-
tain to what degree the& are dependent upon assumptions on field and wholesale
prices of o0il, as well as on economic variables.such as GNP and the rate of
inflation.

| In fact the forecasts in Chapter 2 are based on a sﬁecific set of values

for the variables that are expected to hold during the 1976'3. The important
exogenous determinants of demand for gaé and oil include state-by-state
value added in manufacturing, population, incomé, and capital equipment
additions. It is assumed that value added, iﬁcome, and cafital additions
will grow at 4.2 percent per annum in terms of constant dollars.3 We chose.a

‘conservative expected rate of growth of prices of 6.5 percent; the rate of
inflation likely to prevail in the late 1970's is rafher uricertain and is undér
considerable debate, and the rate of 6.5 percent simply:represents a rough
average of several inflation forecasts that have been made recently. Thus,
value added, incéme . and capacity-grow at 10.7 percént in current dollar
rterms. It 1s assumed that the rate of growth of population will be limited
to 1.1 percent per annum for the rest of the decade (in keepingrwith the
assumptions used in the économy-wide models for generating the rates of

growth of value added and capacity). The domestic price of crude oil

.1s‘assumed to remain constant at $6.50 per barrel in 1974 dpllars for
the remainder of thé decade,'and wholesale prices for both distillate
and residual oil ére also assumed to remain constent ;n rgai terms.
Finally, average dfilling costs are expected to incredéé aF a rate of

3.3% per annum in real terms, in keeping with the trend of cost increases

3This assumption is based on the Data Resources Quarterly Economic Model
forecast for the period 1972 to 1980.




~228-

over the iate 1960's and early 1970's.

These values of the exogenous variables can be altered, and new
values inserted into the model to produce new simulations that would
indicate how the forecast results presented in Chapter 2 would depend
on the particular.aséumptions that have been made. It is of particuiar
interest to determine how these resﬁlts depend on the assuﬁptions made
regérding the price of oil (the future of which is opeﬁ to cgnsiderable specu-
lation), as well as assumptions made regarding genéral economic conditions
such as the growth in output and the rate of inflation. As an alternative
to the set of "medium" assumptions for exogenous variables described
above, we have chosen "high" and "low" assumptions for both oil prices
and economic variables.
| VIn contrast to the "medium" scenario for oil prices, ﬁe offer a “low"
scenario in which the crude oll price declines by 25¢ per bafrel each year (from -
$6.50 in 1974 to $5.00 in 1980) and a high scenario in which the price of
crude oil increases from $6.50 per barrel in 1974 to $7.50 per barrel in 1980
(again in constant 1974 doll#rs). Wholesale oil prices (as well as prices
for alternative fuels such as coal and electricity) are assumed to change in
these scenarios at the same perceﬁtage rate as the crude oil pfice.

In contrast to the "medium" scemario for economic growth, we offer a 'low'
scenario in which output variables (such as income, value adaed, and capital
additions) grow at 2.5 percgnt in real terms with a rate of inflation of |
4.0 percent, and a high écenario in which output variables grow at 5.0 percent

in real terms and the rate of inflation 1s 8.0 percent.

5.2.1. Alternative Forecasts for Natural Gas and 0il

" Alternative simulation results for the three oil price scenarios are
shown in Table 5.21. In this table, it is assumed that the "FPC Regulation' -
policy . on natural gas .is in effect. Alternative results for the ''Phased dereyu-

lation" price policy are ghown in Table 5.22.
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Under the “FPC Regulation' policy, new discoveries and additions to reserves
are affected ?y the particular assumption made regarding oil prices, buf there
is less sensitivity under the "Phased Deregulation" policy. The reason for.
this is that when gas prices are low, as under regulatioh; a higher oil price
serves as an incentive for additional exploratory drilling which results in
significant additional gas discoveries. But ﬁhen the price of gas is allowed
to rise, as under "Phased Deregulation", there is already sufficient incentive
for exploration on the extensive margin,and the additioﬁal incentive provided by
the higher oil price is largely to iﬁcrease directionality towards oil drilling.

in both the "FPC Regulation" and the ''Phased Deregulation".policies the
changes in 611 priceé add little more than 2 or 3 trillion cubic feet to total
gas reserves. With small changes on reserves, the level of gas production
remains almost the same under all three ceiling price scenarios. Demands for
production, howe?er, are quite sensitive to the price of oil. i Under a scen-
arieof low oil prices,.for example, there is a shiff in demand from natufal
gas to oil, and in 1980 the_excess demand for natural gas is only 2.7 trillion .
cubic feet under the "FPC Regulation" policy. Under these oil price conditioms,
with "Phased Deregulation" the shortage of gas‘could be eased fairly soon. If
oil prices decline in real terms by 5 percent per year, a field price increase
for natural gas of 6nly 10¢ or 15¢ in 1974 and 5¢ per year thereafter would
be sufficient to ciear markets by the end of the decade..

Alternative simulations for the three econorhic scenarios are shoym for -
the "FfC Regulation" policy and tﬁe "Phased Deregulation' policy in Tables 5.23
and 5.24., Again there is relatively little variation in the level of production,
but the demands for gas vary significantly. Under conditions.of'relatively
slow economic growth, for example, ;he excess demand for natural gas in 1980
under the "FPC Regulation' policy is predicted to be A.C'trillion cubic

feet, in comparison with 8.4 trillion cubic feet under the medium economic

economic scenario and 11.0 trillion cubic feet under the high economic



-232-

*Jom/s3juad uy s8dFad pue €3993 OTQNd JO SUOTTTTII UT sar3T3juenb [TV :e@30N

L
¥

£ToAT109dse1 seaTjRUILITE 3SOMOT pue 3S9YSTYy o30udp 3dTIOSqNS pue 1draosaadng

S Nmm.mn [4 ONN.ON 0 qq.w L mmm.mm 9 Hmm.ﬁm 9 mmmm.@mm L Hmw.mm L cua.wﬁ 0861
S'CL ¢ 0L 0'TT DA T £ 9°LTC £°8¢ 9°L1

[4 mmm.mo T moﬁ.mo L qm.m 8 qmm.nm T omH.cm T Hmmo.mmm 9 ﬁmm.cm L ONm.oH 6161
[ANA 1°69 9°6 9°6¢ 0°0¢t £°8¢¢ 070t 1761

T N@H.No 0 omo.ow 0 mH.N L mmw.mm L wmm.wm m.nmmn.mmm T°0¢ 867 8 qu.mH 8/61
1°¢9 0°09 £°8 6°9¢ L°8T ¢'9¢C 9°67 AN

[4 mmw.mm 6 qmm.qm 6 qm.w € Nmo.mm \/ mmq.mm [4 qmmn.mmm 9 mmq.mm 8 mﬁo.Nﬁ /161
¢ LS 6" %S 6°9 A} 7 LT €£°€Ce €°LC A | .

L Nmn.mm 8 mcw.mq 1 qm.q 9 omm.Hm Y omq.cm 4 NNN@.HNN 0 me.qN S maq.mﬁ 9761
L°CS 8°6Y% (AN 9°'1¢ %°9¢ L°1¢¢ 9°¥%¢ ¢ ST .
L qu.wq 8 qu.qe T mq.m S wmw.ww Y mmq.mm [4 NNNH.NNN [4 NNH.NN K4 mam.mﬂ C/6T
L8y 8° 1% G'¢ 6°8¢ VARYA 0°eze 0°¢cc (AR N

L qqm.qq L mmm.mm L ﬁm.ﬁ £ mmm.om 9 qm@.qm 0 qmmc.qmm 0 oHo.mH ﬁ.cHH.CH wL6T
Ly L76€ L'T £°9¢ 9°%¢ 0°Yvee u'eT T°0T

9 qu.ﬂq L qu.qm 9 oo.o € qmm.qw L mmm.mm Y mmmq.wmm S nam.nﬁ N.caN.CH €L61
9°'1¥ LYe 9°0 £ e L'ET 7°8¢¢ S LT ¢uT

6 mmm.mm L Hmm.Hm [4 om.o S mwm.mN £ mwm.mm g mmum.mmm 8 ww.w m.qm.q ZL6T
6°6¢ LTTE ¢°0 G°ee £°€C GTEeT 8°8 LYy

20Tad ER % ¥ purwa( uo13onpoid uorjonpoid CEY S EEN S9AJ9S9y 01 S9TI2A02ST(Q aes)
oTesaToyM 3o®Bi13UOD $S99xq 103 3o Atddng 1e30] SUOTITPPV MaN

a8eaoay MoN puewaqg Te30]

w ‘l . -‘ - .
uOHuﬂvaoomuaumﬁﬂoesﬂvmzwdﬂa=mm¢ *mOﬁHMﬁmum STWOUOOY 99YJ I9PU S3ISBIDIOL ~  uorjerndey 0dl,, :€7°S OT9EL

{ ( | ”



~233-

[4 qwu»qw £ omm.om
ARE] £°06

4 wnm.wn I mwa.mw
2°8L 1°68

6 Hmm.ﬁm 0 owo.ow
6°TL 0°08

Vi moq.mo 8 qmw.qm
%°69 8L
m.mmm.mm N.mom.mo
£°6S L°69

8 wa.mm L ¢om.qc
8°¢¢S L*%9
m.qqm.qq m.mmm.mm
LYYy L"6€
o_ﬁqo.ﬁq L qmn.¢m
9 1% L*%E

6 mmm.mm N.Hmm.ﬁm
6°6¢ L°TE
2911g 20T 1d

9TesSaToyM 310BI3U0)
a3eaaay MaN

.wos\muamu ur sooT1ad pue “31993J OIqnO JO SUOTITTEAI ur sar3zriuenb [Ty :930N

*A7oAT309ds91 SaATIERUISITE 3ISamOT pue 3s9y3Ty 23j0uap 3Idraosqns

k4 «|H.o L cmm.mm I mmo.mm
G'¢ RVAS 0°G¢E
6 Hlm.a T Hmm.qm 0 mmo.mm
6°¢ 6°G¢ 6°ee

1 om.N 1 HmN.mm 0 amo.ﬂm
KARY €7t 0°TE

) Hm.w L omc.mm N.mmm.mm
e 9°2¢ (A YA

9 Hm.m 8 mmm.cm C wNN.wN
L'c 8°0¢ '8¢

9 am.a \/ wmm.ww 8 omw.om
0°¢ 8°8¢ 8°9¢

L Hn.ﬁ U omq.mm w.qmo.¢m
L°T %°9¢ 9°%¢

L on.c 1 qmm.ew L mmm.mu
L°0 114 L'tT

[4 om.o S mNm.MN € mmm.mw
'0 G ec £°¢€e
puemaq uoT3IoNpoad uot3onpoid
SS90XY 103 Jo A1ddng

puewag

pue 3draosiadng

¥

6 Hmmm.omm 9 qu.ﬁq

L°89TC £y

0 N@N@.H@N 8 qu.mq

0°19¢ LTy

T cmmo.mqm 9 qu.ﬁq

27 6% VAR

L nmmﬁ.nmm 0 omw.mm

8°9¢¢C L°GE

1 cNNw.wNN < Hmm.am

9°8¢¢ ¢ 1¢

€ qmum.qwm L mmo.mm

1°%¢e (R4

0 qwmo.¢NN 0 mao.mﬁ

0°¥%cc 0°6T

K4 wmmq.wmm m‘nﬁm.NH

$°8¢C S°LT

S mmmm.mmm 8 ww.w

S gLl 8'8

SoAl19S9Y S9A19S3y 03
TE30% SUOTITPPV

1B30L

862447 086T
€1z
67625.62 6161
9°62
676%,.02 861
867
9768y ¢z LL6T
€67
T 9261
Tz
69T, .91 16T
9°9T
T0% .01 vL6T
T°0T
¢OTz o1 cu6t
201
L%,y 2L6T
Ly
SOTI9A0051( BECESR
moN

SUOT3TPUO) 90FAd TIO UDTpol Surumssy

*

{

{

SOT.IRUDE OTWOUODY 931Y] uwvﬁ:.mummumunk.WOﬂum&wwmhmo_wwwmﬂm: 197°C °Tqel



234~ -
scenario. This is not unreasonable in terms of direction; any decline in the
long~term rate of'growth for the Aﬁerican economy ought to reduce the rate of
growth of demand for natural gas (as well as for other enefgy resources). If
the rate of economic growth is slowér than we have anticipated in our medium -
economic scenario, then smaller increases in the field price of gas will be
necessary to clear natural gas markets by the end df the‘deéade.

The econometric model can also be used td forecést the impact of alternative
natural gas regulatory policies on the supply and demand fof éil. This impact
is of course also.dependent upon the ﬁarticular values chosen for the exogenous
variables. Forecasfs are presented here for new discovéries, and total additions
to reserves, for crude oil under élternative regulatory poliéies for natural
gas, altefnative oil prices, and alternative-sqenarios for economic growth.
Table 5.25 shows results fér the "FPC Regulation" and "Phased Deregulatioﬁ"
gas price policies undér the three alternative oil price scenarios and the
three alternative economic scenarios. As can be seen,‘total additions to
oil reserves grow by about 30 percent over the eightwyéar pariod 1972-1980
under bpth the "FPC Regulation" policy and the "Phased Deregulation" policy.
Changes in reserves are slightly dependeﬁt on assumptions made about oil
prices and economié variables (a 15 perce#t iﬁcrease in the price of crude
oil, for examplé, reSulté in only a 3 percent increase 1n'additions to oil
reserves by the end of the decade). One might éxpéct both an increase in
- well drilling and an increase in oil discoveries to resu1£ from highef oil
prices. There is an increase in well drilling, but a slightly lower oil
success ratio combined with only a small increase in discovery size (due
in part to depletion) resﬁlts<in only modest increases in discoveries..

Alternative forecasts for wholesale o0il demand under the "ch Regulation"
. ﬁoiicies,are shown in Table 5.26 through 5.29. As..can Be seen from .

those tables, the demand for oil is dependent on future oil prices
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and rates of economic growth, as well as on gas regulatory.policies. These
dependencies vary,_sf course, from region to region és ﬁell as between
rresidential and industrial demand. However, oil demand.éenerally shows

more long-term reéponsiveness to the oil price in the Nprtheast and North
Central regions of the country, and less responsiveness in the Southeast,
South Central, and West regions. Oil demand shows a great deal more responsive-
ness to the price of gas, and can be seen by comparing Tables 5.26 and 5.28
and Tables 5.27 and 5.29. There is also greater dependenceﬁon ecﬁnomic érowth
variables in the Néftheast and North Central regions than eisewhere for resi-
dential demand, and greater dependence on growth in all regions for industrial
than for residential demand.

These patterns could have been prediﬁted from the regression equations
alone. - Those growth variables accounting for a large fraction of the explained 7
variance in the regression equations alsorhave the greatest effect on the
simulations. The results are reasonable in vieﬁ of the mégnitudes of
price increases and economy-wide growth in the past.

5.5.2. Simulations of Alternative Offshore Leasing Policies

Government policies affecting the naturél gas industry include not

only field priée'régulation but also the leasing of offshore lands for
exploraéion, deVeIOpment, and production. Alternative offshore leasing
policiés can be simulated with the econometric model sihﬁe the number qf
' ~acres leased each year is an exogenous policy variable in the "offshore sub- :
model"”, and affects (through reserve additions) offshore production; |

- A1l of the simulation results presented above are based on the assumption
that two million acres of offshore lands would be leased éach year by the
Department of Interiér's Bureau of Land Management. Simulation results for
additions to reserves and production are shown in Table .5.30 for #he

alternative leasing policies of one million and three million acres per year.
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These results are presented for the "FPC Regulation" and "Phased Deregulation"
field price policies, and in both cases "medium" oil pricé and economic
conditions are assumed.

As can be seen from the table, additions to reserves andlproduction
show.very little sensitivity to tﬁe number of offshore acres leased annually.
An increase of one million acres in offshore leasing results in only a 1 percent
increase in produc;idn of gas by 1980. This is significant. because it has
been claimed that more liBeral offshore leﬁsing policies will sefve to
ameliorate the shortage of gas caused by stringent field price regulation.
In fact the model indicates that expansion of offshore leasing will not

significantly reduce future shortages of gas.

5.3. The Demand Function for Liquified Natural Gas

The model has other forecasting and analysis applications besides those
dealing with FPC field price regulation. As an example, the-econometric
model can be used to determine the demand function for Liduified Natural
Gas (or another substitute for natural gas) in different regions of the
country under oné or another particular field pricé regql&;ory policy. We
explain in dgtail here how the LNG demand function is calculgted, and present
demand schedules for different regions of the country under the “FPC Regulation"
pricé policy.

The demand function for. Liquified Natural Gas is assuﬁed to be the
excess demand persisting after the supply of natural gas f;qm existing
sources, both onsﬁore and 6ffshore, has been parceled out':egionally., Thus,
the LNG demand function is obtained by horizontally subtracting supply
from the demand function for natural gas in each'region. This LNG demand

function is of course conditional on the particular FPC price policy that

is in effect.
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It should be noted, however, that the demand function for natural gas
that is relevent for this purpose isrnot the estimated equation in a particular
region, but musf be derived from simulations of the entire model. There are
séveral reasons for this. First, the model determines demand in individual .
states through regional demand equations that contain exogenous variables
(population; income; etc.) that, along with dummy variables, vary from state
to state. This means that we cannot determine a price-quantity relatiqnship
for wholesale'gas demand on a regional basis independent from exogenous and
dummy variables. ‘Furthermore, residential/commercial and industrial demand

"summing"!

equations have been estimated separétely, and there is no way of
across states or across residential/commercial and industrial demand to
form an aggregate Aemand function that is a relationship between quantity
demanded and wholesale price. Finally, the input-output table in the model
allocates flows of gas between produciﬁg and consuming regions, not to the
level of individu#l states. By calculating simulated values of gas demand
by state and by residential/commercial and industrlal markets, along with
regional supplies oﬁtained éfter feeding in relevantAvalues of the exogenous
variables and other_policy parameters, we estimate a weighted-average wholesale
price aﬁd wholesale demand by reéion for each price simula;ion. By performiné
enough simulations (varying the regdlaﬁed field price acro#s'simulations),
sufficient “data.points" can be obtained for price and demand to allow esti-
mation of regional demand functions;(i.e., quanﬁity demanded in the region
versus the weighted-average wholesale price).

Our estimation procadure, then, begins by obtaining total demand schedules
for natural gas by region, for the three important excess demand regionms,
Nogtheast, North éentral, and West. These demand schedules are of the

form:
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XXWD = <y + c1XXWP

where XX represents a regional prefix, and WD and WP are the wholesale demand
and wholesale priée respectively. Thus the schedule is a4relationship between
total quantity and weighted-average price. Once equation (1) has been
estimated by a regréssion equation on the data derived for each region, we

" determine the LNG schedule by simulating the following equation for each

region of the country:

4Equation (2) is simply another way of writing equation (1), except that total
gas demand is set equal to supply plus excess demand, and this excess demand
is assumed to be the demand for LNG. P is the wholesale price (resulting

in excess demand LNGD) and P** is the welghted-.average price that results

from P and the LNG price for that portion of (excess) demand. The equation

is illustrated graphically in Figure 5.1. Note that in the figure, LNGP

is the price at which LNG can be sold to that volume exceeding SUP and
satisfying total demand at P**, By simulating equation (2) we find pairs of
values (LNGP, LNGD) that make up the LNG demand schedule.

Figure 5.1 Calculation of LNG Demand Schedule

price
LNGP | — — — < :
198Q(domestic
gas)
*k
P o
//////
P - :
AN
- D1 980

sup LNGD
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XXLNGD + XXSUP = ¢, +
cl[((XXLNGD- XXLNGP) + (XXSUP~» XXP)) / (XXLNGD + XXSUP)] e (2)

The coefficients <y and cy in equation (2) take on the values of the regression
estimates of equation (1) in each region of the country. It is also
important to remember that the data from which equation (1) is estimated
are simulation results that apply to a single xggg,‘and that the simulation
of equation (2) and the resulting LNG demand schedule should apply to
the same year.
We have estimated equation (1) over the Northeast, North Central,
and West regions, using simulation results for the year 1980. These
regression regults are shown below as equations (3), (4), and (5). Note
that the number of observations used in each regression is simply equal

to the number of states in the particular region.

Northeast:
NEWD = 7.18x106 - 21,600NEWP 3)
(90.9) (-32.0)
2 4
R™ = 0.99 F = 1023 S.E. = 5.29x10
North Central:
NCWD = l.261x107 - 464500 NCWP (4)
(76.5) (-28.9)
2 . 5
R™ = 0.99 F = 834 S.E. = 1.18x10
West:
- WWD = 6.73x10% - 22, 300WWP (5)
(96.9) (-29.7)
2 4
R™ = 0.99 F = 884 S.E. = 4.89x10

At this point we determine the LNG demand schedule in the Northeast, for

example, by taking the estimated values of < and <1 from equation (3),
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substituting them in equation (2) and simulating equation (2) for various

LNG prices to determine LNG demand at tﬁose LNG prices in 1980. This is
repeated for the;North Central and West regions to detefmine three regional
LNG demand sche&ﬁleé, all of which apply, of course, to the "FPC Regulation"
field price regulatory policy. The schedﬁles are shown in Table 5.31. It

is interesting to note that the table indicates that the greatest demand

for LNG will-be in the North Central region, ranging from 5.5 trillion cubic
feet at a price of 50¢ per Mcf to 2.2 trillion cubic feet'annually at a price

of $2.50.

Although.the magnitudes of LNG differ considerably from region to region,
the demand elasticities do not differ widely. We have calculatéd average demand
elasticities based on the schedules of Table 5.30 equal to -0.44 for the»Nor;h—
‘east, -0.61 for thé North Central, and -0.43 for the West. Of course these
demand elasticities and the schedules from which théy ﬁere derived are completely
dependent on a particular natural gés regulatory policy, and an alternative
policy would result in different LNG demand schedules and possibly different

elasticities of demand.

5.4. Summary

The derivation of the LNG demand schedule is just one example of how the
model can be>applied to forecasting and policy analysis problems. There are
other interesting app1ications. For example, it is straightforward to use the
model to measure the gains and losses that would result from Federal allocatioq

policies that shift gas from one region of the country to another. This would

involve addimg . equations to demand regions according to criteria other than
the input-output matrix (this would be similar to the method used now to
allocate gas between intra- and interstate markets). Another application example

would be to measure gains and losses resulting from the regulation of intrastate



TABLE 5.31:

Regional LNG Demand Schedules for the Year 1980
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Price of LNG
(cents per mcf)

50.

55.

60.

65.

70.

75.

80.

85.

90.

95.
100.
105.
110.
115.
120.
125.
130.
135.
140.
145.
150.
155.
160.
165.
170.
175.
180.
185.
190.
195.
200.
205.
210.
215.
220.
225.
230.
235,
240,
245.
250.

Under 'Status Quo" Policy

(Demands in trillions of cu. ft.)

Northeast

Demand

0.3441
0.3361
0.3286
0.3213
0.3143
0.3076
0.3012
0.2950
0.2890
0.2833
0.2778
0.2725
0.2673
0.2624
0.2576
0.2530
0.2486
0.2443
0.2401
0.2361
0.2322
0.2284
0.2247
0.2212
0.2177
0.2144
0.2111
0.2080
. 2049
.2019
.1991
.1962
.1935
.1908
0.1883
0.1857
0.1833
0.1809
0.1785
0.1763
0.1740

COO0OOOO

North Central
Demand

5.500
5.364
5.231
5,101
4.974
4.850
4.729
4.611
4.496
4.383
4.274
4.167
4.064
3.963
3.865
3.770
3.678
3.588
3.501
3.417
3.335
3.256
3.180
3.105
3.033
2.964
2.897
2.831
2.768
2.707
2.648
2.591
2.536
2.482
2.430
2.380
2.332
2.285
2.239
2.195
2.153

West

Demand

0.2113
0.2066
0.2021
0.1977
0.1935
.1895
.1857
.1820
.1784
.1750
1717
0.1685
0.1654
0.1624
0.1596
0.1568
0.1541
0.1515
0.1490
0.1466
0.1442
0.1420
0.1398
0.1376
0.1355
0.1335
0.1316
0.1297
0.1278
0.1260
0.1243
0.1226
0.1209
0.1193
0.1177
0.1162
0.1147
0.1132
0.1118
0.1104
0.1091

QOO0 OO
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gas so as to make its price always eﬁual to;the inferstagé‘price. -Such a
policy-would chéﬁge the allogation'of supplies and would-also affect the
levelé of éupp}& énd demand; and the e#;énf of the 1mpaét'cpuld Be measuréd_
- using the modelfsjrf

Detailed eédhometric'modéls of particular industfies;have been applied
to forecasting énd_policy analysis only over the past féw years, and have
lagged the applicatibn of macrdécoﬁometric models. Industry models have
the samé limita;iohé as macroeconometric modelsQ—their fbfecaSts ;re éubject
to the errors that -result from.model-missﬁecification,hunéXplained variance'
in regression:equaéions, imprecisé ééefficient estimatessand én‘inability
to accurately predict exogenoﬁs'variables.‘ Thié-model of the natural gas
'industfy must also have these limitations. On the other hand, the.model
provides a conéistenf framework tﬁét,simultaneously accounts for the iqter—
actions among proddcers, pipelines, and consumers in thé-gas industry and
" determine its Behavior with respect to regulaﬁion and 6therrgovernmeﬁt policies.
.Onlysthe decade of the 1970's will tell whether its fofécééts were accurate

and whether its lessons on regulatory policy were effective.

5Individuals who desire to access the mbdel for these and other simulation
experiments can write to the authors at M.I.T., Cambridge, Massachusetts,
U.S.A. for information on how to do so.
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