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#### Abstract

This paper considers a production line with two unreliable batch machines and a finite buffer. Batch machines process a set of parts simultaneously; the maximum number in the set is the size of the machine. The purpose of this paper is twofold: (i) to present a model of this system and its exact analysis; (ii) to present new qualitative insights and interpretations of system behavior. We demonstrate new generalized conservation of flow and flow rate-idle time relationships. We also present various performance measures of interest such as production rate, machine efficiencies, probabilities of blocking and starvation, and expected in-process inventory. We demonstrate an equivalence property and describe deadlock behavior. The effect of the sizes of machines on the performance measures is examined, new phenomena and insights are established, and possible interpretations are presented.


## 1 Introduction

### 1.1 System description

In this paper, we present a model, and its exact analysis, of a production line consisting of two unreliable batch machines and a finite buffer (Figure 1). Batch machines process many parts simultaneously. Ovens in semiconductor fabrication or composite part production are important examples. Other examples include computer numerical code (CNC) machines in computer aided manufacturing, automated guided vehicle (AGV) in material handling systems, and vehicles in dispatch stations.
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$$
\begin{aligned}
p_{i} & : \text { The failure rate of Machine } i \\
r_{i} & : \text { The repair rate of Machine } i \\
\mu_{i} & : \text { The service rate of Machine } i \\
C_{i} & : \text { The size of Machine } i
\end{aligned}
$$
\]



Figure 1: A production line with two unreliable batch machines and a finite buffer
Unlike earlier research on production lines, we assume that each machine has a size which is not necessarily equal to 1 . The size of Machine $i$ is $C_{i}$ and it is defined as the maximum number of parts (or jobs or items) that a machine can process at a time when it is operational. The behavior of Machine $i$ is characterized by three exponentially distributed random variables: the service time of batches (with mean $1 / \mu_{i}$ ), the time to fail (with mean $1 / p_{i}$ - abbreviated MTTF), and the time to repair (with mean $1 / r_{i}-$ abbreviated MTTR).

### 1.2 Related literature

Lines with unreliable batch servers and finite buffers appear in a wide variety of settings in the areas of semiconductor manufacturing processes $[2,3,15,40,55]$, computer aided manufacturing [36], transportation systems [41], and various related areas.

In semiconductor wafer fabrication processes, furnaces or deposition processes accumulate jobs in a buffer, and then process them as a batch of predetermined size $[2,15,55]$. In the burn-in operation in manufacturing processes of very large-scale integrated (VLSI) circuits, VLSI chips are usually processed in batches [40]. In computer aided manufacturing, items to be processed are coded and collected into groups prior to processing [36]. In transportation problems such as dispatching, products arriving at a station are dispatched in batches by a vehicle [41]. About 78 percent of all manufacturing activities in the United States fall into the classification of batch production, with batch sizes ranging from less than 10 to many thousands [24].

The analysis of two-machine one-buffer lines is of great importance because it has been used as the building block of decomposition analysis of larger lines (see, e.g., [18, 20, 29, 30, 31, 33, 39, 44, $45]$ ), and such performance analysis is vital to the design, operation, optimization, and continuous improvement of the corresponding real systems (see, e.g., [9, 32]). We hope that the model studied
here will be used in that way.
In this paper, we address both exact analytic and computational aspects of a production line with two unreliable batch machines and a finite buffer. The purpose of this paper is twofold: (i) to present a model of this system and its exact analysis; (ii) to present new qualitative insights and interpretations of system behavior. Some surprising observations are described.

This research examines the following questions: What is the effect of the sizes of machines on performance measures of interest? What are the appropriate definitions of starvation and blocking for a system with batches? Do versions of conservation of flow and flow rate-idle time relationships hold in this kind of system? What is the equivalence property of this system? Is it possible for this system to be in deadlock? Is this system always ergodic? If not, is there any way to compute the performance measures when this system is not ergodic? Are there new behavioral phenomena of this system? If so, how can we interpret them?

Let us review some related works in the following categories: (i) references that dealt with analytical evaluation of production lines (or flow lines) with machines and buffers (ii) references that dealt with batch servers or batch machines.

All previous research on flow line evaluation assume that parts are processed singly or that the sizes of batches are the same. We define single-item machines as machines which have size 1. Much previous research on the analytical evaluation of two-machine flow lines can be found in $[5,7,8,19,21,25,26,27,28,43,51,56,57,59,60]$ and others. Many references on the analytical evaluation of production lines can be found in surveys [4, 9, 20, 31, 52]. Practical applications of lines with unreliable single-item machines and finite buffers to industry can be found in [10, 53], and elsewhere. Fundamental equivalence properties in manufacturing networks under the assumption that parts are processed singly are found in $[1,49,50]$ and Chapter 5 in [31].

Buzacott and Shanthikumar (Section 7.7.6. of [9]) consider job shops with bulk job transfers. They assume that the sizes of batches are the same and present an approximate analysis of their system. Connors et al. [17] present an open queueing network model for semiconductor manufacturing processes. Though they consider batch machines in their model, they do not consider finite buffers and they do not incorporate machine failure and repair. References that dealt with various types of single-stage queueing models with batch arrivals and batch services can be found in $[6,13,16,22,23,54]$ and the references therein. The studies on optimal scheduling problems for a perfectly reliable batch machine or for a production line with perfectly reliable batch machines can be found in $[3,37,40,42]$, and their references. The literature on inventory systems with batching can be found in [11, 14], and the references therein. Haut de Sigy [38] develop a stochastic dynamic
programming model to determine the loading policy of a batch machine followed by a serial machine in a single product system. Glassey and Wang [34] demonstrate how to use forecasting information to reduce the average waiting time of a lot in a batch work station where the batch sizes are the same. To the best of authors' knowledge, there has been no research which presented analytical modeling and exact analysis of the system of Figure 1.

### 1.3 Contribution

The primary contributions of this paper can be summarized as follows:

1. We model a new kind of system that incorporates two unreliable batch machines, which may have different sizes.
2. We present definitions of starvation and blocking (Section 2.1.2), which generalize those in [31] for lines with unreliable single-item machines and finite buffers.
3. We investigate deadlock behavior (including the phenomenon of deadlock, the condition for deadlock, and the prevention of deadlock) in this system (Section 2.1.3). Deadlock cannot be observed in lines with two unreliable single-item machines and a finite buffer.
4. We demonstrate generalized conservation of flow (Theorem 2 of Section 4.4) and flow rate-idle time relationships (Theorem 1 of Section 4.3).
5. We offer a new proof of conservation of flow (Theorem 2 of Section 4.4). We also present an interpretation of our conservation of flow theorem based on Little's law [46] (Remark 2 of Section 4.4.)
6. We demonstrate an equivalence property (Theorem 3 of Section 4.5).
7. We determine cases in which the system is not ergodic and we explain how to compute the performance measures when the system is not ergodic (Section 5).
8. We perform a numerical analysis of the system. We develop code in MATLAB that produces numerically stable performance measures of interest (e.g., production rate, efficiencies of machines, starvation and blocking probabilities, and expected in-process inventory) in a short time for most cases (Section 6).
9. Based on our code, we present numerical results and their qualitative interpretations. Based on the theoretical and numerical results presented, new relationships between the sizes of machines and performance measures in unreliable batch production line with a finite buffer, have been identified and interpreted (Sections 7 and 8).

Finally, to verify our results, we match the results of the single-item special case of this system with those of the single-item model of [31] both analytically and numerically. The results match perfectly. We also perform a simulation to verify our performance measures, which is not shown here. Our computational experience shows that the average absolute relative percentage differences between our exact mean values and simulation estimates were within $1.1 \%$. Our computational experience further shows that all the exact numerical results obtained in this paper are consistent with our analytical formulae and results presented in this paper (Section 7).

### 1.4 Outline

The rest of this paper is organized as follows: In Section 2, we describe the preliminary issues and the assumptions of our system. We present a set of balance equations, stationary probabilities and the expressions of performance measures in Section 3. In Section 4, we show some theoretical results. Section 5 discusses the issue of calculating performance measures when the system is not ergodic. Section 6 briefly exhibits our computational scheme. In Section 7, we present sample numerical results and qualitative observations. Finally, Section 8 concludes this paper.

## 2 System and Assumptions

### 2.1 Preliminary issues

In this section, we present some preliminary issues which should be clarified in lines with unreliable batch machines and finite buffers.

### 2.1.1 Control policy of each machine

In this subsection, we present the control policy of each machine in production lines with unreliable batch machines and finite buffers (Figure 1).

By convention, we assume that an inexhaustible supply of parts is available upstream of Machine 1 in the line, and an unlimited storage area is present downstream of Machine 2. Under this setting, we assume that Machine $i$ can process a batch of $C_{i}$ parts if it operational and that number of
parts or spaces are available. However, we must establish rules for what do to with the machine when fewer than $C_{i}$ parts or spaces are available. We call this kind of rule a control policy. There are at least two possible control policies, called full-batch and partial-batch for each machine:

## Control policies for Machine 1

(1) Full-batch:

- If there are at least $C_{1}$ spaces in the buffer and Machine 1 is available, Machine 1 processes a batch of $C_{1}$ parts simultaneously.
- If there are fewer than $C_{1}$ spaces in the buffer and Machine 1 is available, Machine 1 does not operate. It is idle until there are at least $C_{1}$ spaces.
(2) Partial-batch:
- If there are at least $C_{1}$ spaces in the buffer and Machine 1 is available, Machine 1 processes a batch of $C_{1}$ parts simultaneously.
- If there are $s\left(0<s<C_{1}\right)$ spaces in the buffer and Machine 1 is available, Machine 1 processes a batch of $s$ parts simultaneously.


## Control policies for Machine 2

(1) Full-batch:

- If there are at least $C_{2}$ parts in the buffer and Machine 2 is available, Machine 2 processes a batch of $C_{2}$ parts.
- If there are fewer than $C_{2}$ parts in the buffer and Machine 2 is available, Machine 2 does not operate. It is idle until there are at least $C_{2}$ parts.
(2) Partial-batch:
- If there are at least $C_{2}$ parts in the buffer and Machine 2 is available, Machine 2 processes a batch of $C_{2}$ parts.
- If there are $s<C_{2}$ parts in the buffer and Machine 2 is available, Machine 2 works on a batch of $s$ parts.

In this paper, we assume the full-batch control policy for each machine. The partial-batch policy for each machine is studied in [12].

### 2.1.2 Generalized definitions of starvation and blocking

In this subsection, we present new generalized definitions of starvation and blocking in lines with unreliable batch machines and finite buffers. In lines with unreliable single-item machines and finite buffers, the definitions of starvation and blocking are as follows [31]: A machine is starved if its upstream buffer is empty. It is blocked if its downstream buffer is full.

However, in lines with batch machines that operated with the full-batch policy, these definitions are no longer adequate. We generalize the definitions of the starvation and blocking as follows: Machine $i$ is starved if the number of parts in its upstream buffer is less than $C_{i}$. It is blocked if the number of parts in its downstream buffer is greater than $N-C_{i}$.

### 2.1.3 Deadlock

In this subsection, we present an important phenomenon of this system which has no counterpart in single-item systems. For this purpose, let us define the following two sets:

$$
A=\left\{n ; N-C_{1}+1 \leq n \leq N\right\}, \quad B=\left\{n ; 0 \leq n \leq C_{2}-1\right\}
$$

From the definitions of the full-batch control policy, and the generalized definitions of blocking and starvation presented in Sections 2.1.1 and 2.1.2, Machine 1 is blocked if $n \in A$, and Machine 2 is starved if $n \in B$. Therefore, if $A \cap B$ is not empty, blocking and starvation occur simultaneously for $n \in A \cap B=\left\{n ; N-C_{1}+1 \leq n \leq N\right.$, and $\left.0 \leq n \leq C_{2}-1\right\}$. If both blocking and starvation occur simultaneously, the line stops permanently. This is deadlock. When the system is in deadlock, the production rate of the system drops to zero, the blocking and starvation probabilities are equal to 1 , and efficiencies of machines are equal to zero. To prevent deadlock, $A \cap B=\emptyset$. This will be true if $C_{1}+C_{2} \leq N+1$.

### 2.2 Assumptions

In this section, we present the set of assumptions that define the system.
(1) We assume that an inexhaustible supply of parts is available upstream of Machine 1 in the production line, and an unlimited storage area is present downstream of Machine 2.
(2) We adopt the full-batch control policy for each machine presented in Section 2.1.1 for both machines. We also adopt the new generalized definitions of starvation and blocking defined in Section 2.1.2.
(3) We assume that Machine $i$ can process exactly $C_{i}$ parts simultaneously if it is operational, where $C_{i}$ denotes the size of Machine $i(i=1,2) . C_{i}$ is a positive integer. Note that $C_{1}$ and $C_{2}$ are not necessarily the same.
(4) Parts enter the system at Machine 1 in batches of fixed size $C_{1}$, then go to the buffer, then go to Machine 2, and then exit the system in batches of fixed size $C_{2}$.
(5) Service, failure and repair times of a batch for Machine $i(i=1,2)$ are exponential random variables with parameters $\mu_{i}, p_{i}$, and $r_{i}$; these quantities are called the service rate, failure rate and repair rate, respectively.
(6) The buffer between the machines has a finite size $N$.
(7) Machine 1 never starves, and Machine 2 is never blocked.
(8) Operational dependent failures: A machine fails only while processing a batch.
(9) Batches are not destroyed or rejected at any stage in the line. Partly processed batches are not added into or taken out of the line. When a machine breaks down, the batch it was operating on waits for the machine to be repaired so that processing of a batch can resume.
(10) $C_{1}+C_{2} \leq N+1$. (See Section 2.1.3.)

The state of the system at time $t$ is denoted by $\left(n(t), \alpha_{1}(t), \alpha_{2}(t)\right)$, where $n(t)$ represents the number of parts in the buffer at time $t, \alpha_{i}(t)(i=1,2)$ denotes the repair state of Machine $i$ at time $t$. If Machine $i$ is operational (ie, not under repair) at time $t, \alpha_{i}(t)=1$. Otherwise $\alpha_{i}(t)=0$, $i=1,2$.

## 3 Balance equations and performance measures

In this section, we present a condition for this system to be ergodic and a set of balance equations for the stationary distribution. We also present the expressions for performance measures of the system.

### 3.1 Ergodicity condition

## Proposition 1 Ergodicity condition

The system is ergodic if and only if $C_{1}$ and $C_{2}$ are relatively prime.

Proof: We define $h$ as the maximum common divisor of $C_{1}$ and $C_{2}$. Let $\{n(t) ; t \geq 0\}$ be a buffer level process. Then we have

$$
\begin{equation*}
n(t)=n(0)+C_{1} A(t)-C_{2} D(t), \quad t \geq 0, \tag{1}
\end{equation*}
$$

where $A(t)$ and $D(t)$, respectively, represent the numbers of arrivals and departures of batches during interval $(0, t] . A(t)$ and $D(t)$ are non-negative integers.

1 Assume $h>1$.
It then follows that

$$
\begin{equation*}
n(t)=n(0)+C_{1} A(t)-C_{2} D(t)=n(0) \quad \bmod h . \tag{2}
\end{equation*}
$$

Therefore, $\left\{\left(n(t), \alpha_{1}(t), \alpha_{2}(t), t \geq 0\right\}\right.$ is not ergodic because the stationary distribution of a buffer level depends on the initial buffer level $n(0)$ through equation (2).

2 Assume $h=1$.
Consider $s(0)=\left(n(0), \alpha_{1}(0), \alpha_{2}(0)\right)$ and $s^{*}=\left(n^{*}, \alpha_{1}^{*}, \alpha_{2}^{*}\right)$ where $s^{*}$ is not a transient state. It is possible to construct a sequence of transitions
$s(0)=\left(n(0), \alpha_{1}(0), \alpha_{2}(0)\right) \rightarrow s\left(t_{1}\right)=\left(n\left(t_{1}\right), \alpha_{1}\left(t_{1}\right), \alpha_{2}\left(t_{1}\right)\right) \rightarrow s\left(t_{2}\right)=\left(n\left(t_{2}\right), \alpha_{1}\left(t_{2}\right), \alpha_{2}\left(t_{2}\right)\right) \rightarrow \ldots \rightarrow s^{*}$
for any $s(0)$ and $s^{*}$. The sequence is constructed as follows:

1. If $\alpha_{1}(0) \neq 1$ or $\alpha_{2}(0) \neq 1$, the first or the first two transitions bring $\left(\alpha_{1}, \alpha_{2}\right)$ to $(1,1)$.
2. If $n(0)<C_{2}$, the next set of transitions are enough Machine 1 operations such that $n \geq C_{2}$. If $n(0)>N-C_{1}$, the next set of transitions are enough Machine 2 operations such that $n \leq N-C_{1}$.
3. If $n>n^{*}$, the next transition is a Machine 2 operation, so $n$ is decreased by $C_{2}$. If $n<n^{*}$, the next transition is a Machine 1 operation, so $n$ is increased by $C_{1}$.
4. Repeat Step 3 until $n=n^{*}$. This will occur eventually because $C_{1}$ and $C_{2}$ are relatively prime, and because $n$ can always be expressed as $n=n(0)+D_{1} C_{1}-D_{2} C_{2}$ where $D_{1}$ is the number of times that $M_{1}$ is operated and $D_{2}$ is the number of times that $M_{2}$ is operated. From Theorem 8.6 of [48], for any $n^{*}$ and $n(0)$, there exist integers $D_{1}$ and $D_{2}$ such that $n^{*}-n(0)=D_{1} C_{1}-D_{2} C_{2}$.
5. The last one or two transitions bring $\left(\alpha_{1}, \alpha_{2}\right)$ from $(1,1)$ to $\left(\alpha_{1}^{*}, \alpha_{2}^{*}\right)$.

Since the system can get from any initial state to any non-transient final state the system is ergodic. In the finite-state Markov process $\left\{\left(n(t), \alpha_{1}(t), \alpha_{2}(t)\right) ; t \geq 0\right\}$, there is a set of transient states, and a single final class which is irreducible. Thus, a unique stationary distribution exists.

Remark 1 When $h \neq 1$, consider the transformed process $\left\{\left(m(t), \alpha_{1}(t), \alpha_{2}(t)\right) ; t \geq 0\right\}$ associated with the original process $\left\{\left(n(t), \alpha_{1}(t), \alpha_{2}(t)\right) ; t \geq 0\right\}$ where $m(t)$ is the unique integer that satisfies

$$
m(t) h \leq n(t)<(m(t)+1) h
$$

Note that

$$
\begin{equation*}
n(t)=m(t) h+e \tag{3}
\end{equation*}
$$

where $e$ is an integer that is determined by $n(0)$. It is given by

$$
\begin{gather*}
0 \leq e<h \\
n(0)=m(0) h+e \tag{4}
\end{gather*}
$$

The transformed process $\left\{\left(m(t), \alpha_{1}(t), \alpha_{2}(t)\right) ; t \geq 0\right\}$ is equivalent to $\left\{\left(n(t), \alpha_{1}(t), \alpha_{2}(t)\right) ; t \geq 0\right\}$ when we replace $C_{i}$ by $C_{i} / h$ and $N$ by $M$ where $M$ is the largest integer such that

$$
\begin{equation*}
N \geq M h+e \tag{5}
\end{equation*}
$$

This is because the only values that $n(t)$ can take are given by (3), and the transition rates among the states in the original system are the same as those among corresponding states in the transformed system. The transformed system can be thought of as one whose parts are sets of $h$ parts in the original system.

The transformed system is ergodic. This is because of how we constructed the sizes of the machines. Since the original sizes were reduced by their greatest common divisor, the new sizes are relatively prime. Therefore all the results derived in this paper for ergodic systems apply to the transformed system.

In the rest of the paper, we assume that $C_{1}$ and $C_{2}$ are relatively prime so that the system is ergodic unless we explicitly state otherwise (such as in Section 5). We also assume that the system has reached its steady state.

### 3.2 Balance equations

We define the stationary distribution $P\left(n, \alpha_{1}, \alpha_{2}\right)$ as follows:

$$
P\left(n, \alpha_{1}, \alpha_{2}\right) \equiv \lim _{t \rightarrow \infty} P\left\{\left(n(t), \alpha_{1}(t), \alpha_{2}(t)\right)=\left(n, \alpha_{1}, \alpha_{2}\right)\right\}, 0 \leq n \leq N, \alpha_{i}=0,1 .
$$

In this subsection, we present a set of balance equations of this system. We assume

$$
\begin{equation*}
P\left(n, \alpha_{1}, \alpha_{2}\right) \equiv 0, \text { for } n<0 \quad \text { and } \quad P\left(n, \alpha_{1}, \alpha_{2}\right) \equiv 0, \text { for } n>N . \tag{6}
\end{equation*}
$$

We distinguish four sets of equations, corresponding to the values of $\alpha_{1}$ and $\alpha_{2}$ :
Case $1 \alpha_{1}=0, \alpha_{2}=0$ :

$$
\begin{gather*}
P(n, 0,0)\left(r_{1}+r_{2}\right)=P(n, 1,0) p_{1}+p(n, 0,1) p_{2}, \text { for } C_{2} \leq n \leq N-C_{1} .  \tag{7}\\
P(n, 0,0)\left(r_{1}+r_{2}\right)=P(n, 1,0) p_{1}, \text { for } 0 \leq n \leq C_{2}-1 .  \tag{8}\\
P(n, 0,0)\left(r_{1}+r_{2}\right)=P(n, 0,1) p_{2}, \text { for } N-C_{1}+1 \leq n \leq N . \tag{9}
\end{gather*}
$$

Discussion: The left hand sides of these equations represent the rate at which the system leaves state $(n, 0,0)$. They reflect the fact that the system leaves state $(n, 0,0)$ only when the repair of a machine is complete. The right hand sides represent the rates at which the system enters state $(n, 0,0)$. The explanations of the ranges of buffer level in the right hand sides are as follows:

Recall that we define the following two sets in Section 2.1.3:

$$
A=\left\{n ; N-C_{1}+1 \leq n \leq N\right\}, \quad B=\left\{n ; 0 \leq n \leq C_{2}-1\right\} .
$$

For $n \in A$, Machine 1 is blocked (subsection 2.1.2), so that it cannot fail (by Assumption 8). For $n \in B$, Machine 2 starves (subsection 2.1.2), so that it cannot fail (by Assumption 8). From these observations and the assumption (10) in Section 2, we get the following three cases:
(i) For $n \in A^{C} \cap B^{C}=\left\{n ; C_{2} \leq n \leq N-C_{1}\right\}$,

For this case, neither blocking (of Machine 1) nor starvation (of Machine 2) occurs. Thus, both machines can fail (by Assumption 8). From this observation, the system can reach state ( $n, 0,0$ ) either from state $(n, 1,0)$ if machine 1 fails or from state $(n, 0,1)$ if Machine 2 fails. This argument leads to (7).
(ii) For $n \in A^{C} \cap B=\left\{n ; 0 \leq n \leq C_{2}-1\right\}$,

For this case, Machine 1 cannot be blocked and Machine 2 is starved. Thus, Machine 1 can fail, while the Machine 2 cannot fail. From this observation, the system can reach state ( $n, 0,0$ ) only from state ( $n, 1,0$ ) if Machine 1 fails. This argument leads to (8).
(iii) For $n \in A \cap B^{C}=\left\{n ; N-C_{1}+1 \leq n \leq N\right\}$,

For this case, Machine 1 is blocked and Machine 2 cannot starve. Thus, Machine 1 cannot fail, while Machine 2 can fail. From this observation, the system can reach state ( $n, 0,0$ ) only from state ( $n, 0,1$ ) if Machine 2 fails. This argument leads to (9).

The other sets of equations can be obtained similarly:
Case $2 \alpha_{1}=0, \alpha_{2}=1$ :

$$
\begin{align*}
P(n, 0,1)\left(r_{1}+\mu_{2}+p_{2}\right)= & P(n, 0,0) r_{2}+P(n, 1,1) p_{1}+P\left(n+C_{2}, 0,1\right) \mu_{2}, \\
& \text { for } C_{2} \leq n \leq N-C_{1} . \tag{10}
\end{align*}
$$

$$
\begin{align*}
P(n, 0,1) r_{1}= & P(n, 0,0) r_{2}+P(n, 1,1) p_{1}+P\left(n+C_{2}, 0,1\right) \mu_{2}, \\
& \text { for } 0 \leq n \leq C_{2}-1 .  \tag{11}\\
P(n, 0,1)\left(r_{1}+\mu_{2}+p_{2}\right)= & P(n, 0,0) r_{2}+P\left(n+C_{2}, 0,1\right) \mu_{2}, \\
& \text { for } N-C_{1}+1 \leq n \leq N . \tag{12}
\end{align*}
$$

Case $3 \alpha_{1}=1, \alpha_{2}=0$ :

$$
\begin{gather*}
P(n, 1,0)\left(p_{1}+\mu_{1}+r_{2}\right)=P\left(n-C_{1}, 1,0\right) \mu_{1}+P(n, 0,0) r_{1}+P(n, 1,1) p_{2}, \\
\quad \text { for } C_{2} \leq n \leq N-C_{1} .  \tag{13}\\
P(n, 1,0)\left(p_{1}+\mu_{1}+r_{2}\right)=P\left(n-C_{1}, 1,0\right) \mu_{1}+P(n, 0,0) r_{1}, \\
 \tag{14}\\
\text { for } 0 \leq n \leq C_{2}-1 \\
P(n, 1,0) r_{2}=  \tag{15}\\
\\
\quad \text { for } N\left(n-C_{1}, 1,0\right) \mu_{1}+P(n, 0,0) r_{1}+P(n, 1,1) p_{2}, \\
\end{gather*}
$$

Case $4 \quad \alpha_{1}=1, \alpha_{2}=1$ :

$$
\begin{gather*}
P(n, 1,1)\left(p_{1}+p_{2}+\mu_{1}+\mu_{2}\right)=P\left(n-C_{1}, 1,1\right) \mu_{1}+P\left(n+C_{2}, 1,1\right) \mu_{2}+P(n, 1,0) r_{2}+P(n, 0,1) r_{1}, \\
\quad \text { for } C_{2} \leq n \leq N-C_{1} . \tag{16}
\end{gather*}
$$

$$
\begin{align*}
& P(n, 1,1)\left(p_{1}+\mu_{1}\right)=P\left(n-C_{1}, 1,1\right) \mu_{1}+P\left(n+C_{2}, 1,1\right) \mu_{2}+P(n, 1,0) r_{2}+P(n, 0,1) r_{1}, \\
& \quad \text { for } 0 \leq n \leq C_{2}-1 . \tag{17}
\end{align*}
$$

$$
\begin{gather*}
P(n, 1,1)\left(p_{2}+\mu_{2}\right)=P\left(n-C_{1}, 1,1\right) \mu_{1}+P\left(n+C_{2}, 1,1\right) \mu_{2}+P(n, 1,0) r_{2}+P(n, 0,1) r_{1}, \\
\quad \text { for } N-C_{1}+1 \leq n \leq N . \tag{18}
\end{gather*}
$$

## Normalization condition

$$
\begin{equation*}
\sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} \sum_{\alpha_{2}=0}^{1} P\left(n, \alpha_{1}, \alpha_{2}\right)=1 \tag{19}
\end{equation*}
$$

Special case: When $C_{1}=C_{2}=1$, the above balance equations are reduced to those presented in [31] for lines with single-item machines.

Once we compute the stationary probabilities (see Section 6 for our computational scheme), we can compute the performance measures of interest using the formulas presented in Section 3.3.

### 3.3 Performance measures

Efficiency Efficiency $E_{i}$ is defined as the probability that Machine $i$ is operating on a batch, or the long-run fraction of time in which Machine $i$ produces batches. $E_{1}$ and $E_{2}$ can be expressed as follows:

$$
\begin{align*}
E_{1} & =\sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right),  \tag{20}\\
E_{2} & =\sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 1\right) . \tag{21}
\end{align*}
$$

Isolated efficiency The isolated efficiency $e_{i}$ of Machine $i$ is given by

$$
\begin{equation*}
e_{i}=\frac{r_{i}}{r_{i}+p_{i}} \tag{22}
\end{equation*}
$$

and it represents the long-run fraction of time that Machine $i$ is operational.

Probabilities of blocking and starvation The stationary probabilities of blocking and starvation, $P_{B}$ and $P_{S}$, respectively, are:

$$
\begin{align*}
P_{B} & =\sum_{n=N-C_{1}+1}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right) .  \tag{23}\\
P_{S} & =\sum_{n=0}^{C_{2}-1} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 1\right) . \tag{24}
\end{align*}
$$

Production rate The production rate of Machine $i, P_{i}$, is given by

$$
\begin{equation*}
P_{i}=\mu_{i} C_{i} E_{i} \tag{25}
\end{equation*}
$$

Isolated production rate The isolated production rate of Machine $i, \rho_{i}$, is given by

$$
\begin{equation*}
\rho_{i}=\mu_{i} C_{i} e_{i} \tag{26}
\end{equation*}
$$

and it represents what the production rate of Machine $i$ would be if it were never impeded by other machines or buffers.

Expected in-process inventory The expected in-process inventory in the buffer can be written as follows:

$$
\begin{equation*}
\bar{n}=\sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} \sum_{\alpha_{2}=0}^{1} n P\left(n, \alpha_{1}, \alpha_{2}\right) . \tag{27}
\end{equation*}
$$

## 4 Theoretical results

In this section, we present some theoretical results about this system.

### 4.1 Transient states

We present the transient states of this system in Lemma 1, which generalize the results in p. 101 of [31].

Lemma 1 Identification of transient states

$$
\begin{gather*}
P(n, 0,0)=P(n, 1,0)=0, \text { for } 0 \leq n \leq C_{2}-1 .  \tag{28}\\
P(n, 0,0)=P(n, 0,1)=0, \text { for } N-C_{1}+1 \leq n \leq N . \tag{29}
\end{gather*}
$$

## Proof of (28):

(1) Combining (8) and (14), we get

$$
\begin{equation*}
P(n, 0,0) r_{2}+P(n, 1,0)\left(\mu_{1}+r_{2}\right)=P\left(n-C_{1}, 1,0\right) \mu_{1}, \text { for } 0 \leq n \leq C_{2}-1 \tag{30}
\end{equation*}
$$

We consider the following two cases:
Case $1 C_{1} \geq C_{2}$

Analysis of a Production Line with Two Unreliable Batch Machines

For this case, the term $P\left(n-C_{1}, 1,0\right) \mu_{1}$ in the right side of (30) automatically disappears since $n-C_{1}<0$ under the condition that $0 \leq n \leq C_{2}-1$ and $C_{1} \geq C_{2}$. So we get

$$
\begin{equation*}
P(n, 0,0) r_{2}+P(n, 1,0)\left(\mu_{1}+r_{2}\right)=0, \text { for } C_{1} \geq C_{2}, 0 \leq n \leq C_{2}-1 \tag{31}
\end{equation*}
$$

Since probabilities are nonnegative, we get

$$
\begin{equation*}
P(n, 0,0)=P(n, 1,0)=0, \text { for } C_{1} \geq C_{2}, 0 \leq n \leq C_{2}-1 \tag{32}
\end{equation*}
$$

Case $2 C_{1}<C_{2}$
For this case, (30) can be divided into the following two equations:

$$
\begin{gather*}
P(n, 0,0) r_{2}+P(n, 1,0)\left(\mu_{1}+r_{2}\right)=0, \text { for } 0 \leq n \leq C_{1}-1  \tag{33}\\
P(n, 0,0) r_{2}+P(n, 1,0)\left(\mu_{1}+r_{2}\right)=P\left(n-C_{1}, 1,0\right) \mu_{1}, \text { for } C_{1} \leq n \leq C_{2}-1 \tag{34}
\end{gather*}
$$

Since probabilities are nonnegative, we get the following from (33):

$$
\begin{equation*}
P(n, 0,0)=P(n, 1,0)=0, \text { for } C_{1}<C_{2}, 0 \leq n \leq C_{1}-1 \tag{35}
\end{equation*}
$$

All that remains is to show that $P(n, 0,0)=P(n, 1,0)=0$ for $C_{1} \leq n \leq C_{2}-1$. First, suppose $C_{1} \leq n<\min \left(C_{2}-1,2 C_{1}\right)$. Then $n-C_{1}<C_{1}$, so (34) implies that

$$
P(n, 0,0)=P(n, 1,0)=0 \text { for } C_{1} \leq n<\min \left(C_{2}-1,2 C_{1}\right)
$$

Suppose that we have already established that

$$
P(n, 0,0)=P(n, 1,0)=0 \text { for }(K-1) C_{1} \leq n<\min \left(C_{2}-1, K C_{1}\right)
$$

for integer $K$, and that $K C_{1} \leq n<\min \left(C_{2}-1,(K+1) C_{1}\right)$. Then, since $(K-1) C_{1} \leq n-C_{1}<$ $\min \left(C_{2}-1, K C_{1}\right),(34)$ implies that

$$
P(n, 0,0)=P(n, 1,0)=0 \text { for } K C_{1} \leq n<\min \left(C_{2}-1,(K+1) C_{1}\right)
$$

Eventually $K C_{1}>C_{2}-1$, and the process stops. Equation (28) is proved by induction.
Proof of (29):
(2) Combining (9) and (12), we get

$$
\begin{equation*}
P(n, 0,0) r_{1}+P(n, 0,1)\left(r_{1}+\mu_{2}\right)=P\left(n+C_{2}, 0,1\right) \mu_{2}, \text { for } N-C_{1}+1 \leq n \leq N \tag{36}
\end{equation*}
$$

We consider the following two cases:

Case $1 C_{1}<C_{2}$
For this case, it can be seen that the term $P\left(n+C_{2}, 0,1\right) \mu_{2}$ in the right side of (36) automatically disappears since $n+C_{2}>N$ under the condition that $N-C_{1}+1 \leq n \leq N$ and $C_{1}<C_{2}$. So we get

$$
\begin{equation*}
P(n, 0,0) r_{1}+P(n, 0,1)\left(r_{1}+\mu_{2}\right)=0, \text { for } C_{1}<C_{2}, N-C_{1}+1 \leq n \leq N . \tag{37}
\end{equation*}
$$

Since probabilities are nonnegative, we get

$$
\begin{equation*}
P(n, 0,0)=P(n, 0,1)=0, \text { for } C_{1}<C_{2}, N-C_{1}+1 \leq n \leq N . \tag{38}
\end{equation*}
$$

Case $2 C_{1} \geq C_{2}$
For this case, (36) can be divided into the following two equations:

$$
\begin{gather*}
P(n, 0,0) r_{1}+P(n, 0,1)\left(r_{1}+\mu_{2}\right)=0, \text { for } N-C_{2}+1 \leq n \leq N .  \tag{39}\\
P(n, 0,0) r_{1}+P(n, 0,1)\left(r_{1}+\mu_{2}\right)=P\left(n+C_{2}, 0,1\right) \mu_{2}, \text { for } N-C_{1}+1 \leq n \leq N-C_{2} . \tag{40}
\end{gather*}
$$

Since probabilities are nonnegative, we get the following from (39):

$$
\begin{equation*}
P(n, 0,0)=P(n, 0,1)=0, \text { for } C_{1} \geq C_{2}, N-C_{2}+1 \leq n \leq N . \tag{41}
\end{equation*}
$$

All that remains is to show that $P(n, 0,0)=P(n, 0,1)=0$, for $N-C_{1}+1 \leq n \leq N-C_{2}$. First, suppose $\max \left(N-C_{1}+1, N-2 C_{2}\right)<n \leq N-C_{2}$. Then $N-C_{2}<n+C_{2} \leq N$, so (40) implies that

$$
P(n, 0,0)=P(n, 0,1)=0 \text { for } \max \left(N-C_{1}+1, N-2 C_{2}\right)<n \leq N-C_{2} .
$$

Then, suppose that we have already established that

$$
P(n, 0,0)=P(n, 1,0)=0 \text { for } \max \left(N-C_{1}+1, N-S C_{2}\right)<n \leq N-(S-1) C_{2} .
$$

for integer $S$, and that $\max \left(N-C_{1}+1, N-(S+1) C_{2}\right)<n \leq N-S C_{2}$. Then, since $\max (N-$ $\left.C_{1}+1, N-S C_{2}\right)<n+C_{2} \leq N-(S-1) C_{2}$ implies that

$$
P(n, 0,0)=P(n, 1,0)=0 \text { for } \max \left(N-C_{1}+1, N-S C_{2}\right)<n \leq N-(S-1) C_{2}
$$

Eventually $N-S C_{2}>N-C_{1}+1$, and the process stops. Equation (29) is proved by induction.

### 4.2 Repair frequency equals failure frequency

Lemma 2 states that the rate of transition from the set of states in which Machine 1 is under repair to the set of states in which Machine 1 is operational is equal to the rate of transitions in the opposite direction. It states the same for Machine 2. Lemma 2 generalizes similar results on p. 102 of [31] for single-item machines.

Lemma 2 Repair frequency equals failure frequency

$$
\begin{align*}
& r_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n, 0, \alpha_{2}\right)=p_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right) .  \tag{42}\\
& r_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 0\right)=p_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 1\right) . \tag{43}
\end{align*}
$$

## Proof:

(i) Adding Equations (7)-(12), we get

$$
\begin{align*}
\sum_{n=0}^{N} P(n, 0,0) & \left(r_{1}+r_{2}\right)+\sum_{n=0}^{N} P(n, 0,1) r_{1}+\sum_{n=C_{2}}^{N} P(n, 0,1)\left(\mu_{2}+p_{2}\right) \\
= & p_{1} \sum_{n=0}^{N-C_{1}} P(n, 1,0)+p_{2} \sum_{n=C_{2}}^{N} P(n, 0,1)+r_{2} \sum_{n=0}^{N} P(n, 0,0) \\
& +p_{1} \sum_{n=0}^{N-C_{1}} P(n, 1,1)+\mu_{2} \sum_{n=0}^{N} P\left(n+C_{2}, 0,1\right) \tag{44}
\end{align*}
$$

Using the convention that $P(n, 0,1)=0$ for $n>N$, it can be seen that (44) is equivalent to

$$
\begin{equation*}
r_{1} \sum_{n=0}^{N} P(n, 0,0)+r_{1} \sum_{n=0}^{N} P(n, 0,1)=p_{1} \sum_{n=0}^{N-C_{1}} P(n, 1,0)+p_{1} \sum_{n=0}^{N-C_{1}} P(n, 1,1), \tag{45}
\end{equation*}
$$

from which we get (42).
(ii) Adding Equations (7)-(9), (13)-(15), we get

$$
\begin{align*}
\sum_{n=0}^{N} P(n, 0,0) & \left(r_{1}+r_{2}\right)+\sum_{n=0}^{N} P(n, 1,0) r_{2}+\sum_{n=0}^{N-C_{1}} P(n, 1,0)\left(\mu_{1}+p_{1}\right) \\
= & p_{1} \sum_{n=0}^{N-C_{1}} P(n, 1,0)+p_{2} \sum_{n=C_{2}}^{N} P(n, 0,1)+r_{1} \sum_{n=0}^{N} P(n, 0,0) \\
& +p_{2} \sum_{n=C_{2}}^{N} P(n, 1,1)+\mu_{1} \sum_{n=0}^{N} P\left(n-C_{1}, 1,0\right) \tag{46}
\end{align*}
$$

Using the convention that $P(n, 1,0)=0$ for $n<0$, it can be seen that (46) can be written as

$$
\begin{equation*}
r_{2} \sum_{n=0}^{N} P(n, 0,0)+r_{2} \sum_{n=0}^{N} P(n, 1,0)=p_{2} \sum_{n=C_{2}}^{N} P(n, 0,1)+p_{2} \sum_{n=C_{2}}^{N} P(n, 1,1) \tag{47}
\end{equation*}
$$

from which we get (43). This completes the proof.

### 4.3 Generalized flow rate-idle time relationships

In Theorem 1, we present generalized flow rate-idle time relationships.

Theorem 1 Flow rate-idle time relationships

$$
\begin{gather*}
E_{1}=e_{1} P\left(n \leq N-C_{1}\right)=\frac{r_{1}}{r_{1}+p_{1}}\left(1-P_{B}\right)  \tag{48}\\
E_{2}=e_{2} P\left(n \geq C_{2}\right)=\frac{r_{2}}{r_{2}+p_{2}}\left(1-P_{S}\right) \tag{49}
\end{gather*}
$$

where $P_{B}$ and $P_{S}$ are defined in (23) and (24).

## Proof:

(i) Let $D_{1}=\sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} P\left(n, 0, \alpha_{2}\right)$.

Using (20) and Lemma 1 , it can be seen that

$$
\begin{equation*}
E_{1}+D_{1}=\sum_{n=0}^{N-C_{1}} \sum_{\alpha_{1}=0}^{1} \sum_{\alpha_{2}=0}^{1} P\left(n, \alpha_{1}, \alpha_{2}\right)=1-P_{B} \tag{50}
\end{equation*}
$$

where $P_{B}$ is as defined in (23).
Taking the transient states (i.e., $P(n, 0,0)=P(n, 0,1)=0$, for $\left.N-C_{1}+1 \leq n \leq N\right)$ into account, we can express (42) as follows:

$$
\begin{equation*}
r_{1} D_{1}=p_{1} E_{1} \tag{51}
\end{equation*}
$$

Combining (50) and (51), we get

$$
\begin{equation*}
E_{1}=\frac{r_{1}}{r_{1}+p_{1}}\left(1-P_{B}\right) \tag{52}
\end{equation*}
$$

Combining (23) and (52), we get (48).
(ii) Let $D_{2}=\sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 0\right)$.

Using (21), it can be seen that

$$
\begin{equation*}
E_{2}+D_{2}=\sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} \sum_{\alpha_{2}=0}^{1} P\left(n, \alpha_{1}, \alpha_{2}\right)=1-P_{S} \tag{53}
\end{equation*}
$$

where $P_{S}$ is as defined in (24).
Taking the transient states (i.e., $\left.P(n, 0,0)=P(n, 1,0)=0,0 \leq n \leq C_{2}-1\right)$ into account, we can express (43) using the notation $E_{2}$ and $D_{2}$ as follows:

$$
\begin{equation*}
r_{2} D_{2}=p_{2} E_{2} \tag{54}
\end{equation*}
$$

Combining (53) and (54), we get

$$
\begin{equation*}
E_{2}=\frac{r_{2}}{r_{2}+p_{2}}\left(1-P_{S}\right) \tag{55}
\end{equation*}
$$

Combining (24) and (55), we get (49).

### 4.4 Generalized conservation of flow

Lemma 3 is helpful in demonstrating a generalized form of conservation of flow.

## Lemma 3 Balance equations

For $0 \leq n \leq C_{2}-1$,

$$
\begin{equation*}
\mu_{1} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right)=\mu_{1} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{56}
\end{equation*}
$$

For $C_{2} \leq n \leq N-C_{1}$,

$$
\begin{equation*}
\mu_{1} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right)+\mu_{2} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 1\right)=\mu_{1} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{57}
\end{equation*}
$$

For $N-C_{1}+1 \leq n \leq N$,

$$
\begin{equation*}
\mu_{2} \sum_{\alpha_{2}=0}^{1} P\left(n, \alpha_{1}, 1\right)=\mu_{1} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{58}
\end{equation*}
$$

where $P\left(n, \alpha_{1}, \alpha_{2}\right) \equiv 0$, for $n<0$ and $P\left(n, \alpha_{1}, \alpha_{2}\right) \equiv 0$, for $n>N$.

## Proof:

i) For $0 \leq n \leq C_{2}-1$,

Adding Equations (8), (11), (14) and (17) and simplifying them gives (56).
ii) For $C_{2} \leq n \leq N-C_{1}$,

Adding Equations (7), (10), (13), and (16) and simplifying them gives (57).
iii) For $N-C_{1}+1 \leq n \leq N$,

Adding Equations (9), (12), (15) and (18) and simplifying them gives (58).

In Theorem 2, we prove a statement of conservation of flow which generalizes that of [31] for single-item systems. Due to the complexity of the range of buffer levels and the existence of batch transition terms in balance equation, it is not easy to use induction as was done earlier. We therefore present a new proof of conservation of flow in the following theorem.

Theorem 2 Conservation of flow:
Since there is no creation or destruction of batches, flow is conserved. That is,

$$
\begin{equation*}
P=\mu_{1} C_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right)=\mu_{2} C_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n, \alpha_{1}, 1\right) \tag{59}
\end{equation*}
$$

which can also be written

$$
\begin{equation*}
P=\mu_{1} C_{1} E_{1}=\mu_{2} C_{2} E_{2} \tag{60}
\end{equation*}
$$

Proof: Multiplying (56), (57), and (58) by $n$ and summing over $n$, we get

$$
\begin{align*}
& \mu_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} n P\left(n, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} n P\left(n, \alpha_{1}, 1\right) \\
& \quad=\mu_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} n P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} n P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{61}
\end{align*}
$$

from which we get

$$
\begin{align*}
& \mu_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{1}=0}^{1} n P\left(n, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} n P\left(n, \alpha_{1}, 1\right) \\
& \quad=\mu_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right) \\
& \quad+\mu_{1} C_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right)-\mu_{2} C_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{62}
\end{align*}
$$

In (62), it can be seen that the terms

$$
\begin{aligned}
& \mu_{1} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right), \\
& \mu_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right),
\end{aligned}
$$

$$
\mu_{1} C_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right),
$$

and

$$
\mu_{2} C_{2} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right)
$$

can be simplified as follows:

$$
\begin{equation*}
\mu_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right)=\mu_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{2}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right) \tag{63}
\end{equation*}
$$

because $P(n, 1,0)=P(n, 1,1)=0$, for $n<0$.

$$
\begin{equation*}
\mu_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right)=\mu_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{1}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right) \tag{64}
\end{equation*}
$$

because $P(n, 0,1)=P(n, 1,1)=0$, for $n>N$.

$$
\begin{equation*}
\mu_{1} C_{1} \sum_{n=0}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right)=\mu_{1} C_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{2}=0}^{1} P\left(n-C_{1}, 1, \alpha_{2}\right) \tag{65}
\end{equation*}
$$

because $P(n, 1,0)=P(n, 1,1)=0$, for $n<0$.

$$
\begin{equation*}
\mu_{2} C_{2} \sum_{n=0}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right)=\mu_{2} C_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, \alpha_{1}, 1\right) . \tag{66}
\end{equation*}
$$

because $P(n, 0,1)=P(n, 1,1)=0$, for $n>N$.
Incorporating (63)-(66) into (62), we get

$$
\begin{align*}
& \mu_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} n P\left(n, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} n P\left(n, \alpha_{1}, 1\right) \\
& =\mu_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{1}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right)+\mu_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{2}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right) \\
& +\mu_{1} C_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n-C_{1}, \alpha_{1}, 1\right)-\mu_{2} C_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{2}=0}^{1} P\left(n+C_{2}, 1, \alpha_{2}\right) . \tag{67}
\end{align*}
$$

In (67), it can be seen that

$$
\begin{equation*}
\mu_{1} \sum_{n=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} n P\left(n, 1, \alpha_{2}\right)=\mu_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{2}=0}^{1}\left(n-C_{1}\right) P\left(n-C_{1}, 1, \alpha_{2}\right) . \tag{68}
\end{equation*}
$$

$$
\begin{gather*}
\mu_{2} \sum_{n=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} n P\left(n, \alpha_{1}, 1\right)=\mu_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{1}=0}^{1}\left(n+C_{2}\right) P\left(n+C_{2}, \alpha_{1}, 1\right) .  \tag{69}\\
\mu_{1} C_{1} \sum_{n=C_{1}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(n-C_{1}, \alpha_{1}, 1\right)=\mu_{1} C_{1} E_{1} .  \tag{70}\\
\mu_{2} C_{2} \sum_{n=0}^{N-C_{2}} \sum_{\alpha_{1}=0}^{1} P\left(n+C_{2}, 1, \alpha_{2}\right)=\mu_{2} C_{2} E_{2} . \tag{71}
\end{gather*}
$$

Incorporating (68)-(71) into (67), we get

$$
\begin{equation*}
0=\mu_{1} C_{1} E_{1}-\mu_{2} C_{2} E_{2}, \tag{72}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mu_{1} C_{1} E_{1}=\mu_{2} C_{2} E_{2} . \tag{73}
\end{equation*}
$$

This completes the proof.

Remark 2 An interpretation of conservation of flow based on Little's law.
If we treat Machine 2 as a system, it satisfies the assumptions of Little's law (Little [46]). Under assumption (9) in Section 2, it can be seen that $\mu_{1} C_{1} E_{1}$ is the effective arrival rate of parts (i.e., the arrival rate of parts that are accepted by Machine 2). Also the mean number of parts in Machine 2 is given by $E_{2} C_{2}+\left(1-E_{2}\right) 0=E_{2} C_{2}$. Under the assumptions in Section 2, the mean sojourn time in Machine 2 of a part is given by $\frac{1}{\mu_{2}}$. Finally, applying Little's law [46] to Machine 2, we get

$$
\begin{equation*}
L=\lambda W \Leftrightarrow E_{2} C_{2}=\mu_{1} C_{1} E_{1} \cdot \frac{1}{\mu_{2}}, \tag{74}
\end{equation*}
$$

from which we get the new generalized conservation of flow.

### 4.5 Equivalence property

In the following theorem, we demonstrate an equivalence property.

## Theorem 3 Equivalence property

Consider the following two lines with two unreliable batch machines and a finite buffer:

## Line 1

The parameters are given by $N, C_{1}, C_{2}, p_{1}, p_{2}, r_{1}, r_{2}, \mu_{1}$, and $\mu_{2}$. The performance measures of interest are given by $P_{1}, P_{2}, E_{1}, E_{2}, P_{B}, P_{S}$, and $\bar{n}$.

## Line 2

The parameters are given by $N, C_{1}^{*}, C_{2}^{*}, p_{1}^{*}, p_{2}^{*}, r_{1}^{*}, r_{2}^{*}, \mu_{1}^{*}$, and $\mu_{2}^{*}$, where $C_{1}^{*}, C_{2}^{*}, p_{1}^{*}, p_{2}^{*}, r_{1}^{*}, r_{2}^{*}$, $\mu_{1}^{*}$, and $\mu_{2}^{*}$ satisfy $C_{1}^{*}=C_{2}, C_{2}^{*}=C_{1}, p_{1}^{*}=p_{2}, p_{2}^{*}=p_{1}, r_{1}^{*}=r_{2}, r_{2}^{*}=r_{1}, \mu_{1}^{*}=\mu_{2}$, and $\mu_{2}^{*}=\mu_{1}$. The performance measures are given by $P_{1}^{*}, P_{2}^{*}, E_{1}^{*}, E_{2}^{*}, P_{B}^{*}, P_{S}^{*}$, and $\bar{n}^{*}$.

Then, we have the following equivalence relationships:
$P_{1}=P_{2}=P_{1}^{*}=P_{2}^{*}, E_{1}=E_{2}^{*}, E_{2}=E_{1}^{*}, P_{B}=P_{S}^{*}, P_{S}=P_{B}^{*}$, and $\bar{n}=N-\bar{n}^{*}$.

## Proof:

Let $P\left(i, \alpha_{1}, \alpha_{2}\right)$ be the probability distribution of the state $\left(i, \alpha_{1}, \alpha_{2}\right)$ of the line 1 , where $i(0 \leq$ $i \leq N)$ denotes the number of parts in the buffer, $\alpha_{1}$ denotes the repair state of Machine 1 , and $\alpha_{2}$ denotes the repair state of Machine 2 in line 1 . We also define $P^{*}\left(j, \alpha_{1}^{*}, \alpha_{2}^{*}\right)$ as the probability distribution of the state $\left(j, \alpha_{1}^{*}, \alpha_{2}^{*}\right)$ of line 2 , where $j(0 \leq i \leq N)$ denotes the number of parts in the buffer, $\alpha_{1}^{*}$ denotes the repair state of Machine 1 , and $\alpha_{2}^{*}$ denotes the repair state of Machine 2 in line 2.

Following arguments similar to those of Section 3, we can derive a set of balance equations for line 2. For example, the balance equation of line 2 corresponding to the equation (7) in Section 3.2 is:

$$
\begin{equation*}
P^{*}(n, 0,0)\left(r_{2}+r_{1}\right)=P^{*}(n, 1,0) p_{2}+P^{*}(n, 0,1) p_{1}, \text { for } C_{1} \leq n \leq N-C_{2} . \tag{75}
\end{equation*}
$$

By comparing two sets of balance equations, it can be shown that

$$
\begin{equation*}
P\left(n, \alpha_{1}, \alpha_{2}\right)=P^{*}\left(N-n, \alpha_{1}^{*}, \alpha_{2}^{*}\right), \quad \text { for } \quad 0 \leq n \leq N \tag{76}
\end{equation*}
$$

Using (76) and the definitions of the performance measures of line 2, we get the following:

$$
\begin{gather*}
E_{1}^{*}=\sum_{n=0}^{N-C_{1}^{*}} \sum_{\alpha_{2}^{*}=0}^{1} P^{*}\left(n, 1, \alpha_{2}^{*}\right)=\sum_{n=0}^{N-C_{2}} \sum_{\alpha_{1}=0}^{1} P\left(N-n, \alpha_{1}, 1\right)=\sum_{m=C_{2}}^{N} \sum_{\alpha_{1}=0}^{1} P\left(m, \alpha_{1}, 1\right)=E_{2} .  \tag{77}\\
E_{2}^{*}=\sum_{n=C_{2}^{*}}^{N} \sum_{\alpha_{1}^{*}=0}^{1} P^{*}\left(n, \alpha_{1}^{*}, 1\right)=\sum_{n=C_{1}}^{N} \sum_{\alpha_{2}=0}^{1} P\left(N-n, 1, \alpha_{2}\right)=\sum_{m=0}^{N-C_{1}} \sum_{\alpha_{2}=0}^{1} P\left(m, 1, \alpha_{2}\right)=E_{1} .  \tag{78}\\
P_{1}^{*}=\mu_{1}^{*} C_{1}^{*} E_{1}^{*}=\mu_{2} C_{2} E_{2}=P_{2}, P_{2}^{*}=\mu_{2}^{*} C_{2}^{*} E_{2}^{*}=\mu_{1} C_{1} E_{1}=P_{1} .  \tag{79}\\
P_{B}^{*}=\sum_{n=N-C_{1}^{*}+1}^{N} \sum_{\alpha_{2}^{*}=0}^{1} P^{*}\left(n, 1, \alpha_{2}^{*}\right)=\sum_{n=N-C_{2}+1}^{N} \sum_{\alpha_{1}=0}^{1} P\left(N-n, \alpha_{1}, 1\right)=\sum_{m=0}^{C_{2}-1} \sum_{\alpha_{1}=0}^{1} P\left(m, \alpha_{1}, 1\right)=P_{S} . \tag{80}
\end{gather*}
$$

$$
\begin{align*}
P_{S}^{*}= & \sum_{n=0}^{C_{2}^{*}-1} \sum_{\alpha_{1}^{*}=0}^{1} P^{*}\left(n, \alpha_{1}^{*}, 1\right)=\sum_{n=0}^{C_{1}-1} \sum_{\alpha_{2}=0}^{1} P\left(n, 1, \alpha_{2}\right)=\sum_{m=N-C_{1}+1}^{N} \sum_{\alpha_{1}=0}^{1} P\left(m, 1, \alpha_{2}\right)=P_{B} .  \tag{81}\\
& \bar{n}^{*}=\sum_{n=0}^{N} \sum_{\alpha_{1}^{*}=0}^{1} \sum_{\alpha_{2}^{*}=0}^{1} n P^{*}\left(n, \alpha_{1}^{*}, \alpha_{2}^{*}\right)=N-\sum_{m=0}^{N} \sum_{\alpha_{1}=0}^{1} \sum_{\alpha_{2}=0}^{1} m P\left(m, \alpha_{1}, \alpha_{2}\right)=N-\bar{n}^{*} . \tag{82}
\end{align*}
$$

This completes the proof.

## 5 Computing performance measures when the system is not ergodic

The theoretical results and computational method of this paper are not applicable to non-ergodic systems. Remark 1 of Section 3.1 shows that when the system is not ergodic, ie, when $h$, the greatest common divisor of $C_{1}$ and $C_{2}$, is greater than 1 , there is a transformed system whose behavior is identical with that of the original system, and which is ergodic. In this section, we show how to use the transformed system to obtain performance measures for the original system.

Assume that all the lines considered in this section have the same machine transition rate parameters, $\mu_{1}, r_{1}, p_{1}, \mu_{2}, r_{2}, p_{2}$. Define $P\left(N, C_{1}, C_{2} ; n(0)\right)$ to be the production rate of the twomachine line with those rates, with machine sizes $C_{1}$ and $C_{2}$, buffer size $N$, and initial buffer level $n(0)$. Define $\bar{n}\left(N, C_{1}, C_{2} ; n(0)\right)$ to be the average inventory of that system. When the system is ergodic, we will suppress the last argument.

### 5.1 Production rate

The production rate is given by

$$
\begin{equation*}
P\left(N, C_{1}, C_{2} ; n(0)\right)=h P\left(M, C_{1} / h, C_{2} / h\right) \tag{83}
\end{equation*}
$$

where $M$ and $e$ are defined in Remark 1 of Section 3.1. The factor of $h$ comes from the fact that the transformed system is producing batches of parts, where each part is itself a set of $h$ parts of the original system.

Define $e^{*}$ to be the unique integer such that $0 \leq e^{*}<h$ and and $h$ is a divisor of $N-e^{*}$. There is a unique integer $M^{*}$ that satisfies

$$
\begin{equation*}
N=M^{*} h+e^{*} \tag{84}
\end{equation*}
$$

Comparing (5) and (84), we have

$$
M^{*} h+e^{*} \geq M h+e
$$

or

$$
\left(M^{*}-M\right) h \geq e-e^{*}
$$

If $e-e^{*} \geq 0$, then this inequality is satisfied only by $M=M^{*}-1$. If $e-e^{*}<0$, then this inequality is satisfied only by $M=M^{*}$. Consequently, there are two possible values for the production rate determined in (83): $h P\left(M^{*}, C_{1} / h, C_{2} / h\right)$ and $h P\left(M^{*}-1, C_{1} / h, C_{2} / h\right)$.

### 5.2 Average inventory

The average inventory is given by

$$
\begin{equation*}
\bar{n}\left(N, C_{1}, C_{2} ; n(0)\right)=h \bar{n}\left(M, C_{1} / h, C_{2} / h\right)+e \tag{85}
\end{equation*}
$$

Note that $e$ can have $h$ different values, depending on $n(0)$. Therefore $\bar{n}\left(N, C_{1}, C_{2} ; n(0)\right)$ could have $h$ different values for different $n(0)$.

### 5.3 Example

In this section, we provide an example to show how to compute the performance measures of this system exactly when it is not ergodic.

Let $N=60$ and $C_{2}=11$. (This example is used in Section 7.2.) The system is not ergodic when $C_{1}=11,22,33,44$, or 55 since $C_{1}$ and $C_{2}$ are not relatively prime at these points (Section 3.1). We present our method for calculating the performance measures only when $C_{1}=11$. The cases for $C_{1}=22,33,44$, and 55 can be handled similarly. We verified our results using simulation, which is not described here.

In this case, $h=11$. From (84), $M^{*}=5$ and $e^{*}=5$.
When the initial buffer level is a multiple of 11 , the buffer level is only allowed to be a multiple of 11 at any time during the evolution of this system. This is because the buffer level can only increase by 11 and it can only decrease by 11.

In general

1. When the initial buffer level $n(0)$ is given by 0 or 11 or 22 or 33 or 44 or 55 , the set of all possible buffer levels during the evolution of this model is given by $\{0,11,22,33,44,55\}$. From (3) and (4), $e=0$ and $M=5$.
2. When the initial buffer level $n(0)$ is given by 1 or 12 or 23 or 34 or 45 or 56 , the set of all possible buffer levels during the evolution of this model is given by $\{1,12,23,34,45,56\}$. $e=1$ and $M=5$.
3. When the initial buffer level $n(0)$ is given by 2 or 13 or 24 or 35 or 46 or 57 , the set of all possible buffer levels during the evolution of this model is given by $\{2,13,24,35,46,57\}$. $e=2$ and $M=5$.
4. When the initial buffer level $n(0)$ is given by 3 or 14 or 25 or 36 or 47 or 58 , the set of all possible buffer levels during the evolution of this model is given by $\{3,14,25,36,47,58\}$. $e=3$ and $M=5$.
5. When the initial buffer level $n(0)$ is given by 4 or 15 or 26 or 37 or 48 or 59 , the set of all possible buffer levels during the evolution of this model is given by $\{4,15,26,37,48,59\}$. $e=4$ and $M=5$.
6. When the initial buffer level $n(0)$ is given by 5 or 16 or 27 or 38 or 49 or 60 , the set of all possible buffer levels during the evolution of this model is given by $\{5,16,27,38,49,60\}$. $e=5$ and $M=5$.
7. When the initial buffer level $n(0)$ is given by 6 or 17 or 28 or 39 or 50 , the set of all possible buffer levels during the evolution of this model is given by $\{6,17,28,39,50\} . e=6$ and $M=4$.
8. When the initial buffer level $n(0)$ is given by 7 or 18 or 29 or 40 or 51 , the set of all possible buffer levels during the evolution of this model is given by $\{7,18,29,40,51\} . e=7$ and $M=4$.
9. When the initial buffer level $n(0)$ is given by 8 or 19 or 30 or 41 or 52 , the set of all possible buffer levels during the evolution of this model is given by $\{8,19,30,41,52\} . e=8$ and $M=4$.
10. When the initial buffer level $n(0)$ is given by 9 or 20 or 31 or 42 or 53 , the set of all possible buffer levels during the evolution of this model is given by $\{9,20,31,42,53\} . e=9$ and $M=4$.
11. When the initial buffer level $n(0)$ is given by 10 or 21 or 32 or 43 or 54 , the set of all possible buffer levels during the evolution of this model is given by $\{10,21,32,43,54\} . e=10$ and $M=4$.

The total number of all possible buffer levels in Cases $1-6$ is given by 6 . The total number of all possible buffer levels in Cases $7-11$ is given by 5 . Cases $1-6$ behave exactly like a two-machine, one-buffer single-item line with buffer size 5 in which the part is a batch of 11 parts; and Cases $7-11$ are like such a line with buffer size 4 . From this,

Production rate in Case $1=$ Production rate in Case $2=\ldots=$ Production rate in Case 5 $=$ Production rate in Case $6>$ Production rate in Case $7=$ Production rate in Case $8=\ldots=$ Production rate in Case $10=$ Production rate in Case 11.

Thus, depending on the total number of all possible buffer levels, we have two groups. For each case above, we can transform the original line into a corresponding reduced line using the transformation presented in Section 3.1. Then, we can compute the exact performance measures of the original line using the results of corresponding reduced lines as follows:

## (1) Production rate of original line

- For cases 1-6:

We first calculate the production rate of a line with $C_{1}=1, C_{2}=1, N=5$, and the other parameters $\left(r_{1}, r_{2}, \mu_{1}, \mu_{2}, p_{1}, p_{2}\right)$ exactly the same as those in the original line. We then multiply it by 11 to obtain the corresponding production rate of the original line.

- For cases 7-11:

We first calculate the production rate of a line with $C_{1}=1, C_{2}=1, N=4$, and the other parameters ( $r_{1}, r_{2}, \mu_{1}, \mu_{2}, p_{1}, p_{2}$ ) are exactly the same as those in the original line. We then multiply it by 11 to obtain the corresponding production rate of the original line.

Thus depending on two groups, production rate can take two values when $C_{1}=11$. Readers are referred to Figure 6 of Section 7.

## (2) Expected in-process inventory in the buffer of original line

- For cases 1-6:

Using an argument similar to the one used in calculating production rates, we can calculate the expected in-process inventory in the buffer of original line using that of the reduced line with $C_{1}=1, C_{2}=1, N=5$, and the other parameters ( $r_{1}, r_{2}, \mu_{1}, \mu_{2}, p_{1}, p_{2}$ ) are exactly the same as those in the original line:

$$
\begin{equation*}
\bar{n}=11 \bar{n}(5,1,1)+e \tag{86}
\end{equation*}
$$

- For cases 7-11:

Using an argument similar to the one used in calculating production rates, we can calculate the expected in-process inventory in the buffer the original line using that of the reduced line with $C_{1}=1, C_{2}=1, N=4$, and the other parameters ( $r_{1}, r_{2}, \mu_{1}, \mu_{2}, p_{1}, p_{2}$ ) are exactly the same as those in the original line:

$$
\begin{equation*}
\bar{n}=11 \bar{n}(4,1,1)+e \tag{87}
\end{equation*}
$$

Thus depending on $n(0)$, the expected in-process inventory can take one of 11 different values when $C_{1}=11$. Readers are referred to Figure 10 of Section 7.

## 6 Computational scheme

In this section, we briefly comment on a computational scheme to compute stationary probabilities when the system is ergodic. Non-ergodic cases are treated by finding an associated ergodic system, as described in the previous section.

It is not clear how to solve the balance equations using a technique like that presented in pp. 105-111 of [31]. This is because of the batch transition terms and the complexity of the ranges of buffer levels. Although we can insert a guess of a solution (the product form) into the balance equations, the resulting equations are so messy and complex (depending on the relationship between $C_{1}, C_{2}$, and $N$ ) that we no longer expect to find a solution of this type. Instead, we use an efficient numerical technique to solve the balanced equations and the normalization condition.

Step 1 We write the balance equations and normalization condition into the following form:

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{88}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{b}$ denote the matrix and column vector constructed from the balance equations and the normalization condition, and $\mathbf{x}$ denotes the column vector of state probabilities.

Remark 4 When $C_{1}$ and $C_{2}$ are relatively prime, the system is ergodic (Section 3). Thus under this assumption, there exists a unique solution which satisfies the balance equations and the normalization condition simultaneously, which means that matrix $\mathbf{A}$ has a full column rank. Otherwise, we use the transformation of Section 3.1 and obtain multiple solutions.

Remark 5 The dimensionality of $\mathbf{x}$, and therefore the number of equations and unknowns in (88) is linear in $N C_{1} C_{2}$.

Step 2 When matrix A has a full column rank, (88) has the following unique solution [58]:

$$
\begin{equation*}
\mathbf{x}=\mathbf{A}^{+} \mathbf{b} \tag{89}
\end{equation*}
$$

where $\mathbf{A}^{+}$denotes the pseudoinverse of $\mathbf{A}$, and it is given by

$$
\begin{equation*}
\mathbf{A}^{+}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} . \tag{90}
\end{equation*}
$$

Remark 6. The best way to compute $\mathbf{A}^{+}$is to use singular value decomposition ([58] and [47]). For this purpose, we first decompose the matrix $\mathbf{A}$ into the following form:

$$
\begin{equation*}
\mathbf{A}=\mathbf{U S V}^{T} \tag{91}
\end{equation*}
$$

where $\mathbf{U}$ and $\mathbf{V}$ are orthogonal matrices, and $\mathbf{S}$ is a diagonal matrix with real, non-negative singular values ([58], p. 354). We then insert (86) into (87), and get the following expression for $\mathbf{A}^{+}$:

$$
\begin{equation*}
\mathbf{A}^{+}=\mathbf{V}\left(\mathbf{S}^{T} \mathbf{S}\right)^{-1} \mathbf{S}^{T} \mathbf{U}^{T} \tag{92}
\end{equation*}
$$

Remark 7 The primary advantage of singular value decomposition in solving simultaneous equations is that it can be applied to any matrix $A$ (even one that is ill-conditioned), producing stable solutions without accumulating rounding errors [35].

Remark 8 Based on the scheme presented in this paper, we wrote MATLAB code. The numerical results in all figures presented in the next section were obtained very quickly. We encountered no problem in producing the numerical results even with parameters (e.g., $N=120, C_{1}=50, C_{2}=59$ ) that lead to very large A matrices. See Section 7, for example.

## 7 Sample numerical results and qualitative observations

We have confirmed all the theoretical results in Section 4 via extensive numerical results.

### 7.1 Numerical results: Effect of buffer size on performance measures

In this section, we present some numerical results. In Figures 2-5, we set $C_{1}=2, p_{1}=0.01, p_{2}=$ $0.009, r_{1}=0.09, r_{2}=0.08, \mu_{1}=1.1, \mu_{2}=1.0$, and we varied $C_{2}$ and $N$.

In Figures 2-5, Machine 2 is the bottleneck when $C_{2}=1$, and Machine 1 is the bottleneck when $C_{2} \geq 3$. Figure 2 shows that the production rate tends to increase and saturate as the buffer size


Figure 2: The effect of buffer size on the production rate.


Figure 3: The effect of buffer size on the efficiencies of Machine 1 and Machine 2.


Figure 4: The effect of buffer size on the blocking and starvation probabilities.


Figure 5: The effect of buffer size on the expected in-process inventory in the buffer.
increases. Figure 3 shows that the efficiencies of Machine 1 and Machine 2 tend to increase and saturate as the buffer size increases. Figure 4 shows that the blocking probability of Machine 1 and the starvation probability of Machine 2 tend to decrease and saturate as the buffer size increases. Figure 5 shows that the expected in-process inventory tends to increases as the buffer size increases.

### 7.2 Numerical results and qualitative interpretations: Effect of machine sizes on performance measures

In this section, we evaluate the example described in Section 5. We set $N=60, C_{2}=11, p_{1}=0.01$, $p_{2}=0.009, r_{1}=0.09, r_{2}=0.08, \mu_{1}=1.1, \mu_{2}=1.0$, and we vary $C_{1}$. Machine 1 is a bottleneck for $1 \leq C_{1} \leq 9$, Machine 2 is a bottleneck for $10 \leq C_{1} \leq 50$.

For $51 \leq C_{1} \leq 53$, the system is in deadlock. This is because the condition $C_{1}+C_{2} \leq N+1$ is violated for $C_{1} \geq 51$. In Figures $6-10$, the production rate and efficiencies are zero, and the blocking and starvation probabilities are 1 , for $C_{1} \geq 51$.

The system is not ergodic when $C_{1}=11,22,33$, or 44 . In each of those cases, the performance measures can take multiple values. The actual value depends on the initial buffer level. As mentioned in Section 5, the line has two possible production rates when $C_{1}$ is 11 . These rates are 11 times those of lines with two non-batch machines and one buffer in which the buffer size is either 5 or 4 and the other parameters $\left(r_{1}, r_{2}, \mu_{1}, \mu_{2}, p_{1}, p_{2}\right)$ are the same as those in the original line. The expected in-process inventories when $C_{1}$ is 11 are calculated from equations (86) and (87) in Section 5. Depending on $n(0)$ in (86) and (87), the expected-in-process inventory can take 11 different values at non-ergodic points. The other cases can be handled similarly.

Figure 6 shows the effect of the size of Machine 1 on the production rate of the line. When Machine 1 is the bottleneck, the larger $C_{1}$, the larger the production rate. When Machine 2 is the
bottleneck, however, the effect of increasing $C_{1}$ on the production rate is more complicated. When Machine 2 becomes the bottleneck, the continued increase of the size of Machine 1 leads to the increase of the production rate at a much slower rate until $C_{1}=28$. For $C_{1}>28$, the production rate tends to decrease slowly until it suddenly drops to zero due to deadlock. This decrease does not occur in systems with batches of size 1. Why does the production rate of the line tend to decrease after a certain point?


Figure 6: The effect of the size of machine 1 on the production rate.

One possible explanation is as follows: Machine 1 is forced to wait as long as there is not enough space in the buffer for the $C_{1}$ parts it will produce. Thus, the larger the size of Machine 1, the higher the blocking probability of Machine 1, and the longer the periods of blocking. Also, whenever Machine 1 is blocked, Machine 2 processes the parts in the buffer in batches until it has created enough spaces in the buffer for the blocking of Machine 1 to end. Thus, the longer the duration of a blocking period of Machine 1, the smaller the mean number of parts in the buffer right after the completion of a blocking period of Machine 1, and therefore the higher the probability that Machine 2 (the bottleneck machine) starves soon after a completion of blocking of Machine 1. Therefore, the increase of the size of Machine 1 would eventually lead to a small increase of the starvation probability of the bottleneck machine and consequently a decrease of the production rate. We confirm this interpretation via exact numerical results (Figure 9).

In Figure 7, we compare the production rate of the line with that of a line in which Machine 2 and the buffer are the same as those of the original line. Machine 1 of the new line has size 1 and the same $r_{1}$ and $p_{1}$ as that of Machine 1 of the original line. The speed $\mu_{1}^{\prime}$ is given by $C_{1} \mu_{1}$, where $C_{1}$ and $\mu_{1}$ are the size and speed of Machine 1 of the original line. As a result, the isolated


Figure 7: An approximation of the production rate


Figure 8: The effect of the size of Machine 1 on the efficiencies
production rates of the two Machines 1 s are the same. Figure 7 shows that the production rate of the two lines are extremely close until $C_{1} \approx 6$.

Figure 8 shows the effect of the size of Machine 1 on the efficiencies. Regardless of which machine is a bottleneck, the larger the size of Machine 1, the lower the efficiency of Machine 1, which is consistent with our comments on Figure 6. The effect of the size of Machine 1 on the efficiency of Machine 2 can similarly be explained by the comments on Figure 6.

Figure 9 presents the effect of the size of Machine 1 on the blocking and starvation probabilities. Note that blocking and starvation probabilities are negatively correlated with efficiencies of Machines 1 and 2 by Theorem 1. Thus the behavior in Figure 8 can similarly be explained by the comments presented in Figure 8.


Figure 9: The effect of the size of Machine 1 on the blocking and starvation probabilities


Figure 10: The effect of the size of Machine 1 on the expected in-process inventory in the buffer


Figure 11: (a) The effect of the size of Machine 1 on the production rate of the line under the condition that $\mu_{1}=50 / C_{1}(\mathrm{~b})$ The effect of the size of Machine 2 on the production rate of the reversed line with $\mu_{2}=50 / C_{2}$.

Figure 10 presents the effect of the size of Machine 1 on the expected in-process inventory in the buffer. The behavior shown in Figure 10 can be explained by the comments about Figures 7-9. The expected in-process inventories when $C_{1}$ is 11 are calculated from equations (86) and (87) in Section 5. Note that depending on $n(0)$ in (86) and (87), the expected-in-process inventory takes 11 values at non-ergodic points.

In Figures 11(a)-16(a), we set $N=120, C_{2}=59, p_{1}=0.009, p_{2}=0.01, r_{1}=0.08, r_{2}=0.09$, $\mu_{2}=1.0$. We vary $C_{1}$ from 1 to 50 and choose $\mu_{1}=50 / C_{1}$, so $\mu_{1} C_{1}=50$. Note that the system under consideration is always ergodic in this range. Figures 11(b)-16(b) present the corresponding numerical results for the reversed system: we set $N=120, C_{1}=59, p_{2}=0.009, p_{1}=0.01, r_{2}=$ $0.08, r_{1}=0.09, \mu_{1}=1.0$. We vary $C_{2}$ from 1 to 50 and choose $\mu_{2}=50 / C_{2}$, so $\mu_{2} C_{2}=50$. Figures 11-16 imply that it is better to have a fast machine making small batches than a slow machine making large batches, if the isolated throughput $\left(\mu_{i} C_{i} r_{i} /\left(r_{i}+p_{i}\right)\right)$ of the machine is fixed.

Figure $11(\mathrm{a})$ shows that the production rate of the line tends to decrease as we increase $C_{1}$ (and decrease $\mu_{1}$ ). The explanation for this behavior may be the same as the explanation for Figure 6. As $C_{1}$ increases, the probability of starving Machine 2 increases. Figure 12 (a) shows that the efficiency of Machine 1 tends to decrease as we increase $C_{1}$ (and decrease $\mu_{1}$ ). Figure 13 (a) shows that the efficiency of Machine 2 tends to decrease as we increase $C_{1}$ (and decrease $\mu_{1}$ ). Figure 14(a) shows that the blocking probability tends to increase as we increase $C_{1}$ (and decrease $\mu_{1}$ ). Figure $15\left(\right.$ a) shows that the starvation probability tends to increase as we increase $C_{1}$ (and decrease $\mu_{1}$ ). Figure 16(a) shows that the expected in-process inventory in the buffer tends to decrease as we increase $C_{1}$ (and decrease $\mu_{1}$ ).

Finally, comparing Figures 11(a)-16(a) with Figures 11(b)-16(b) confirms Theorem 3.


Figure 12: (a) The effect of the size of Machine 1 on the efficiency of machine 1 under the condition that $\mu_{1}=50 / C_{1}(\mathrm{~b})$ The effect of the size of Machine 2 on the efficiency of machine 2 of the reversed line under the condition that $\mu_{2}=50 / C_{2}$.


Figure 13: (a) The effect of the size of Machine 1 on the efficiency of machine 2 under the condition that $\mu_{1}=50 / C_{1}(\mathrm{~b})$ The effect of the size of Machine 2 on the efficiency of machine 1 of the reversed line under the condition that $\mu_{2}=50 / C_{2}$.


Figure 14: (a) The effect of the size of Machine 1 on the blocking probability under the condition that $\mu_{1}=50 / C_{1}$ (b) The effect of the size of Machine 2 on the starvation probability of the reversed line under the condition that $\mu_{2}=50 / C_{2}$.


Figure 15: (a) The effect of the size of Machine 1 on the starvation probability under the condition that $\mu_{1}=50 / C_{1}$. (b) The effect of the size of Machine 2 on the blocking probability of the reversed line under the condition that $\mu_{2}=50 / C_{2}$.


Figure 16: (a) The effect of the size of Machine 1 on the expected in-process inventory in the buffer under the condition that $\mu_{1}=50 / C_{1}$. (b) The effect of the size of Machine 2 on the expected in-process inventory in the buffer of the reversed line under the condition that $\mu_{2}=50 / C_{2}$.

## 8 Conclusions

In this paper, we have discussed the analytical modeling and exact analysis of a production line with two unreliable batch machines and a finite buffer when the machines may have different batch sizes. We have presented new conservation of flow and flow rate-idle time relationships, which generalize those in pp. 99-100 of [31] for the single-item two-machine line. We have also presented various performance measures of interest such as production rate, efficiencies of machines, probabilities of blocking and starvation and expected in-process inventory. We have established formulas for calculating the limiting values of performance measures of this system. We have demonstrated an equivalence property and described deadlock behavior. Numerical results and their qualitative interpretations have been presented. We have established relationships between the sizes of machines and performance measures of this system. New phenomena and insights are investigated and interpreted.

The important relationships between the batch sizes and some performance measures that were observed in the examples in this paper can be summarized as follows:

1. The effect of the sizes of machines on the production rate:
1) If Machine $i$ is a bottleneck, the larger the size of Machine $i$, the larger the production rate of the line.
2) If Machine 2 is a bottleneck, and the size of Machine 1 is relatively small (e.g., less than $N / 2$ ), the increase of the size of Machine 1 leads to the increase of the production rate up to a certain point. After that, the production rate tends to decrease slowly until it suddenly drops to zero due to deadlock. This behavior is investigated and interpreted in Section 7.
2. The effect of the sizes of machines on the blocking and starvation probabilities:
1) Regardless of which machine is a bottleneck, the larger the size of Machine 1 , the higher the blocking probability. (Similarly, regardless of which machine is a bottleneck, the larger the size of Machine 2, the higher the starvation probability).
2) If Machine 2 is a bottleneck, and the size of Machine 1 is relatively small (e.g., less than $N / 2$ ), an increase of the size of Machine 1 leads to a decrease of the starvation probability of Machine 1 up to a certain point. After that, the starvation probability of Machine 1 tends to increase slowly until it suddenly becomes 1 due to deadlock. This behavior is investigated and interpreted in Section 7.
3. Under the condition that isolated throughput $\frac{\mu_{i} C_{i} r_{i}}{r_{i}+p_{i}}$ of Machine $i$ is fixed, the production rate of the line decreases as we increase $C_{i}$ (and decrease $\mu_{i}$ ), $i=1,2$. That is, it is better to have small fast machines than large slow machines. This behavior is interpreted in Section 7.
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