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Abstract

Wetlands are increasingly recognized as important water treatment systems, which effi-
ciently remove nutrients, suspended sediments, metals and anthropogenic chemicals through
sediment settling and various chemical and biological processes. This thesis tackles three in-
terconnected aspects of wetland physics. The first is wetland circulation, which is one of the
most important design parameters when constructing wetlands for water quality improve-
ment because it regulates the residence time distribution, and thus the removal efficiency of
the system. Field work demonstrates that wetland circulation changes from laterally well
mixed during low flows to short-circuiting during storms, which in combination with a re-
duced nominal residence time undermines the wetland treatment performance. The second
important physical mechanism is thermal mediation, i.e. the temperature modification of
the water that flows through the wetland. This change in water temperature is specifically
important in littoral wetlands, where it can alter the intrusion depth in the downstream
lake. Numerical analysis in conjunction with field observations shows that littoral wetlands
located in small or forested watersheds can raise the water temperature of the lake inflow
during summer enough to create surface inflows when a plunging inflow would otherwise
exist. Consequently, more land borne nutrients and chemicals enter the epilimnion where
they can enhance eutrophication and the risk of human exposure. The third and last phys-
ical mechanism considered in this thesis is the exchange flows generated between littoral
wetlands and lakes. Field experiments show that during summer and fall, when river flows
are low, buoyancy- and wind-driven exchange flows dominate the wetland circulation and
flushing dynamics. More importantly, they can enhance the flushing by as high as a factor of
ten, thus dramatically impairing the wetland potential for removal and thermal mediation.
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Chapter 1

Overview

Wetlands are important transition zones between terrestrial and aquatic systems. Besides

being the natural habitat of a wide range of unique wildlife species, including reptiles,

amphibians, fish and birds, they also play an important role in stabilizing lakeshores and

coasts against erosion, and in controlling floods. Moreover, they can improve downstream

water quality by efficiently removing nutrients, suspended sediments, metals and anthro-

pogenic chemicals through sediment settling and various chemical and biological processes.

Attempting to harness this filtering capacity, over 300 wetland have been constructed in

North-America to provide cheap, low-maintenance wastewater treatment.

The work presented in this thesis tackles three interconnected aspects of wetland physics.

The first is wetland water circulation. Water circulation is one of the most important

parameter in the design of constructed wetlands because it regulates the residence time

distribution, and thus the removal efficiency of the system. The second aspect is thermal

mediation, i.e. the temperature modification of the water that flows through wetlands. For

a littoral wetland, this change in water temperature can have a significant impact on lake

water quality and the management of reservoir use and withdrawals. The third research

project tackles exchange flows between littoral wetlands and lakes, and how these exchange

flows regulate the flushing of the wetlands and thus modify what role they play in lake

water quality.

The outline of this thesis is the following. Chapter 2 describes a theoretical study of

wetland thermal mediation. Applying a dead-zone model to a river reach, wetland and lake,

we characterize when and why wetland thermal mediation occurs, and how they impact lake

17



intrusion dynamics. The results suggest that littoral wetlands located in small and forested

watersheds can raise the water temperature of the lake inflow during summer enough to cre-

ate surface inflows when a plunging inflow would otherwise occur. Consequently, more land

borne nutrients and chemicals enter the epilimnion where they can enhance eutrophication

and the risk of human exposure. Chapter 3 provides field observations that support the

findings in chapter 2. In addition, the observations demonstrates that wetland circulation

changes from laterally well mixed during low flows to short-circuiting during storms, which

in combination with a reduced nominal residence time undermines the wetland potential for

removal and thermal mediation during storms. Chapter 4 describes exchange flows between

littoral wetlands and lakes during different times of the year. The major result is that

wind- and buoyancy-driven exchange flows are often the dominant flushing mechanisms in

littoral wetlands during summer when river flows are typically low. These exchange flow

can enhance the flushing of the wetland by a factor of ten, thus dramatically impairing their

potential for removal and thermal mediation.

18



Chapter 2

Thermal Mediation: Theoretical

Considerations

Lake inflow dynamics can be affected by the thermal mediation provided by shallow littoral

regions such as wetlands. In this study, wetland thermal mediation is evaluated using a lin-

earized dead-zone model. Its impact on lake inflow dynamics is then assessed by applying

the model sequentially to the river reach, wetland and lake. Our results suggest that littoral

wetlands can dramatically alter the inflow dynamics of reservoirs located in small or forested

watersheds, e.g. by raising the temperature of the inflow during the summer, and creating

surface intrusions when a plunging inflow would otherwise exist. Consequently, river-borne

nutrients, contaminants and pathogens enter directly into the epilimnion, where they en-

hance eutrophication and the risk of human exposure. The addition of a littoral wetland

has less significant effects in larger watersheds, where the water has already equilibrated

with the atmosphere upon reaching the wetland, and sun-shading is less prominent.

'Published under the title "Thermal mediation by littoral wetlands and impact on lake
intrusion depth" in Water Resources Research, Vol. 36, No.3, pages 725-735, March, 2000.
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2.1 Introduction

Littoral wetlands are important transition zones between uplands and deep aquatic systems

(figure 2-1). Besides having a unique ecosystem, they can improve downstream water quality

both through sediment settling and chemical and biological processes [Johnston et al., 1984;

Tchobanoglous, 1993]. Attempting to harness this filtering capacity, over 300 wetlands have

already been constructed in North America to provide cheap, low maintenance wastewater

treatment [Reed and Brown, 1992; Bastian and Hammer, 1993]. In addition to transforming

the chemical and particulate composition of the water, wetlands can also alter the water

temperature, such that the temperature of the water leaving the wetland, Tw, differs from

that of the river that feeds it, TR (see figure 2-1). This thermal mediation is especially

important in littoral wetlands, where it can alter the intrusion dynamics in a lake and

ultimately affect lake water quality.

A recent attempt at eutrophication control for Lake McCarrons in Minnesota provides

an instructive example of why one must consider thermal mediation when designing a con-

structed wetland for water quality improvement. A wetland was constructed to reduce nu-

trient loads to Lake McCarrons. Although effective in reducing nutrient fluxes, the wetland

did not improve the lake water quality, partly because it raised the lake inflow tempera-

ture sufficiently during summer months to change its intrusion depth. In particular, after

the addition of the wetland, contaminant and nutrient fluxes were carried directly into the

lake's epilimnion where they were more damaging (i.e. Tw - TL on figure 2-1), instead of

plunging into the thermocline as they had before the wetland was built (i.e. Tw < TL on

figure 2-1) [Oberts, 1998; Metropolitan Council, 1997]. Because thermal mediation was not

considered in the design, the wetland performance was significantly undermined.

Despite the important implications for lake water quality, wetland thermal mediation

remains a relatively unstudied process. To the authors knowledge, fundamental questions

such as when and why wetland thermal mediation occurs, and how it alters lake intrusion

dynamics, have still not been answered. To address these questions, wetland thermal me-

diation must be considered as a part of an integrated watershed process (figure 2-1): First,

the degree of thermal mediation provided by a littoral wetland depends on the temperature

of the water delivered from the watershed, i.e. the river temperature, TR. Second, the

impact of wetland thermal mediation on lake water quality depends on the temperature of
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River System Littoral Lake
(Watershed) Wetland

R TW TL
TG 'W TL..' Epilirnnion

(Groundwater)
(Surface Runoff) TW Thmoin

Hypolimnion

Figure 2-1: Littoral wetlands are transition zones between uplands and deep aquatic sys-
tems. The water temperature evolves from its source (TG or Ts), down the river reach
(TR), through the wetland (Tw) and in the lake (TL). If thermal mediation occurs within
the wetland, i.e. Tw $ TR, the lake intrusion dynamics may be altered. Specifically, if
Tw ~ TL then surface intrusions occur, whereas if Tw < TL a plunging inflow occurs.

the wetland outflow, Tw, relative to the temperature of the lake epilimnion, TL [Fisher et

al., 1979, p. 209]. Therefore, to fully understand this process requires an analysis of both

the local thermal processes within the wetland and the global thermal processes across the

watershed, i.e. determining groundwater temperature TG, surface water temperature TS,

as well as TR, Tw and TL in figure 2-1.

By considering the watershed scale, the work presented in this paper goes beyond pre-

vious thermal analyses aimed at eutrophication control [e.g. Harleman, 1982] and cooling

water discharge [e.g. Jirka et al., 1978], both of which focused on snall sub-sections of the

watershed. Furthermore, this paper provides a link between thermal mediation in shallow

flow-through systems and differential heating and cooling, a process responsible for diur-

nal exchange flows between the pelagic region of a lake and its shallow stagnant side-arms

[Monismith et al., 1990; Farrow and Patterson, 1993]. The differential heating and cool-

ing pattern is generated because rivers and wetlands are shallower and more enclosed than

pelagic regions in lakes. As a result, they distribute heat over shorter depths and experience

greater sun-shading and wind sheltering, which reduces their exposure to solar, latent and

convective heating [Sinokrot and Stefan, 1993].

The goal of this paper is to generate a general analytical framework for evaluating the

impact of wetland thermal mediation on lake inflow temperature. Building upon cooling

pond analysis [Jirka et al., 1978; Jirka and Watanabe, 1980; Adams, 1982], a simple con-
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ceptual model, called the dead-zone model, is introduced to explore the mechanisms behind

wetland thermal mediation and river/wetland-lake interactions. The dead-zone model is

presented in section 2.2.. The steady and periodic thermal responses predicted by this

model are discussed in section 2.3.. Finally, in section 2.4. the model is integrated across

different watershed sub-sections, and the results are used to compare the lake intrusion

dynamics for systems with and without littoral wetlands. The theoretical results in this

paper are verified with field experiments in Andrad6ttir and Nepf [2000].

2.2 Dead-Zone Model

To accurately predict wetland thermal processes a model must properly reflect the wet-

land circulation. The water circulation controls the skewness and variance of the residence

time distribution (RTD), both of which determine how effectively the water is thermally

mediated in the system [Jirka and Watanabe, 1980]. Wetland circulation is strongly in-

fluenced both by the presence of vegetation and meteorological conditions. In particular,

natural wetlands receiving unregulated river inflow are often bi-modal, oscillating between

two general circulation regimes in response to shifting inflow conditions [Andrad6ttir, 1997;

DePaoli, 1999]. During low-flows, vegetation drag, wind and buoyancy dominate the water

circulation, and the wetland can exhibit a complex 3D flow behavior which varies with

the onset and break down of stratification and changing wind conditions. However, the

integrated effect of these processes over time is that the wetland behaves as a partially-well-

mixed reactor in which the river inflow fills the wetland volume, producing an RTD with a

large variance around the nominal residence time, t (figure 2-2a). In contrast during high

flows, river momentum dominates the circulation and short-circuiting occurs, i.e. the river

trajectory cuts straight across the wetland, with most flow exiting in much less time than

the nominal residence time, f, producing a skewed RTD (figure 2-2b). Short-circuiting can

be enhanced by stationary dead-zones created by vegetation and irregular bathymetry [e.g.

Thackston et al., 1987].

The dead-zone model is a simple conceptual model, originally developed for river rout-

ing and dispersion studies, that accounts for dead-zone trapping by channel irregularities,

bedforms and vegetation [e.g. Valentine and Wood, 1977; Bencala and Walters, 1983]. In

addition, the model can simulate a wide range of circulation regimes, including both the
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Figure 2-2: Schematic of circulation regimes and residence time distributions (RTD) in
free water surface wetlands. a) Water circulation dominated by vegetation drag, wind and
buoyancy. The wetland behaves as a partially well mixed reactor, corresponding to an
RTD with a large variance around the mean nominal residence time, f. b) River-dominated
circulation with a distinct flow region (dark shaded). Short-circuiting occurs, producing a
skewed RTD with much of the flow exiting the wetland in less time than t.

Td r
x xx=

H
d AdL

Figure 2-3: Schematic of the dead-zone model. The wetland is divided into a channel or flow
zone (shaded) and stationary dead-zone. These two zones communicate with one another
through spatially uniform lateral water exchange, a [s-1]. Thermal mediation within the
wetland is reflected in TxL T.
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short-circuiting and well mixed regimes discussed above. For these reasons, the dead-zone

model is an appropriate choice and adapted here to wetlands. The schematic of the model

is presented in figure 2-3. The wetland is divided into two zones. The first zone is a flow

zone (channel) of mean depth, He, width, We, and cross-sectional area, Ac = WcH. This

zone receives inflow at temperature, To, and flowrate, Qr, that traverses across the wetland

at the mean velocity, u = Qr/Ac, and disperses longitudinally with dispersion coefficient,

Dx. The second zone is a stationary (U = 0) dead-zone with depth, Hd, width, Wd, and

cross-sectional area, Ad = WdHd. The two zones communicate with one another through

a spatially uniform lateral exchange characterized by the lateral exchange coefficient, a =

AQ/(Ac + Ad)L, where AQ is the total lateral exchange rate between the two zones and L

the length of the wetland. The governing equation for the depth-averaged temperature in

the flow zone, Tc(x, t), is

&Te &Te O2 Te a#
+ u =Dx 2+ - (Td - Tc) + (2.1)

at Ox ax q pC(Hc

and for the depth-averaged temperature in the dead zone, Td(x, t),

-Td = (Td - Tc) + , (2.2)
8t I - q pCpHd'

where q = Ac/(Ac + Ad) is the jet areal ratio, #(t) is the net surface heat flux per surface

area, p the density and C, the specific heat of water. To ensure heat conservation, the

boundary conditions are

OT~
uTc(0, t) - Dx *T = uTo(t) (2.3)

OTeaT = 0.
ax x=L

The net surface heating is the sum of five heat fluxes:

# = (1 - R)S+#01+02 +#OS +#L, (2.4)

where S is the incoming solar (short wave) radiation, R the reflection coefficient, #1 the

incoming long wave radiation, #2 the back-radiation, #s the sensible (conductive) and #L

the latent (evaporative) heat flux. Many empirical expressions exist for each one of these
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terms, and the resulting equation is a nonlinear function of both water temperature and

atmospheric conditions such as air temperature, wind speed, relative humidity and cloud

cover [e.g. Fisher et al., 1979, p.163]. These heat flux estimates may need to be modified to

account for sun-shading and wind-sheltering, which can occur in rivers as well as wetlands

due to emergent vegetation, borderline trees and nearby hills.

In order to derive analytical solutions, 4 can be linearized using the concept of an equi-

librium temperature, TE, defined as the temperature for which the water is at equilibrium

with atmospheric conditions such that the net surface heat flux equals to zero [Edinger and

Geyer, 1965], i.e.

0 =-K(TE - T). (2.5)
pCpH H

The surface heat transfer coefficient, K, represents the rate of surface heating and cooling,

and varies temporally with meteorological conditions (in particular wind speed) and surface

water temperature [e.g. Ryan et al., 1974]. This coefficient generally lies between 0.4-1.0

m/day for low winds (less than 2 m/s), increasing to 0.8-2.0 m/day for high winds (8 m/s)

[Ryan et al., 1974]. The ratio theat = H/K is the timescale of vertical heat transfer and

represents the thermal inertia of the water column, which is a measure of how rapidly the

system responds to changes in atmospheric forcing and how much heat it stores. Shallow

systems with low thermal inertia can more readily track changing atmospheric conditions,

but store less heat, than deep systems, i.e. as H -- 0 then theat -+ 0, and T -+ TE.

Finally, (2.5) is an exact representation of the surface heat flux if the heat transfer co-

efficient, K, is allowed to vary in time. For mathematical simplicity, however, K will be

taken as constant following Jirka and Watanabe [1980], and Adams [1982]. This is a rea-

sonable approximation except when the water temperature deviates substantially from the

equilibrium temperature [Yotsukura et al., 1973], as occurs when the timescale of variation

for TE is short compared to theat, e.g. over synoptic and diurnal timescales.

2.3 Exploration of General Results

Temperature variations in shallow water are driven by meteorological changes that occur

predominantly on three timescales, i.e. diurnal (P = 1 day), synoptic (P = 1-2 weeks), and

seasonal (P = 1 year) [Adams, 1982]. To explore these multiple timescales of variations,

the meteorological forcing, TE, and temperature of the wetland inflow (at x = 0), To, are
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Figure 2-4: Thermal cycles at the inlet, To, and outlet, T of a wetland, forced by changes

in the equilibrium temperature, TE. a) Seasonal cycle (P = 1 year), and b) diurnal cycle

(P = 1 day) during early June (jd = 150 - 152) in North-America, when the inflow is on

average colder than the outflow. Thermal mediation occurs both on seasonal and diurnal

timescales.
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assumed to be sinusoidal with period P, i.e.

TE = TE + ATEei 2 xt/P (2.6)

To = o + AToe 2 t/P (2.7)

With this input, the linearized dead-zone model (equations 2.1-2.5) is solved for the water

temperature in the wetland channel (c) and dead-zone (d) in the form

Tc,d = Tc,d + ATc,dei2 t/P (2.8)

Here, T represents the steady and ATi the periodic component of these sinusoidal tem-

perature cycles. The periodic component AT = |ATl; e-i 20iA/P incorporates both the

amplitude, |ATI, and timelag, O, between the water and equilibrium temperatures (i.e.

OE = 0). To get familiar with this notation, consider figure 2-4 which displays typical

thermal cycles at the inlet, To, and outlet, T of a wetland responding to seasonal and

diurnal meteorological forcing (TE). On seasonal timescales (figure 2-4a), the wetland ther-

mally mediates the water temperature, such that T=L = To. Specifically, the timelag

is reduced (i.e. 0 xL < 00), and the amplitude of thermal oscillation is increased (i.e.

IATlxL > IATIO). On a day-to-day basis (figure 2-4b), this seasonal thermal mediation

appears as a difference in the mean temperature between the inlet (150 C) and the outlet

(21 0 C) water of the wetland. Notice that although the wetland also mediates the diurnal

thermal response, i.e. IATlx=L > IATIo and 0 xL < Oo on figure 2-4b, this diurnal thermal

mediation does not significantly add to the seasonal thermal mediation, which dominates

during large portions of the year (e.g. jd 50-250 and 300-365 on figure 2-4a). Finally,

figure 2-4b illustrates that the wetland water is unable to track the diurnal meteorological

changes (i.e. ATE IAT x=L and Ox=L ~~ 6 hrs = P/4), which leads to differential

heating and cooling as will be discussed in more detail in section 2.3.2.. To summarize,

figure 2-4 demonstrates that to fully understand the impact of wetlands, both diurnal and

seasonal responses must be considered.
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2.3.1 Steady Response

The steady state response of the wetland is found by solving the governing equations (2.1)

and (2.2) with BTc,d/dt = 0. Assuming u, D2, K and a are constant in space and time, the

solution for the flow zone temperature can be written as

Tc - To (1a) -exp(1(1 + a)[) - (1a) -exp( + (1 -a)!) (2.9)

TE - TO (1 - a) 2  _ (* )2 .eL5(29

where a = v1 + 4E*bs and

bs = r a( w) + w . (2.10)
a + (1- w)r

Here bs represents the effective thermal capacity of the wetland, the details of which are

discussed later in this section. The solution for the dead-zone temperature is

Td + (1- w)r

TE a* + (1 - w)r

The steady response of the wetland is thus governed by 4 non-dimensional parameters:

r = f/fheat = KWL/Qr Nominal thermal capacity.

E* = D,/uL Dispersion number (or inverse Peclet number).

a* = a- f = AQ/Qr Non-dimensional lateral exchange coefficient.

w Wc/W Width ratio.

The thermal capacity, r, reflects the heating/cooling potential of the system. It is

defined as the ratio between the nominal residence time, i = (Ac + Ad)L/Q,, and nominal

thermal inertia, theat = K/H, where H is the average wetland depth. Notice that although

both f and theat are functions of depth, the thermal capacity r = f/fheat is not. The three

remaining parameters, E*, a* and w, define the hydraulic or circulation regime within

the wetland, and control the shape of the residence time distribution RTD (see figure 2-2).

The dispersion number, E*, describes the relative importance of longitudinal dispersion and

advection. The lateral exchange coefficient, a*, represents the fractional water exchange

between the flow and dead-zone (i.e. AQ/Qr) and describes the relative importance of

lateral exchange and advection. The width ratio, w, describes the size of the flow zone

relative to the total wetland and is related to the jet areal ratio, i.e. w = q/(He/H). If the

wetland has uniform water depth, i.e. H = He = Hd, then w = q.
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Figure 2-6: Comparison between short-circuiting predicted by the dead-zone model and the
recirculation model [Jirka and Watanabe, 1980]. a) Schematic of both models. b) Steady
thermal mediation with respect to w and r (AQ/Qr = 1 and E* = 0). The recirculation
model predicts consistently less thermal mediation than the dead-zone model.

30

a)

1



The dependence of the steady solution (2.9) with respect to E* is the same as the 1-

D, longitudinal dispersion model. In general, increasing the longitudinal dispersion, E*,

reduces the degree of thermal mediation within the system. A more detailed description of

this dependence is given by e.g. Jirka and Watanabe [1980] and will not be repeated here.

Instead, for simplicity, we assume E* = 0 and use this sub-case to explore the remaining

governing parameters and their effect on wetland thermal mediation. This simplification

does not strictly limit the model, as short-circuiting, shear flow dispersion and plug flow

can all be represented with E* = 0 (see Appendix A, section 2.6.), and the general trends

described here apply for E* / 0 as well.

The dependence of the steady solution (2.9) on the parameters, r, a*, and, w is illus-

trated in figure 2-5 for E* = 0. The degree of thermal mediation is given by the ratio

(Tx=L - TO) / (E - TO), which represents the actual change in temperature between the inlet

and outlet of the wetland, Tx=L - To, relative to the maximum potential change, TE - T0,

which would occur if thermal equilibrium with the atmosphere were reached. As shown

on figure 2-5, the thermal capacity, r, controls the degree of thermal mediation provided

by a wetland. For r << 1, the residence time limits the heat capture and no thermal

mediation occurs, i.e. Tx=L = T0 . For r >> 1, however, the residence time is not lim-

iting, and the outflow temperature reaches equilibrium with atmospheric conditions, i.e.

(Tx=L - TOTE - TO) = 1. The rate with respect to r at which the thermal mediation

curves approach equilibrium is described as the thermal efficiency and depends on the hy-

draulic parameters a* and w. The most efficient flow regime is plug flow (dot-dashed line

on figure 2-5), which is equivalent to a* -+ oo given E* = 0, and for which bs = r. For

other flow regimes, the effective thermal capacity of the wetland, bs, is smaller than the

nominal thermal capacity, r. In particular, (2.10) shows that

w -rI.=o < bs < rla*o,,

which indicates that a large dead-zone (small w) and a small exchange flow (small a*) both

reduce the effective thermal capacity of the wetland such that bs << r. Such systems

have low thermal efficiency, i.e. produce less thermal mediation at any value of r (figures

2-5a and 2-5b), because only a fraction of the nominal thermal capacity, r, is utilized to

mediate the water temperatures. As either a* or w increase, bs -+ r because the dead-
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zone contributes more actively to the thermal mediation. Such systems are more laterally

homogeneous, i.e. Tc -+ Td, and have higher thermal efficiency, i. e. produce more thermal

mediation at any value of r (figures 2-5a and 2-5b). As a result of this dependence on a*

and w, both short-circuiting flow (a* -w < H/Hc) and stirred reactor type flow (dashed line

on figure 2-5) are less efficient than shear-flow with dispersion (o* - w > H/He). This is in

agreement with previous analysis of steady cooling pond performance [Jirka and Watanabe,

1980].

Finally, the impact of short-circuiting based on a dead-zone model with a uniformly

distributed lateral exchange, as presented here, differs from previous recirculation models

of short-circuiting [Jirka and Watanabe, 1980], which assume that the exchange flow, AQ,

enters the channel at a discrete location near the entrance of the wetland and recirculates

back to the dead-zone near the outlet (see figure 2-6a). The steady state solutions from both

models are compared on figure 2-6b. For a given exchange flow ratio AQ/Q,, and jet areal

ratio w (or q), the recirculation model consistently predicts less thermal mediation than the

dead-zone model. Actual wetlands will tend to fall between these two models, displaying

a combination of lateral exchange and basin scale recirculation. In particular, sparsely

vegetated wetlands with a large length-to-width ratio (figure 2-2b) are likely to contain

some degree of recirculation [Jirka et al., 1978; Thackston et al., 1987]. This tendency

to recirculate is reduced by uniform vegetation drag [Wu and Tsanis, 1994], which exerts

a stabilizing effect on large scale eddies [Babarutsi et al., 1989], and uneven vegetation

which generates preferential flow paths. Consequently, the dead-zone model is expected

to realistically capture short-circuiting in densely/unevenly vegetated wetlands, but may

slightly overpredict thermal mediation in sparsely vegetated wetlands.

2.3.2 Periodic Response

The periodic response is considered relative to the equilibrium temperature, i.e.

AT3FJ- = | -i 27r P=cd,0
ATE

where I7j incorporates the relative amplitude, |FIl, and timelag, 6O, between the water and

equilibrium temperature. Both |Fl3 and 0, reflect the degree to which equilibrium with the

atmosphere is reached (see figure 2-4). The analytical solution of (2.1)-(2.5) for the wetland
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flow zone is

]PC - -F0  (1 -a) -exp( w(1 + a)[) - (1 + a) -exp( a + (1 -a)!)
* - o 1-2. 1- a) 2 - (1+ a) 2 .expL) (2.12)

wherea= V1 + 4E*bp,

a*r ((1 - w) + i27r(1 - w)A) H t
bp= L P + wr 1 + i27r fhat (2.13)

a* + r((1 -w) +i27r(1 -w I)Nt) H P

fheat a*(1 - w) He
= r 1 + i27r -W + f or = 1, (2.14)

a* + r(1 - W) ( 1 + i27rt Pjt H

and

a* + wr((1-w)+i27r(1-wJ )
H _ (o .15)

a* (1 + i27r!hka) + wr (I + i27r -H--a) - ((1 - w) + i27r(1 - w )

1 H
- f or = 1. (2.16)

1 + i27r H
P

Here IF* represents the asymptotic state under periodic forcing, i.e. 1c -+ P* as r >> 1.

The periodic solution for the dead-zone is

a*Fc + (1 - w)r
a* + r ((1 - w) + i27r(1 - w )jk?) (2.17)

The periodic solution has the same form as the steady solution, as seen by comparing

(2.12) to (2.9). As with the steady response, thermal mediation generally increases as r, a*

and w increase. The important difference between the periodic and steady solutions arises

from the additional dependence on the timescale ratio [Hiiheat] /P appearing in (2.13),

(2.15) and (2.17), which compares the thermal inertia of the channel,

H a Hc
theat,ch heat = K

to the period of the forcing, P. This timescale ratio controls the degree to which the periodic

heat capture of a wetland is limited by the thermal inertia of the flow zone, theat,ch. This

dependence is illustrated on figure 2-7, which displays the periodic thermal mediation with

respect to r for different values of theat,ch/P. For simplicity, the solution assumes a constant
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inflow temperature, Fo = 0, and E* = 0. Figure 2-7 shows that as r increases, the wetland

response loses its dependency on r and approaches the state of a stationary water body

[Adams, 1982], i.e.

Ilx=L r/ 1 (2.18)
(27r - theat,ch/P)2 + 1

and

Ox=L r?4i tan-'(27r - theat,ch/P) (2.19)
27r/P

Consequently, the periodic thermal mediation for r >> 1 is solely determined by theatch/P.

When theat,ch/P is large, the wetland is unable to track the atmospheric forcing, because

the forcing varies more rapidly than the wetland can respond. This results in decreasing

values of IIx=L and Ox=L/theat,ch as seen on figure 2-7. Furthermore, for large theat,ch/P,

the timescale ratio wr --- theat/P = [wrtheat,ch] /P that appears in (2.13) also becomes large.

As a result, the residence time in the channel, wrtheat,ch, limits the fraction of the heating

cycle the wetland captures, producing oscillations in |Ix=L and 6 x=L relative to r (see figure

2-7, theat,ch/P = 1, 5). Finally for small theat,ch/P, the thermal inertia is not limiting and

the wetland is at quasi-steady state with the forcing. Consequently, if r is large enough,

the wetland tracks the atmospheric fluctuations, i.e. |Fjx=L -+ 1, but with a lag, i.e.

Ox=L -+ theat,ch-

The dependence of the periodic thermal response on theat,ch/P has two important im-

plications. First, in a given water system the seasonal response (P = 365 days) will

significantly differ from both the synoptic (P = 7 - 14 days) and diurnal (P = 1 day)

responses. For example, the seasonal response can be at equilibrium with atmospheric con-

ditions (e.g. |Flx=L ~ 1 for r >> 1), while the synoptic response is partially dampened

(e.g. 0.25 < IFlx=L < 0.85 for r > 1), and the diurnal response severely dampened (e.g.

IFl-L < 0.25). The system portrayed on figure 2-4 demonstrates this difference in seasonal

and diurnal response. The second implication is that for a given P, the thermal response of

shallow (small theat,ch) and deep (large theat,ch) systems can vary significantly, potentially

producing intrusion depth variability and exchange flows. This process is generally referred

to as differential heating and cooling (see section 2.1.). For example, consider a 1 m deep

wetland (theat,ch = 2 days) and a 10 m deep lake (theat,ch = 20 days) with negligible inflow

(i.e. r >> 1). On synoptic timescales (P = 10 days) the amplitude response of the wetland,

|wl 0.6, is much larger than that of the lake, |IFL 0.1 (see figure 2-7a). However, the
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Figure 2-7: Periodic dead-zone model results as a function of r and theat,ch/P with E* = 0,
a* = 1, w = 0.5, He/H = 1 and F0 = 0. a) Non-dimensionalized amplitude |FIx=L, and
b) timelag Ox=L/theat,ch, between the outlet and equilibrium temperature. The periodic
thermal response becomes more damped as theat,ch/P increases.
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timelag between the water and equilibrium temperatures is on the same order of magnitude

in both systems, i.e. Ow = 0.7 - theat,ch = 1.4 day and OL = 0-1 * theat,ch = 2 days (see figure

2-7b). Similar trends occur on diurnal timescales (P = 1 day), i.e. |rwl 0.1, |LI . 0.01,

and a timelag of 6 hrs. Consequently, the water in the wetland warms more over the day and

synoptic heating periods, and cools more at night and during synoptic cooling. This differ-

ential heating/cooling will affect the intrusion depth variability, as discussed later in section

2.4.2., and may also produce exchange flows, as described by Monismith et al. [1990] and

Farrow and Patterson [1993]. While the dead-zone model can predict when these exchange

flows occur, it does not account for their effect on wetland thermal mediation. Finally, on

seasonal timescales (P = 365 days), both the wetland and lake are at quasi-steady state

with the forcing, i.e. |Fwi ~ |FLI e 1. However, the lake lags the wetland due to its larger

thermal inertia, producing another form of differential heating/cooling.

2.4 Wetland Impact on Lake Inflow

To understand the impact of littoral wetlands on lake water quality, the wetland response

must be considered in the context of the thermal processes in the watershed. This watershed

scale analysis involves tracing the thermal evolution of the water starting at its source, along

the river reach, through the wetland and into the lake (see figure 2-1). In section 2.4.2.

this analysis is used to determine when a wetland can significantly impact lake intrusion

dynamics.

2.4.1 Watershed Scale Analysis

The watershed scale analysis consists of four steps. First, the thermal properties of the

water source must be defined. During non-storm conditions, the water in the river usually

originates from groundwater recharge. Because of the thermal inertia of the ground, the

seasonal temperature variations of groundwater are severely damped, |FG 0.2 - 0.4,

and can lag the equilibrium temperature by 2-4 months [e.g. based upon Gu et al., 1996].

Shorter timescale variations (e.g. diurnal and synoptic) are even more dampened such that

|FG| E 0. During storms, however, river water originates predominantly from surface runoff,

which typically is close to equilibrium with both seasonal and synoptic atmospheric cycles.

Second, the equilibrium temperature TE must be defined. The equilibrium temperature
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is a function of both incoming solar radiation and wind. During the summer when leaf cover

is peaking, narrow rivers and wetlands experience sun-shading and wind sheltering that can

give them a different equilibrium temperature than open water (e.g. lakes). While the

two processes have a counteracting effect, i.e. sun-shading reduces TE but wind sheltering

increases TE, the sun-shading effect is generally more pronounced [Sinokrot and Stefan,

1993], yielding lower equilibrium temperature for narrow systems than for open water.

Third, the model parameters, f, theat, E*, a* and q must be determined for each sub-

section of the watershed. These parameters are site-specific, and depend upon the system's

size and shape, the amount and type of vegetation, and the meteorological conditions. The

hydraulic parameters E*, a* and q are generally evaluated by conducting dye experiments

[Kadlec, 1994; Bencala and Walters, 1983], whereas the nominal parameters i= WHL/Qr

and Theat = H/K can be estimated from maps and flow-measurements. For a river system

which is fed by groundwater/surface runoff throughout its entire reach, the river network

residence time can be estimated from the river catchment area, Aw, and the river discharge

at the wetland/lake, Qr. Assuming that the average travel length in the river scales on

/Aw, and the spatially averaged flow along the reach is Qr/2, then f t 2WK AW/Qr-

A representative range for these input parameters under non-storm conditions is given in

table 2.1 for each watershed sub-section. The parameter values indicate that wetlands are

transition zones between the upland and deep aquatic systems, with a small thermal inertia,

theatch, like rivers, but a large thermal capacity, r, like lakes.

t H E* a* q theat r

(M) (days)

R hrs - month 1 0.1-10 1 0.005-0.08 2,3 0.1-0.8 2 0.25-0.95 2,4 0.1-20 1-5
W days - month 5,6 0.1-2 6,7 - 0-4 5 0.5-0.7 5 0.1-2 2-20
L week-years 8 2-100 - - - 2-100 2-20

Table 2.1: Typical ranges of dead-zone model parameters for rivers (R), wetlands (W) and
surface layers of lakes (L) under non-storm conditions. Adapted from 1) Leopold et al.
[1992, p. 142, 240-2], 2) Bencala and Walters [1983], 3) Day [1975], 4) Yu and Wenzhi
[1989], 5) Kadlec [1994], 6) Wood [1995], 7) Mitsch and Gosselink [1993, p. 620], 8) Fisher
et al. [1979, p. 148], 9) Hutchinson [1957, p. 460].

Finally, with the appropriate choice of input parameters, the dead-zone model solutions

(2.12)-(2.16) can be applied sequentially to each watershed sub-section. As shown on figure

2-8, the outflow temperature from the previous sub-section becomes the inflow temperature

for the next sub-section, that allows tracing the thermal evolution of the surface water from
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Figure 2-8: Schematic of the watershed scale analysis. The dead-zone model is applied to
each sub-section of a watershed, using the outflow temperature of the previous sub-section
as the inflow temperature for the next sub-section.

its source, TG or TS, to the end of the river reach, TR, to the wetland outflow, Tw, and into

the lake epilimnion, TL. For simplicity, the vertical heat transfer between the epilimnion

and hypolimnion of a lake is neglected. Since this heat transfer is a slow process occurring

over months, this assumption introduces errors only at the seasonal timescale, but not on

the shorter timescales.

2.4.2 Wetland Impact Scenarios

The thermal evolution presented in figure 2-8 depends upon three factors: First, the equilib-

rium temperature, TE, and second the thermal inertia of the water, theatch, which together

determine the asymptotic thermal state of surface water. This state may differ across the

watershed due to sun-shading and wind-sheltering and variable water depth. Third, the

cumulative thermal capacity, Er, which represents the total time that the surface water

has been exposed to atmospheric heating relative to the thermal inertia. As Er increases,

the surface water approaches its asymptotic state. In the following, we consider the impact

of a wetland on lake intrusion dynamics first during low-flow conditions, when the river

is predominantly groundwater fed. Then we consider a storm scenario, when the river is

predominantly fed by surface runoff. For simplicity, the effects of suspended sediments and

salinity on lake intrusion dynamics are neglected.
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Non-Storm Scenario 1

First consider a system where the thermal capacity of the river alone is not large enough

for it to reach its asymptotic state, i.e. rR 2WKv/AW/Qr < 3 (figure 2-7), or where

sun-shading and wind-sheltering are prominent. This generally applies to small watersheds

(small Aw) with a high annual discharge (large Qr), or narrow rivers obstructed by trees or

hills. In both cases, the water temperature at the end of the river reach, TR, will differ from

that in the wetland, Tw, and lake, TL. Figure 2-9 illustrates simulated thermal cycles in

one such system with rR = 1 and rw = rL = 2. For simplicity, the equilibrium temperature

of the river, wetland and lake are assumed to be the same. First consider the system

without a littoral wetland. On seasonal timescales (P = 365 days), figure 2-9a shows that

the river water retains the attenuated amplitude and lag (IATRI 9.5'C and OR = 11

days) originating from the damped groundwater source (see sectoin 2.4.1.). In contrast, the

lake epilimnion with its long cumulative thermal capacity Er > 3, is almost at equilibrium

with the seasonal cycle (IATLI ~ |ATE = 15'C and 6 L = 9 days). Consequently, the

river water is colder than the surface waters of the lake during the summer (TR < TL

for jd = 100 - 280) and warmer in winter (TR > TL for jd = 0 - 100 and 280 - 365).

On diurnal and synoptic timescales (P = 1, 10 days), figure 2-9b shows that the thermal

response of the shallower river (theat,ch = 1 day) is more pronounced than that of the

lake (theat,ch = 10 days). However, this differential heating and cooling does not produce

variability in intrusion depth during the summer period shown because of the large seasonal

difference between the river and lake, i.e. TR < TL in spite of the diurnal and synoptic

river temperature fluctuations. Thus in the absence of a littoral wetland, the lake intrusion

depth varies predominantly on seasonal timescales, the inflow plunging into the hypolimnion

during summer and inserting at the surface during winter.

Next consider the impact of adding a littoral wetland to this system. The wetland

provides extra thermal capacity allowing the water to reach its asymptotic state. The

amplitude of the seasonal temperature cycle of the lake inflow increases from I ATR I 9.50 C

to IATwI ~ 15'C, as the cumulative thermal capacity increases from Er = rR = 1 to Er =

(rR + rw) = 3. Consequently the wetland outflow, Tw, tracks the seasonal temperature

cycle in the lake, TL, more closely than the river does, reducing the seasonal variability in

intrusion depth (figure 2-9a). On diurnal and synoptic timescales (figure 2-9b), the wetland

39



heats and cools more rapidly, and thus has larger temperature oscillations than the lake,

i.e. |ATw >> IATL I. With the seasonal temperature difference reduced, this process now

produces diurnal and synoptic variability in the lake intrusion depth, that is Tw > TL over

the day and Tw < TL at night during periods of synoptic heating (jd = 202 - 207 and

212 - 217).

To summarize, the introduction of a littoral wetland to a watershed where the thermal

capacity of the river is small or sun-shading/wind-sheltering are prominent, can drastically

change the lake inflow dynamics. Specifically, the variability in intrusion depth is shifted

from being predominantly seasonal (no wetland), to occurring predominantly on diurnal

and synoptic timescales. Consequently, during the summer more inflow will be directed

towards the lake surface, potentially degrading the lake water quality. This is the scenario

that undermined the wetland project at Lake McCarrons, discussed in section 2.1. [Oberts,

1998; Metropolitan Council, 1997].

Non-Storm Scenario 2

Next consider a system where the river has a sufficiently long residence time to reach its

asymptotic state, i.e. rR ~ 2WKfAW/Qr > 3 (see figure 2-7), and sun-shading and

wind-sheltering are less prominent. These conditions are satisfied in large watersheds (large

Aw) with a low annual discharge (small Q,), and a wide river unobstructed by emergent

vegetation, borderline trees or hills. Unlike the previous scenario, a littoral wetland in such

systems can produce little or no additional thermal mediation. Figure 2-10 illustrates the

thermal cycles in one such system with rR = 3. As shown on figure 2-10a, the seasonal

thermal cycles in the river, wetland and lake are all at equilibrium with the atmosphere

(IATdi IATE = 1500, i = R, W, L). However since 0 - theat,ch in the limit r >> 1

and theat,ch << 1 (see eq. 2.19), the lake (theat,ch = 20 days) lags the shallower river

and wetland (theat,ch = 1 - 2 days) by 16-18 days. This produces a seasonal variation in

intrusion depth, with the river and wetland inflow predominantly entering at the surface

during jd = 20 - 200 when TR, Tw > TL, but otherwise plunging. On diurnal and synoptic

timescales (figure 2-10b), the river and wetland heat and cool more rapidly than the lake,

i.e. IATwI IATRI >> ATLI. For the river with theat,ch = 2 days, the combined diurnal and

synoptic temperature fluctuations are not large enough to produce variability in intrusion

depth during a large fraction of the year, e.g. TR < TL throughout the time period on
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Figure 2-9: Non-storm wetland impact scenario 1: rR = 1. Dead-zone model solutions for
a river, TR, wetland, Tw, and lake epilimnion, TL, originating from groundwater with the
seasonal cycle TG = 150 C, ITGI = 54C and 9 G = 3 months [Gu et al., 1996]. a) Seasonal
(P = 365 days), b) synoptic (P = 10 days) and diurnal (P = 1 day) responses. The
addition of a littoral wetland can drastically change the lake intrusion dynamics, shifting
the variation from predominantly seasonal to predominantly diurnal/synoptic.
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Figure 2-10: Non-storm wetland impact scenario 2: rR = 3. Dead-zone model solutions for
a river, TR, wetland, Tw, and lake epilimnion, TL, originating from groundwater with the
seasonal cycle TG = 154C, |TGI = 5"C and 9 G = 3 months [Gu et al., 1996]. a) Seasonal
(P = 365 days), b) synoptic (P = 10 days) and diurnal (P = 1 day) responses. The addition
of a littoral wetland does little to change the lake intrusion dynamics.
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figure 2-10b. For the wetland with theat,ch = 1 day, the larger amplitude response (i.e.

|ATwl > IATRI) produces some variability in intrusion depth, e.g. on jd = 254 - 257 and

264 - 267, during the 20 day period illustrated on figure 2-10b. Despite this difference, the

intrusion depth dynamics of the river and the wetland are predominantly characterized by

the seasonal variability, which is the same for both systems.

To summarize, a littoral wetland is less likely to alter the lake inflow dynamics in a

watershed where the thermal capacity of the river system alone is sufficient to bring the

water to its asymptotic state, and where sun-shading and wind-sheltering are less prominent.

The lake intrusion depth in such systems can vary on seasonal, synoptic, and/or diurnal

timescales depending upon the specific system configurations.

Episodic Events - Storms

Lake intrusion dynamics are of particular interest during storms, when nutrient and con-

taminant loads are peaking. Under these conditions the thermal evolution of surface water

through the watershed differs significantly from the low-flow conditions described in the

two previous sections. First, the source of river water switches from groundwater to surface

runoff, which more closely reflects the current synoptic and seasonal atmospheric condi-

tions. Second, the residence time in the river and the wetland drops significantly with

the increased flowrates. This decreases their thermal capacity such that rR and rw < 1.

Third, the wetland circulation becomes jet-dominated, and the associated short-circuiting

further reduces its effective thermal capacity (see section 2.3.1.). As a result, little thermal

mediation occurs in the river or the wetland, and the temperature of the water reaching the

lake reflects the prevailing synoptic meteorological conditions. In contrast, the lake does

not respond to these short-term meteorological fluctuations because of its larger thermal

inertia (recall from figure 2-7, |Fl_ < 0.2 for theat,ch/P > 1) but retains its balance with

the seasonal conditions. Therefore, during storms, the intrusion depth is governed by the

prevailing meteorological conditions, which dictate the temperature of the lake inflow, and

whether the prevailing conditions are warmer or colder than the seasonal conditions, which

dictate the lake temperature. This result is useful in predicting the impact of storm con-

taminant fluxes on lake water quality, since it provides a simple tool for assessing whether

the inflow plunges (conditions are colder than seasonal average), or enters directly into the

surface water (warmer than seasonal average).
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2.5 Conclusions

Thermal mediation is a process through which shallow littoral regions such as wetlands,

forebays or side-arms, can control the initial fate of river-borne nutrient and contaminant

fluxes within a lake or reservoir. As a river traverses these systems, the water temperature

is modified through atmospheric heat exchange. The change in temperature can affect the

intrusion depth, and thus impact the lake water quality.

This paper provides a simple framework for evaluating the impact of these shallow lit-

toral regions on the thermal characteristics of lake inflow. The dead-zone model, previously

used for river routing and dispersion problems, is adapted to wetlands to predict thermal

mediation under different meteorological conditions. The impact of the wetlands on lake

inflow dynamics is then evaluated by integrating the wetland model into a watershed scale

analysis of surface water temperature, tracing the thermal evolution of the water from its

source (runoff and/or groundwater), along the river reach, through the wetland and finally

within the lake. This watershed scale perspective is a new approach necessary to study

the interaction between the river, wetland and lake. In addition, this approach for the first

time describes the link between thermal mediation in shallow flow through systems and the

previously studied process of differential heating and cooling.

Our analysis suggests that littoral wetlands can provide significant thermal mediation

in watersheds, where the river water has not had enough time to equilibrate with the

atmosphere, or sun-shading produces a different equilibrium temperature for the river than

the lake. In such a system, a wetland prolongs the time for heating/cooling during non-storm

conditions, reducing the seasonal temperature differences between the wetland outflow and

lake. This makes the intrusion depth more sensitive to diurnal and synoptic meteorological

fluctuations. Specifically in summer, the wetland can sufficiently raise the temperature of

the lake inflow to produce a surface intrusion during the day, causing more river-borne

nutrients and contaminants to enter directly into the epilimnion where they can potentially

enhance eutrophication and human exposure to pathogens. This scenario was observed

at Lake McCarrons, discussed in section 2.1. [Oberts, 1998; Metropolitan Council, 1997],

and the Mystic Lake in Massachusetts [Andradottir and Nepf, 2000]. A littoral wetland

has less impact on lake intrusion dynamics in watersheds, where sun-shading and wind-

sheltering are less prominent, and the water has already reached thermal equilibrium with
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the atmosphere before reaching the wetland. Finally, nutrient and contaminant loads often

peak during storms, making such events of particular interest to lake water quality. Our

analysis suggest that during storms, wetland thermal mediation is less important, and the

intrusion depth is governed by the difference between current and seasonal meteorological

conditions.

2.6 Appendix A

The dead-zone model with E* = 0 mimics a range of wetland circulation and thus does not

limit the generality of the results presented in this paper. This can be seen by considering

the product of the lateral exchange coefficient, a*, and the jet areal ratio, q,

AQ AcL qt tadvection
a q- (Ac + Ad)L Qr (Ac + Ad)L/AQ texchange'

For a* - q < 1, very little lateral exchange occurs in the timescale of advection producing

short-circuiting (figure 2-2b). However if a* - q > 1, lateral exchange occurs at the same

timescale as advection, and the balanced combination of differential advection (flow zone

vs. dead-zone) and the lateral exchange creates longitudinal shear dispersion even if E* = 0

[e.g. Taylor, 1954; Chikwendu and Ojiakor, 1985]. Finally, if a* - q >> 1, lateral exchange

is much faster than advection, and the dead zone is no longer distinct from the flow zone,

effectively producing plug flow through the entire area (Ac + Ad).
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Chapter 3

Thermal Mediation:

Measurements and Modelingi

As a river flows through shallow littoral regions such as wetlands, forebays and side-arms,

the temperature of the water is modified through atmospheric heat exchange. This process,

which we call thermal mediation, can control the initial fate of river-borne nutrient and con-

taminant fluxes within a lake or reservoir. This paper presents temperature observations

that demonstrate the occurrence of thermal mediation and directly support the theoretical

results derived by Andradottir and Nepf [2000]. The measurements show that the wetland

warms the river inflow by approximately 1-3"C during summer and fall non-storm condi-

tions. Less thermal mediation occurs during storms, both because the residence time is

significantly reduced and because the wetland circulation shifts from laterally-well-mixed

(low flows) to short-circuiting (storms). The dead-zone model can simulate both these

regimes and the transition between the regimes, and is therefore a good choice for wetland

modeling.

'Submitted under the name "Thermal mediation in a natural littoral wetland: Measure-
ments and modeling" to Water Resources Research in October 1999.
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3.1 Introduction

Wetlands can play an important role in improving downstream water quality. Numerous

mass balance studies have shown that suspended sediments, nutrients, metals and anthro-

pogenic chemicals are efficiently removed in natural and constructed wetlands through a

variety of sink mechanisms, such as bacterial conversion, sorption, sedimentation, natu-

ral decay, volatilization, and chemical reactions [Tchobanoglous, 1993]. Yet other studies

have shown that wetlands may also act as a temporal source of nutrients and pollutants

as they release stored materials [Mitsch and Gosselink, 1993, p. 157]. To date, extensive

research has been conducted to understand the chemical, biological and physical processes

underlying the removal performance of these complex ecosystems.

One process that so far has received little attention is thermal mediation, i.e. the

temperature modification of the water flowing through the wetland. For littoral wetlands,

the outflow temperature determines the lake intrusion depth which in turn affects the initial

fate of nutrients/contaminants in the lake, as well as the residence time and mixing dynamics

within the lake. Using a dead-zone model, Andrad6ttir and Nepf [2000] showed that wetland

thermal mediation can shift the timescales of lake intrusion depth variability, from being

predominantly seasonal to occurring on synoptic and diurnal timescales. Moreover, wetlands

can prolong surface intrusions during summer, which can lead to increased human exposure

to river-born contaminants. Similarly, the increased nutrient supply to the epilimnion during

the growing season can accelerate lake eutrophication [Carmack et al., 1986; Metropolitan

Council, 1997]. On the other hand, more surface intrusions lead to quicker flushing, thus

reducing the long-term deposits of nutrients and contaminants in the lake. Wetland thermal

mediation can therefore have complex short- and long-term effects on lake water quality.

This chapter presents the first detailed observations of thermal mediation in a natural

wetland that receives unregulated river inflow. The major contributions of the paper are to:

1) Demonstrate through field observation that wetland thermal mediation occurs in a small

watershed, and how it is affected by flow conditions. 2) Compare wetland thermal structure

and circulation during low-flows and storms. 3) Validate the use of the dead-zone model in

wetlands, both by confirming the analytical dead-zone model results derived by Andrad6ttir

and Nepf [2000], and by showing that the model simulates well wetland thermal behavior

during variable flow conditions. 4) Demonstrate the effect of wetland thermal mediation on
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lake intrusion dynamics. This paper is the observational counterpart to the theory presented

by Andrad6ttir and Nepf [2000].

3.2 Theoretical Background

Thermal mediation is a well-known process in cooling ponds, in which atmospheric heat

exchange is exploited to attenuate the waste heat from power plants. Andrad6ttir and Nepf

[2000] showed that thermal mediation is also an important process in littoral wetlands, when

the river inflow follows a different seasonal temperature cycle than the wetland water. This

condition is met in small or forested watersheds, where the river follows a damped seasonal

cycle because of groundwater recharge [Gu et al., 1996] and/or sun-shading [Sinokrot and

Stefan, 1993]. While the inflow condition sets the potential for wetland thermal mediation,

the degree of thermal mediation actually occurring is governed by the residence time distri-

bution (RTD) within the wetland and the thermal inertia of the water, theat. The thermal

inertia represents the heating timescale of the water column and is defined as the ratio of

the water depth, H, and the surface heat transfer coefficient, K, i.e. theat = H/K. Under

"ideal" (plug) flow conditions, the thermal capacity

f
(3.1)

theat

or the ratio between the nominal residence time and the thermal inertia, is the major factor

controlling how much thermal mediation occurs: r = 0 produces no thermal mediation,

whereas r > 3 produces over 90% of the maximum thermal mediation possible in the

system [e.g. Jirka and Watanabe, 1980]. Wetland flow regimes, however, are rarely ideal

[Kadlec, 1994], and water circulation, which governs both the skewness and variance of the

RTD, will generally modify how efficiently the wetland mediates the water temperatures.

Wetland water circulation depends on vegetation drag and meteorological forces such

as wind, river buoyancy and river inertia. The relative importance of vegetation drag,

wind and water buoyancy to the river inertia can be summarized by the following three

non-dimensional parameters:

A = Vegetation drag parameter[DePaoli, 1999]. (3.2)2 H
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= 21 Wind parameter. (3.3)

Fi-2  p p gH (Internal Froude number) 2 . (3.4)

Here Cf is the friction factor, -,, the mean wind shear stress, Ap the density anomaly

between the inflow and wetland water, p the water density, g the acceleration of gravity, L

the length of the wetland, and H the water depth. The river inertia is characterized by the

inflow velocity, Uo = Q,/Ar, where Q, is the flow rate and A, the cross-sectional area of the

river. Notice that since both Q and Fi-2 oc U- 2 then the influence of wind and buoyancy

on water circulation changes with flow conditions. Similarly, A is indirectly related to Uo

through the friction factor Cf, which depends strongly on water depth and velocity, as

well as vegetation type and density [Petryk and Bosmajian III, 1975; Chen, 1976; Shih and

Rahi, 1982]. In particular, A can decrease drastically during storms, as a result of increased

water depths and stem pronation. This is shown by the characteristic values of Cf given in

table 3.1. Water circulation is therefore expected to change between low flows and storms

[DePaoli, 1999; Andrad6ttir, 1997]: During low flows, vegetation drag, wind and buoyancy

dominate the water circulation (A, Q, Fi- 2 >> 1). Uniform vegetation drag will distribute

the river flow over the width of the wetland [ Wu and Tsanis, 1994], and wind will enhance

lateral and vertical mixing. Consequently, the wetland often behaves as a partially-well-

mixed reactor where the RTD has a large variance around the mean nominal residence time

i (figure 3-1a) [Kadlec, 1994]. During high flows, however, the circulation often becomes

inertia- or jet-dominated (A, Q, Fi-2 < 1), and substantial short-circuiting occurs, i.e. a

large portion of the river flow exits the wetland in much less time than the nominal residence

time i (figure 3-1 b). Both these regimes, and especially the short-circuiting regime, produce

less thermal mediation than the ideal plug flow [Andraddttir and Nepf, 2000].

Vegetation Flow Re = U Cf A
yes Low 0(103) 0.2-2 1,2 28-280
yes High O(105) 0.008-0.02 2,3 1.1-2.8
no High 0(105) 0.004 4 0.55

Table 3.1: Vegetation drag estimates in the upper forebay adapted from 1) Kadlec and

Knight (1996, p. 201); 2) Chen (1976); 3) Dunn et al (1996, p. 54); 4) Andradottir (1997,
p. 69, 74). Bed drag decreases significantly during storms because of increased water depths

and pronation of vegetation stem.
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Figure 3-1: Bi-modal circulation in free surface wetlands. a) Under low flows, drag, wind
and/or buoyancy dominate the circulation (A, Q, Fi-2 >> 1), the wetland is laterally well
mixed producing a relatively symmetric RTD around the nominal residence time f. b)
During high flows, the circulation is river dominated (A, Q, Fi 2 < 1), short-circuiting
occurs producing a skewed RTD with much of the flow exiting the wetland in much shorter
time than f.

3.3 Methods

3.3.1 Site Description

The Aberjona watershed is a medium-size watershed (65 km 2 surface area) located in subur-

ban Boston, Massachusetts. Due to long term industrial activities, the watershed is heavily

contaminated with heavy metals such as arsenic and lead which are routinely transported

downstream by the Aberjona river until they are finally deposited in the Upper Mystic Lake

[Solo-Gabriele, 1995; Aurilio et al., 1994]. Before entering the lake, the river flows through

two littoral wetlands, first the larger upper forebay, and then the smaller lower forebay (fig-

ure 3-2a). Both wetlands are vegetated with water lilies and submerged coontail, and their

mean water depth ranges between 1.3 m to 2.0 m depending upon season. In comparison,

the lake epilimnion is approximately 5 m deep and the thermocline 5 m wide during the

summer.

In this paper, we focus predominantly on the thermal mediation occurring in the upper

forebay shown on figure 3-2b. Due to its larger size, the residence time in this wetland is

longer than in the lower forebay thus allowing more thermal alterations. Furthermore, only

limited exchange flow occurs at the neck between the upper and lower forebay, justifying the
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use of a uni-directional, depth-averaged model such as the dead-zone model. In contrast,

the thermal dynamics of the lower forebay are largely determined by the exchange flow

occurring through the wide inlet connecting the wetland to the lake (figure 3-2a). The

enhanced flushing associated with this exchange flow reduces the residence time in the

lower forebay such that little or no thermal mediation occurs. The outflow temperature of

the upper forebay is thus representative of the temperature of the inflow to the lake.

3.3.2 Field Observations

Water temperatures were monitored every 5 min at different locations in the Upper Mystic

Lake system from July to November in 1997 and 1998. Temperature measurements were

made 10-20 cm below the surface and 10-20 cm above the bed at each site in the upper

forebay shown on figure 3-2b using Onset temperature loggers with 0.2 'C resolution. In

1997, the temperature loggers at the outlet of the wetland were repeatedly stolen so the

following year, the measurements were repeated with additional loggers deployed at the

outlet and in the shallow vegetated zone. Lake water temperatures were measured in 1997

at 1-1.5 m depth intervals within the surface mixed layer and thermocline (1.8-10.9 m depth)

at the locations shown on figure 3-2a using thermistor chains with 0.1 "C resolution [Fricker

and Nepf, 1999]. Lake intrusion depth with and without the wetlands was estimated by

matching the average of the near-surface and near-bed wetland channel temperature, and

the river bed temperature, respectively, to the lake thermistor data. Surface intrusions

within the top 2 m in the lake were not resolved because no thermistor was located there.

Changes in suspended sediment levels did not significantly affect the water density and were

neglected in the calculations.

Wind speed and direction were measured 10 m above ground at the southern end of

the lake at 10 min intervals in 1997 and 1998 (figure 3-2a). Hourly Aberjona river flow

was measured by USGS approximately 800 m upstream of the inlet to the upper forebay.

In addition, air temperature, relative humidity and solar radiation were monitored every 5

min during 1997 (figure 3-2a). Cloud cover was measured at 3 hrs interval at the Boston

Logan Airport located 15 km east of the study site.
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Figure 3-2: Monitoring program in the Upper Mystic Lake system, Winchester, Mas-
sachusetts. a) Site overview and surface areas. b) Detailed map of the upper forebay with
mean water depths during the 1998 monitoring period. Thermistor locations are denoted
by T, the anemometer by W and the weather station by S.
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3.3.3 Dead-Zone Model Application

Model Formulation. The dead-zone model was described in detail by Andrad6ttir and

Nepf [2000]. In short, the wetland area is divided into two zones, a flow zone (or channel)

with cross-sectional area, Ac, and a stationary dead-zone with cross-sectional area, Ad. As

shown on figure 3-2b, while the river traverses the wetland channel (dark shaded area),

it exchanges continuously with two stationary dead-zones on either side of the channel.

Notice that the southern dead-zone is smaller, shallower and more vegetated than the

northern dead-zone. The circulation regime in the wetland is described by the areal ratio,

q = Ac/(Ac + Ad), and the non-dimensional lateral exchange coefficient, a* = AQ/Qr,

where AQ is the total lateral exchange rate between the channel and dead-zones and Q,

the inflow flowrate. Neglecting longitudinal dispersion (D, = 0), the simplified governing

equations for the depth-averaged water temperature in the channel, Tc(x, t), and dead-zone,

Td(x, t), are

Bic O§C a*u #
+ U- - (Td - Tc) + (3.5)

at ax L pCpHe

aTd a*u q #3-6)--- = --- (Td - Tc) +.(36at L 1-q pC(H3

The boundary conditions at the inlet (x = 0) and outlet (x = L) are

Tc(0,t) = o (t) (3.7)

aT - 0. (3.8)
ax xz=L

Here u = Qr (t)/Ac is the average speed in the channel, L the length of the wetland, To the

wetland inflow temperature, # the net surface heat flux per surface area and C, the specific

heat of water.

The parameters q and a* are site-dependent and are typically evaluated by conducting

dye experiments [e.g. Bencala and Walters, 1983]. For preliminary design and assessment,
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however, it is useful to derive independent expressions based upon the inflow and site

geometry alone. First consider the river-dominated circulation regime, for which lateral

exchange may be scaled on turbulent entrainment (figure 3-1b). The model parameters q

and a* can thus be determined from 2-D jet theory. Laboratory experiments suggest that

the jet areal ratio is solely dependent on a constant spreading coefficient, 3 ~ 0.1, and the

length-to-width ratio L/W [Chu and Baines, 1989], i.e.

L
q = < 1. (3.9)

W

This is consistent with the observation that dead-zone effects (or short-circuiting) are prin-

cipally correlated to the aspect ratio L/W, with longer, narrower wetlands having propor-

tionally smaller dead-zones [Thackston et al., 1987]. For the upper forebay, (3.9) yields

q ~ 0.22 which is in agreement with observations (see section 3.4.).

Similarly, an estimate for the lateral exchange coefficient can be found by adapting the

results of Chu and Baines [1989] for 2-D jets confined by two boundaries to open channel

flows with only one boundary, yielding

* AQ
a * ~ - = 3.02#L/Bo exp(-A/2) - 1 for A < 0.96, (3.10)

where A is the vegetation drag parameter (3.2) and BO the initial jet width taken as the

width of the inlet. (3.10) indicates that the lateral exchange coefficient is sensitive to

vegetation drag, and that a* decreases as A increases. Notice that this relationship is only

appropriate for situations when the momentum of the jet has not been significantly eroded

by bed drag, i.e. A < 1. For the storms occurring in the upper forebay, A = 0.6 - 3 (table

3.1) which suggests that a jet structure will not always be present. However, for the larger

storms when the jet condition is satisfied, (3.10) yields a* = 1 - 1.5.

Finally, consider low flows when the wetland circulation is dominated by wind, buoyancy

and drag. Under these conditions, the river jet is no longer distinct, and q = 1. For this

value of q, the simplified dead-zone model can only predict the ideal plug flow regime. To

incorporate longitudinal dispersion neglected in (3.5), q can be set by the jet-dominated

condition (3.9), and a* adjusted to produce an adequate mixing [Andradottir and Nepf,

2000]. Thus a single model configuration (fixed q) can be used for both high and low flows,
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with changes in water circulation represented by changes in a*. We later show that thermal

simulations in wetlands during low flows are not sensitive to the selection of a*.

Numerical Simulations. The dead-zone model equations (3.5) to (3.8) were solved

using a backwards difference numerical scheme, the measured inflow temperature, 'I'(t),

and flowrate, Qr(t). For simplicity, Q,(t) was assumed to adjust instantaneously across the

wetland, and the mean water depth was taken to be constant in space and time, He = Hd.

The model was run for both low flows and storms using q = 0.22k, where x/L accounts for

the linear spreading of the river jet (figure 3-1b). The transition criteria between the two

flow conditions was taken as

1 Fi-2 < p 1 and Q < p 2 ,

10 Fi-2 > P1 or Q > p2,

where a* ~ 1 corresponds to short-circuiting flow and a* ~ 10 to laterally mixed flow

[Andradttir and Nepf, 2000]. The threshold value for the buoyancy forcing was taken as

p1 = 2, corresponding to the inter-annual mean flow in the Aberjona river Qr = 0.8 m 3 /s

given the typical density difference occurring between the river and wetland water during

summer and fall. The threshold for the wind forcing was taken as P2 = 0.5 based upon

observations. A value P2 < 1 is consistent with the fact that the wind stress acts on a larger

surface than the channel (i.e. q ~ 0.22 in the upper forebay).

Finally, the net surface heat flux 4(t) was estimated as

# = (1 - R)S+ # 1 + #2 + #s + #L.

Here, the incoming solar (short wave) radiation, S, was measured directly, and the amount of

reflected short wave radiation was estimated according to the reflection coefficient R = 0.07

[Bras, 1990, p. 38]. The other four terms, the incoming long wave radiation, #1 , the back-

radiation, 42, the sensible (conductive), #s, and the latent (evaporative) heat flux, #L,

were all estimated from the weather data measured at the site and/or Boston International

airport using established empirical relationships [Fisher et al., 1979, p. 163; Bras, 1990, p.

190]. The diffusive heat flux terms (4s and #L) included both forced and free convection

following Ryan and Harleman [1973]. Heat input from direct rain over the wetland was
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small compared to the river input and was neglected.

3.4 Results and Discussion

3.4.1 Thermal Mediation

In this section, water temperatures recorded in the Upper Mystic Lake system during the

typical flow year of 1997, when the Aberjona river had an annual mean flow of Qr = 0.7

n3/s, are used to demonstrate that thermal mediation occurs, and that the degree of

thermal mediation is affected by flow conditions. For simplicity, the temperature records

summarized on figure 3-3 have been low-pass filtered using a 2nd order Butterworth filter to

remove diurnal fluctuations. We will start by considering the prevailing low-flow conditions

(unshaded areas on figure 3-3), and then focus on the episodic storm events (shaded areas).

Low Flows

Figure 3-3a compares the water temperature in the river entering the wetland, TR, and

in the middle of the wetland channel, Tc. Since the river is consistently colder than the

wetland water throughout summer and early fall, the wetland mediates the temperature of

the lake inflow, warming up the water on the average by 2.2t1.40 C during this period. The

degree of thermal mediation varies seasonally, and is more prominent in summer (40 C), than

in late fall (14C). These observations are in agreement with the analytical results derived

from the dead-zone model presented by Andrad6ttir and Nepf [2000]. According to the

model, thermal mediation occurs in the upper forebay for two reasons. First, the Aberjona

river follows a damped seasonal cycle compared to the wetland, which makes it consistently

colder through summer and early fall, as shown. Since the thermal capacity of the river,

rR > 3 (table 3.2), is large enough for the river to reach atmospheric equilibrium, this

seasonal damping is mostly generated by sun-shading which produces a lower equilibrium

state for the narrow river than the wide open wetland, and to a lesser extent by groundwater

recharge. The second reason for the thermal mediation is that the wetland provides the

thermal capacity, rw > 3 (table 3.2), needed to erase the thermal signature of the river

inflow, and bring the water to a new atmospheric equilibrium.

Next consider figure 3-3b, which compares the water temperature in the middle of the

wetland channel and at the base of the lake epilimnion (at 5.8 m depth). The wetland
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Figure 3-3: Comparison between the near-bed temperature in the river, TR, the average of
the near-surface and near-bed temperatures in the wetland channel, Tc, and the temperature
at the base of the lake epilimnion, TL, in 1997. Notice that the thermistors in the lake were
deployed 60 days later than the wetland thermistors. a) Thermal mediation occurs, i.e.
TR < Tc b) Differential heating and cooling occurs between the 1.6 m deep wetland and
the 5.8 m deep surface mixed layer in the lake.
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r theat

annual summer/fall storms (days)

River 1 3- 9 0.2- 1 1.6 + 0.4

Wetland 1 3- 8 0.2- 1 3.0 + 0.6
Lake 4 10- 30 0.7-4 11 ± 2

Table 3.2: Thermal capacity, r, and thermal inertia, theat, in the Upper Mystic Lake system

in 1997. Wetland thermal capacity is sufficiently large during low flows to produce significant

thermal mediation as opposed to storms, when the residence time is not long enough for

thermal mediation to occur. Differential heating and cooling occurs on synoptic and diurnal

timescales between the wetland (low thermal inertia) and lake (large thermal inertia).

water temperature follows closely the seasonal trend of the lake epilimnion as opposed to

the river, which follows a damped seasonal cycle. Wetland thermal mediation thus reduces

the seasonal temperature difference between the lake and its inflow. On synoptic timescales

(1-2 weeks), however, the wetland water oscillates from being warmer and cooler than the

lake epilimnion. This trend is even more prominent on diurnal timescales not illustrated on

figure 3-3. Both are a reflection of differential heating and cooling which occurs between

systems of different thermal inertia, i.e. a shallow wetland (small thermal inertia) responds

more rapidly to short-term meteorological fluctuations than a deep lake (large thermal

inertia, see table 3.2). The combined effect of thermal mediation and differential heating-

cooling is to shift the timescale of intrusion depth variability, as will be discussed in more

detail in section 3.4.4..

Storms

The shaded regions on figure 3-3a show that the temperature difference between the river

and wetland is reduced during storms, indicating that less thermal mediation is occurring

in the wetland. This is in agreement with the analytical results from the dead-zone model,

which show that the potential for thermal mediation is reduced with increased flowrates,

largely because the residence time (time available for thermal mediation to occur) is de-

creased Andrad6ttir and Nepf [2000]. This is reflected in the thermal capacity of the wet-

land, rw, which drops significantly during storms, i.e. rw < 1 in table 3.2. In addition,

the circulation becomes jet-dominated. As we will show later, this leads to short-circuiting,

which further diminishes the effective thermal capacity of the wetland.
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3.4.2 Wetland Circulation

Water circulation affects both how efficiently a wetland can mediate the temperature of

the lake inflow, and how much particle removal/water purification occurs in a wetland. As

discussed in section 3.2., the water circulation is expected to change between low flows and

storms, as the relative importance of river buoyancy, wind and vegetation drag drops with

increasing flowrates. In the following, we consider the detailed temperature signals in the

upper forebay during both flow conditions, and discuss what they imply about the wetland

circulation.

Low Flows

The non-shaded areas on figure 3-4 illustrate the temperature variations during low flows at

different locations inside the upper forebay in the wet year of 1998, when the Aberjona river

flow was Qr = 1.5 m3 /s, or approximately twice the inter-annual mean. The heavy line

represents the near-surface temperature, which does not vary significantly (0.1 0 C) between

the channel and dead-zones of the wetland suggesting that sun-shading due to emergent

water lilies is not important in this wetland. Notice that the wetland surface water exhibits

strong diurnal temperature fluctuations (±2 0 C in late summer, t0.50 C in fall) in response to

the diurnal heating cycle. The light lines on figure 3-4 represent the near-bed temperatures

in the channel and two dead-zones. The difference between the near-surface and near-bed

temperatures indicates whether the water is stratified (large difference) or vertically well

mixed (no difference). Figure 3-4 thus shows that the water in the shallow, densely vegetated

southern dead-zone (Tdl) is weakly stratified and mixes over depth at night. In comparison,

the water in the deeper channel (Tc) and northern dead-zone (Td2) is stratified during most

of the summer and early fall except during periods of strong winds (e.g. jd 222-224 on figure

3-4a). Progressing into late fall (figure 3-4b), the wetland stratification breaks down as a

result of the increased convective cooling, which also generates the rapid drop in wetland

temperature, from 20 0 C in early October to 70 C in late November. Finally, notice that at

several times the near-bed channel water is colder than the near-bed water in the slightly

deeper, northern dead-zone (jd 226, 249, 257, 262, 268, 273 and 280). These events all

occur when the wind blows from South and is sufficiently strong to produce downwelling of

warm surface water in the northern dead-zone based upon the Wedderburn # criteria [e.g.
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Imberger, 1985].

The above discussion of the temperature records in the upper forebay suggests that

episodes of stratification, wind mixing and wind-driven internal circulation occur alterna-

tively during low flows, in agreement with Fi-2 and Q ranging from 10-1000 (figure 3-3

and 3-4). Under these conditions, the wetland can exhibit a complex, transient, 3-D flow

behavior. Since A ranges from 30-300 (table 3.1), vegetation drag is also expected to play

an important role in distributing the river laterally [DePaoli, 1999]. Dye experiments show

that the integrated effect of all these processes over the residence time in the wetland (Z

3 weeks) is that the wetland behaves as a partially-well-mixed reactor [Andradottir, 1997].

This supports the use of a simple 1-D model such as the dead-zone model for low flow

simulations, even though the instantaneous circulation may be far from 1-D.

Storms

The shaded areas on figure 3-4 show that the diurnal thermal fluctuations are reduced or

erased during storms (e.g. jd 229, 265 and 282) as the wetland heat budget is more strongly

influenced by the river inflow than atmospheric fluxes. Furthermore, the buoyancy and

wind parameters drop by 1-3 orders of magnitude during storms, i.e. Fi 2 , Q < 2 (figure

3-3 & 3-4), and similarly the drag parameter reduces significantly, i.e. A < 2 (table 3.1).

With this dramatic shift in forcing, the wetland circulation changes.

Figure 3-5 illustrates the thermal responses during three large storms in the 1997 and

1998 monitoring periods. First consider the largest storm in 1997, portrayed on figure 3-5a.

As is typical for late fall storms, the river is a source of warm water to the wetland. Unlike

low-flow conditions, the water temperatures in the channel and dead-zone deviate from

one another. In particular, during the initial stage of the storm (jd 305.7-306), the water

temperature in the channel increases abruptly, whereas the water temperature in the dead-

zone rises more gradually. This is consistent with short-circuiting in which the river inflow

approaches a jet-like structure (figure 3-1b) and a large portion of the river advects rapidly

through the wetland channel while the remainder mixes slowly with the dead-zones. The

time lag between the temperature increase in the river and wetland channel (1 hr) matches

the advective timescale estimated for a river jet [e.g. Chu and Baines, 1989]. Another

noteworthy feature of this storm is that the water column in the flow zone is well mixed

during the rising limb of the hydrograph, as expected when the river inertia dominates
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buoyancy and wind effects (Fi-2 , Q < 0.5). However, this one-layer channel flow structure

breaks down on the receding limb shortly after the onset of a southerly wind (see the rapid

increase in Q at jd 306). The colder water that appears at the channel bed is thus likely

advected from the northern dead-zone by the sub-surface return flow associated with the

wind setup.

Next consider the August storm illustrated on figure 3-5b. In the beginning of the

storm, the river is a source of cold water to the wetland, the reverse of the previous storm.

Short-circuiting is again observed as the channel temperature drops more abruptly than

the dead-zone temperature around jd 234.0. Furthermore, the water column is well mixed

on the rising limb of the storm, but becomes stratified on the receding limb. Unlike the

previous storm, this transition cannot be easily explained based upon the available data,

because it does not coincide with wind setup, nor a significant increase in buoyancy forcing.

After jd 234.0, the colder river flows through the wetland as an underflow until around jd

234.4, when the river becomes warmer than the wetland water. The river then switches

to an overflow that appears to be short-circuiting, indicated by the sudden drop in the

near-surface temperature in the channel that is not mirrored in the dead-zone around jd

234.7.

Finally, consider the largest storm episode in 1998, depicted on figure 3-5c. The wetland

thermal response is very complicated, both because this event consists of a series of storms

and because it occurs on windy days (0-7 m/s). In the first storm (jd 281.6), the river is

colder than the wetland water and the wind is blowing from South (>3 m/s). The bed water

temperature in the channel is consistently colder than in both dead-zones, likely because

of sustained upwelling of cold water from the northern dead-zone associated with the wind

setup. Since the temperature signature is masked by an internal wind driven circulation,

it is inconclusive about whether the river is short-circuiting through the wetland. In the

second storm (jd 282.2), the river is warmer than the wetland water. Furthermore, the wind,

still strong (>4 m/s), has changed direction and is now blowing from North which produces

less interference with the jet-structure, likely because the wetland is better sheltered from

the North by hills and large homes. The temperature records on the rising limb of this

storm show the warm river pulse moving through the wetland as an overflow, reaching the

channel station more rapidly than both the northern and southern dead-zones. This is in

agreement with the conceptual picture of short-circuiting portrayed on figure 3-2b in which
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the channel cuts through the middle of the wetland. The river continues to short-circuit on

the receding limb of the second storm (jd > 282.2), as seen by the fact that the water in

the channel is significantly warmer than that in the northern dead-zone. Furthermore, in

contrast to the storms on figures 3-5a & b, the flow is stratified on the rising limb of the

storm, but well mixed on the receding limb.

To summarize, despite the temperature records of storm events are quite complex, they

consistently demonstrate that the river short-circuits through the wetland (figure 3-1b).

Our observations thus support the hypothesis that wetland circulation and thermal regime

change during storms, from partially well mixed to short-circuiting. In addition, the upper

forebay exhibits vertical structure both during low-flows and storms. This suggests that

the use of a depth-averaged dead-zone model is at times an oversimplification, especially

during storms. This will be investigated in greater detail in the following section.

3.4.3 Dead-Zone Model Simulations

As discussed in section 3.4.1., the observations of thermal mediation in the Upper Mystic

Lake wetland agree with the linearized dead-zone model predictions [Andrad6ttir and Nepf,

2000]. To further validate the application of the dead-zone model, we now consider how well

the model simulates the thermal response within the upper forebay during both low-flows

and storms.

Low Flows

Figure 3-6 illustrates model simulations for a 10 day period in 1997, when the Aberjona

river flowrate was 0.1 m 3 /s. The simulated depth-averaged temperatures in the middle of

the wetland channel and dead-zone on figure 3-6a show that the wetland water is laterally

well mixed, Tc = Td, in agreement with observations [Andrad6ttir, 1997]. Furthermore, the

simulations lie between the observed near-surface and near-bed temperatures in the channel,

indicating that the dead-zone model simulates well the diurnal temperature variations in the

wetland during low-flows. The fact that the model temperatures are colder than observed

on the windy days (jd 246-8) is likely because the model overpredicts convective cooling as

it does not account for wind sheltering. Finally, during this low-flow period the residence

time in the wetland is so long, rw ~ 8, that the upper forebay has reached the limit of

being a stationary water body [Andrad6ttir and Nepf, 2000]. At this limit, the thermal
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budget is predominantly governed by the surface heat flux and not the river inflow, and

the actual circulation regime in the wetland is not so important in predicting thermal

mediation. This is demonstrated by the fact that both the stirred reactor and the dead-

zone models predict very similar wetland outflow temperatures (figure 3-6b). However, the

wetland circulation is still important for predicting chemical or solid removal [Thackston

et al., 1987]. Since wetlands/ponds tend to behave like partially mixed reactors with some

degree of short-circuiting even during low-flows [e.g. Kadlec, 1994], the dead-zone model is

generally expected to perform better than a stirred reactor model for river source materials

unaffected by atmospheric exchange.

Storms

Figure 3-7 summarizes model simulations during the three large storms in 1997 and 1998

previously discussed in section 3.4.2.. First consider the 1997 November storm, which has

the strongest signature of short-circuiting. Figure 3-7a shows that the dead-zone model

predicts well the propagation of the warm river front to the middle of the wetland channel

(X = 0.4L). Even when the flow is no longer 1-D (jd > 306), the model continues to capture

well the movement of the warm, short-circuiting surface flow in the channel. The model,

however, slightly underpredicts the water temperature in the Northern dead-zone, probably

because it does not account for lateral exchange generated by wind driven circulation.

For the 1997 August storm portrayed on figure 3-7b, the model again simulates well the

channel and dead-zone temperatures in the middle of the wetland (x 0.4L). Similarly,

figure 3-7c shows that the dead-zone model does a good job predicting the movement of

the thermal front along the wetland channel both at x = O.4L and x = L during the

1998 October storm. Recall that the resolution of the thermistor probes is 0.2 0 C, and the

difference between the observed and simulated water temperatures (0.2-0.30 C) is therefore

not significant. These three simulations thus demonstrate that the 1-D, quasi-steady, dead-

zone model gives reliable predictions of short-circuiting and the transition between short-

circuiting and laterally-well-mixed flow during storms, even in systems such as the Upper

Mystic Lake forebays which exhibit vertical structure (i.e. non 1-D behavior).

Finally, the comparison between the dead-zone and stirred reactor model simulations

on the three bottom plots on figure 3-7 highlights the strength of the dead-zone model

relative to the stirred reactor model. As expected, the dead-zone model captures the sharp
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Figure 3-6: Low-flow model simulations. a) Comparison between dead-zone model simula-

tions and field measurements at x = O.4L. b) Wetland outflow temperature predicted by
the dead-zone and stirred reactor models. Observation resolution is ±0.20 C.
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rises/drops in water temperature associated with short-circuiting, whereas the stirred reac-

tor model predicts a diffused front because it assumes that the river mixes instantaneously

throughout the wetland. This in turn can affect the lake intrusion depth predictions. For

example, during the 1997 November storm on figure 3-7a, the stirred reactor model predicts

a 2 hrs delay in surface intrusions (TL > TL) during the peak flow rates. Since the highest

concentrations typically occur during the rising limb of a storm, the stirred reactor model

will underpredict the contaminant/nutrient transport to the lake surface, which can have

important implications on human health and reservoir management as will be discussed in

greater detail in the following section.

3.4.4 Lake Intrusion Dynamics and Water Quality

Wetland thermal mediation is an important physical process in part because it can alter lake

intrusion dynamics which in turn impact downstream water quality. Figure 3-8 describes

the expected intrusion depth in the Upper Mystic Lake with and without the upper forebay

based on the water temperature measurements in 1997, as discussed in section 3.3.2.. The

seasonal and synoptic trends presented in figure 3-8a show that in the absence of the

wetland, the colder river water would plunge when entering the lake throughout the fall

except for a few days of short-term heating (e.g. jd 284 and 305-310). But with the littoral

wetland present, episodes of surface intrusion are prolonged and occur during 28 days or 40%

of the monitoring period (e.g. jd 256-265, 279-291 and 306-312). Therefore, substantially

more river-borne fluxes are delivered into the surface water of the lake with the wetland

present, which in turn has a high impact on the nutrient and chemical budgets of the

lake as discussed in section 3.1.. A close-up on diurnal timescales (figure 3-8b) shows that

the intrusion depth can also vary significantly over the course of a day, especially during

synoptic heating periods when the inflow inserts into the lake epilimnion. During these

times, a small temperature variation can lead to a large change in intrusion depth because

of the low thermal gradient in the lake surface layer. In the Upper Mystic Lake these

variations can be as large as 4-6 m. Overall, the temperature measurements in the Upper

Mystic Lake system suggest that the presence of a littoral wetland shifts the timescale of

lake intrusion depth variability, from predominantly seasonal (no wetland) to synoptic and

diurnal timescales (with wetland). A similar result was predicted by the linearized dead-

zone model [Andradottir and Nepf, 2000]. The shift in intrusion depth variability can impact
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lake water quality. For example, nutrients and contaminants may be more homogeneously

distributed over depth as the river inflow covers a larger vertical domain in the lake. In

addition, lateral and vertical transport processes in the lake can be enhanced. Both of these

will affect the management of reservoir use and withdrawals.

The intrusion depth during storms is of particular importance for lake water quality. Due

to surface runoff and remobilization of channel sediments, river nutrient and contaminant

concentrations usually increase during storms. For example, storms account for 30-60%

of the total annual fluxes of heavy metals such as arsenic, chromium, iron and copper to

the Upper Mystic Lake [Solo-Gabriele, 1995]. Furthermore, sewage overflow during storms

can introduce high concentrations of E-coli and Cryptosporidium into surface water, both

of which can make people sick after only short-term exposure. The arrows on figure 3-8a

depict the storm occurrences in the Upper Mystic lake system during fall 1997. As expected

from the previous discussion, the presence of a wetland does not significantly modify the lake

intrusion depth during storms because of the low effective thermal capacity associated with

the high flowrates. Furthermore, the dead-zone model predicts that whether storms enter

the lake surface or insert at depth depends upon the water temperature of the surface runoff

(which reflects synoptic conditions) relative to the lake water temperature (which reflects

the seasonal conditions) [Andradottir and Nepf, 2000]. Figure 3-3a shows that storms during

late summer and early fall are generally a source of cold water to the wetland and coincide

with synoptic cooling, whereas storms in late fall are often a source of warm water and

coincide with synoptic warming. Figure 3-8a shows that the majority of the storms follow

this trend, e.g. late summer early fall storms produce intrusions in the thermocline whereas

late fall storms produces surface intrusions, in agreement with the theory.

3.5 Conclusions

Thermal mediation in littoral wetlands is an important process that can alter the intrusion

depth in lakes and thus can determine the downstream fate of land-borne nutrients and

contaminants. Measurements in the Upper Mystic Lake system in Massachusetts during

summer and fall 1997-8 demonstrate that thermal mediation occurs in natural littoral wet-

lands, and that it is affected by flow conditions. During low flows, the wetland raises the

temperature of the lake inflow by approximately 1-3'C, which is sufficient to change the
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lake intrusion depth by 1-6 m and shift the timescale of lake intrusion depth variability from

seasonal (no wetland) to synoptic and diurnal (with wetland). In contrast, during storms

almost no thermal mediation occurs. These observations are both in agreement with the

theory presented by Andradottir and Nepf [2000]. This difference in thermal response with

flow conditions can partially be explained by a shift in wetland circulation: During low flows,

the river inflow fills the entire wetland volume and the wetland behaves like a partially-well-

mixed reactor. During storms, however, the temperature records demonstrate that the river

short-circuits across the wetland, and thus only a fraction of the wetland volume is available

to produce thermal mediation. A simple 1-D, quasi-steady, dead-zone model can give reli-

able predictions of thermal mediation during both regimes, and predicts well the transition

between short-circuiting and laterally-well-mixed flow.
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3.7 Appendix

The net surface heat flux #(t) was estimated as a sum of five heat flux terms, i.e.

# = (1 - R)S + 0 1 + #2 + Os + 4L.

The incoming solar (short wave) radiation, S, was measured directly at the site. The amount

of short wave radiation absorbed in the water was adjusted by the term (1 - R), where the

reflection coefficient R was chosen as 0.07 based on the solar altitude of the Upper Mystic

Lake [Bras, 1990, p. 38]. The other four heat flux terms were estimated from the weather

measurements using established empirical relationships [Fisher et al., 1979, p. 163; Bras,
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1990, p. 190]. The incoming long wave radiation, #1, was taken as

#1 = 5.18 - 10-13(1 + 0.170 2 )(Ta ± 273)6 (3.11)

where C is the cloud cover fraction measured at the Boston International airport, and T

the air temperature (in 'C) over the Upper Mystic Lake. Similarly, the back-radiation, #2,

was taken as

#2 = -5.5. 10-8(T + 273)4 (3.12)

where T is the water temperature. The latent (evaporative) heat flux, #L, included both

free [Fisher et al., 1979, p. 163] and forced [Ryan and Harleman, 1973] convection, i.e.

#L 1-5 10- 3paLwWio + 2.70622 (A Tv)1/3 (qa - q). (3.13)

Here pa = 1.2 kg/m 3 is the density of air, L, = 2.5. 106 J/kg the latent heat of evaporation,

W 10 the wind speed (m/s) at 10 m above the water surface, P the atmospheric pressure

(mb), ATy the virtual temperature difference that generates free convection, qa the specific

humidity of air, and q the saturation specific humidity at the air-water interface. The virtual

temperature difference is defined as

ATv = Ta
1 - 0.608q 1 - 0.608qa

for T > Ta, but is otherwise zero. The specific humidity is related to the vapor pressure,

e, and thus air temperature, pressure, and relative humidity, RH, through the following

relationship

0.622
q(T,P,RH) = e(T,P,RH)

P
0.622 L/ /

= RH - 6.11 mb - exp L 1 l)
P Rv (273 273 + T)

where R, = 461 J/(kg0 K) is the vapor gas constant. Consequently, qa = q(Ta, P, RH) and

q = q(T, P, 1). Lastly, with the latent heat flux determined, the sensible (conductive) heat
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flux, #s, was estimated using the Bowen ratio, i.e.

OS .1-Ta -- T
Bowen Ratio 3.8 - 10- (3.14)

L qa -q-q
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Chapter 4

Exchange Flows between Littoral

Wetlands and Lakes

4.1 Introduction

Exchange flows are an important transport mechanism both in estuaries and lakes. In

estuaries, the quasi-steady baroclinic circulation generated by the fresh-salt water density

gradient (figure 4-la) efficiently removes river borne contaminants from the headwaters to

the open sea [Nunes Vaz et al., 1989]. Similarly, freshwater exchange flows generated by

differential heating and cooling between regions of different depth or optical clarity (figure

4-1b) can contribute significantly to the transport of nutrients and other chemicals from

littoral to pelagic regions of lakes [James and Barko, 1991], to the heat dissipation in cooling

lakes [Jain, 1980], and to enhanced flushing in littoral regions [Horsch and Stefan, 1988;

Sturman et al., 1999].

To date, freshwater exchange flows have mostly been studied by performing lab exper-

iments and numerical modeling of natural convection in shallow cavities. The earliest of

such studies focus on the steady circulation generated for example in sidearms of cooling

lakes [e.g. Brocard and Harleman, 1980], while the most recent work characterizes the time

variability and mixing properties in natural sidearms [Farrow and Patterson, 1993; Sturman

et al., 1996; Sturman and Ivey, 1998]. Only a few of these studies have been supplemented

by field experiments, especially in shallow (< 2 m deep) sidearms such as littoral wetlands.

In addition, few studies have evaluated the influence of wind on freshwater exchange flows.

83



Freshwater exchange flows are typically shallower and have a much smaller density

gradient than estuarine flows. Consequently, wind effects are expected to have greater

impact there than in estuaries. Wind can modify the baroclinic exchange in several ways.

For example, the onset of a wind-driven circulation can surpress or promote the baroclinic

circulation depending upon the wind direction. Geyer [1997] found that in shallow estuaries,

such wind effects can increase the flushing by a factor of three. In addition, wind generated

surface and internal seiches have been observed to drive barotropic and baroclinic exchange

flows between enclosed bays and large lakes such as Lake Biwa in Japan and Lake Ontario

[Hamblin, 1998]. Wind stirring is also a major source of turbulence, which will smooth out

vertical inhomogeneities, resulting in a reduced baroclinic transport [Linden and Simpson,

1986]. In addition to the wind, topographic features such as contractions and sills can exert

a hydraulic control on the exchange flow [Armi and Farmer, 1986; Farmer and Armi, 1986].

Adams and Wells [1984] found that constrictions formed by highway bridge abutments can

significantly impair sidearm heat loss performance in cooling lakes.

This chapter provides a description of field observations of exchange flows between a

shallow littoral wetland and lake. The goals of this work is to characterize the exchange

between littoral wetlands and lakes on both diurnal and seasonal timescales, and to evaluate

its influence on wetland flushing, removal and thermal mediation. Building upon previous

sidearm work, here we additionally consider the influence of wind, river entrainment and

topographic constraints on freshwater exchange flows, and describe the relative importance

of baroclinic exchange and barotropic river flow during different times of the year. The

outline of the chapter is the following. The site and study methods are introduced in

sections 4.2 and 4.3. The field observations of the exchange flow and wetland circulation

are summarized in section 4.4. Finally, the effect of wind on the exchange flows, and the

impact of exchange on wetland flushing, lake transport and lake heating are discussed in

section 4.5.

4.2 Site Description

The Upper Mystic Lake is a dimictic lake located in suburban Boston, Massachusetts, which

is heavily used for recreational sailing, fishing and swimming in the summertimee (figure

4-2a). Due to long term industrial activities in this region, this lake receives high loads of
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H Asurf W L

(m (104 M2) (M) (M)
UFB 1.3-1.7 14.0 t 0.3 255 550
LFB 1.5-1.9 5.2 t 0.2 250 210
Inlet 1.4-1.7 0.35 + 0.05 60 60
Lake 15 50.9 ±0.7 530 960

Table 4.1: Upper Mystic Lake system dimensions. H represents the mean water depth,
Asurf, the surface area, L, length from the inlet to the outlet, and W = Asurf /L the mean
width.

heavy metals such as arsenic and lead from the Aberjona river [Solo-Gabriele, 1995]. Before

entering the lake, the river flows through two littoral wetlands, first the larger upper forebay

(UFB), and then the smaller lower forebay (LFB). In this paper, we investigate the exchange

flow between the lower forebay and the lake that occurs through the 60 m wide channel

which we call the inlet. The lower forebay is a relatively flat bay with the exception of a 2

m deep channel that runs from the neck towards the lake inlet, which has an approximately

parabolic cross section (figure 4-2b and c). Other relevant dimensions of this wetland-lake

system are summarized in table 4.1. The ranges in mean water depth represent the seasonal

variability, where the higher bound corresponds to early spring when the Aberjona river

flow is typically high because of snowmelt and surface runoff, and the lower bound to late

summer, when the river flowrates are typically low (figure 4-3a). Similarly, the wind over

the lake follows a seasonal cycle, with winds blowing from the South during the summer

months, and from the North in fall and winter at 1.5-3 m/s speed (figure 4-3c and d).

The maximum wind recorded during the 1994-1998 interval was 12.5 m/s and occurred in

November of 1997 (see table 4.6 in Appendix 4.8.1). Finally, the Upper Mystic Lake begins

to stratify in April, and remains stratified until it overturns in November [Aurilio et al.,

1994]. The peak stratification occurs in the summer, when the 22-27 0 C surface water is

separated from the 4-7 "C hypolimnetic water by a thermocline typically located at 5-6 m

depth.

4.3 Methods

Two field studies were conducted during 1997, the first one in April (high flows) and the

second in July (low flows). The water velocities were monitored at the narrowest section of

the inlet and several other locations in the lower forebay at regular depth intervals using a
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Sontek ADV with a resolution of 0.1 mm/s. The ADV was deployed from a boat anchored

on both ends in April, and from a free-standing rod stuck into the wetland sediments in

July. Tracer experiments were also conducted in which Rhodamine WT dye was released

across the width of the neck between the upper and lower forebays either instantaneously

(April and July) or continuously (April). The dye was tracked as it traversed the wetland

by taking vertical profiles of dye and temperature with a fluorometer-CTD system with a

vertical resolution of 2-5 cm. A DGPS (Differential Global Positioning System) provided 1

m accuracy on spatial position. The dye leaving the wetland was monitored by regularly

sampling water from 70 cm depth at the center of the lake inlet with an autosampler. More

details about the field data collection and the meteorological conditions during each day of

the studies are summarized in table 4.2.

Date ADV Dye Release at Neck Dye Profiling W 10  wind Tai
Loc. Time -Mass (g) Time (m/s) dir. ("C)

4/14 Inlet 5.3 ± 2.1 NW 15
4/15 Inlet - 2.7 ± 1.6 NW 17

4/16 LFB Continuous 675 1 10 : 45 - 14 : 45 1.8 ± 0.8 SW 19
10 : 40 - 13 : 15

4/17 All Instantaneous 25 1 11 :00 - 15 : 05 0.8 0.5 S 15
10 : 20 t7 min

7/25 All - - 5.1 ± 1.3 NE 21

7/30 All Instantaneous 38.9 13: 15 - 20 : 12 2.9 t 1.1 N 29
12 :35 10 min

- 11:40-13:15
7/31 All - :40-18:35 1.7 ± 0.8 NW 31

17 : 40 -- 18 : 35
8/01 None - - 16: 15 - 17: 15 2.3 ± 0.8 W 32

Table 4.2: Overview of field experiments and meteorological conditions during the 1997
April and July studies.

In addition to the two extensive field programs in 1997, water temperatures were moni-

tored continuously every 5 min from late July to November in the lower forebay both 10-20

cm below the surface and 10-20 cm above the bed using Onset temperature loggers with

0.2 0 C resolution. Water temperatures were also measured in the shallower northern region

of the lake during fall 1997 every 1 m starting from 1.8 m depth using thermistor chains

with 0.1 0 C resolution [Fricker and Nepf, 2000]. The locations of the thermistors are shown

on figure 4-2a. Furthermore, air temperature, relative humidity and solar radiation were

monitored every 5 min in the lower forebay from April through November 1997. Wind speed
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and direction were measured 10 m above ground at the southern end of the lake at 10 min

intervals regularly during 1994-1998. Cloud cover was measured at 3 hrs intervals at the

Boston Logan Airport located 15 km east of the study site. Hourly Aberjona river flow was

measured by USGS approximately 800 m upstream of the entrance to the upper forebay. To

account for the additional drainage area between the USGS station and the lower forebay,

the reported flowrates were multiplied by a factor of 1.06. Finally, rainfall was measured by

Climatologist R. Lautzenheizer in the town of Reading located approximately 10 km north

of the study site.

4.4 Observations

4.4.1 Exchange Flow

Figure 4-4 summarizes the flow and water temperatures at the inlet on three different

days during the April study. A positive water speed on figure 4-4a corresponds to wetland

outflow to the lake, and a negative speed to return flow from the lake into the wetland. The

temperature profiles illustrated on figure 4-4b show that the wetland and lake surface water

are heating approximately 0.5-1 'C per day during this spring period, consistent with the

net heat fluxes over the wetland (see table 4.4 in section 4.5.3). In addition, the wetland is

persistently 1-1.7 'C warmer than the lake surface water, until on April 17 when it started

raining. The net heat fluxes over the lake during this synoptic heating period suggest that

the wetland even remains warmer than the lake overnight, such that no flow reversal occurs.

The velocity profiles at the inlet in figure 4-4a reveal a persistent two-layer flow pattern,

where the surface water leaves the wetland and the bottom water enters the wetland from

the lake. The horizontal bars depict the standard deviation in the flow measurements

excluding the variations generated by boat sway, and thus represents the water turbulence.

The large horizontal bars on April 14 (approximately 3 cm/s) are a result of strong winds

(see table 4.2). In comparison, the horizontal bars are less than 0.7 cm/s on the calm April

17.

In contrast to the steady exchange observed in April, figure 4-5 illustrates that the water

temperatures and flow along the inlet in July vary significantly over the course of the day.

In the morning of July 30, the near bed wetland water is colder than the surface layer in

the lake, whereas the wetland surface water is slightly warmer than that in the lake. The
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flow at the inlet at this time is weak (< 1.5 cm/s) and two-layered, with the bottom layer

leaving the wetland and a surface intrusion from the lake. In the mid afternoon that same

day, the wetland water has become 0.8 'C warmer than the lake water. The corresponding

flow is strong (> 4 cm/s), two-layered and of reverse direction, where the surface water

flows from the wetland to the lake and the bed water flows from the lake into the wetland.

This diurnal flow reversal is consistent with differential heating and cooling, the process by

which a shallow littoral region warms up more during the day and cools more at night than

a deep pelagic region. At 17:45 that same afternoon, an interesting flow feature is observed.

Figure 4-5a shows that the surface water, still significantly warmer in the wetland than in

the lake, flows out of the wetland. The near bed water, however, now colder in the wetland

than in the lake, has reversed direction and is also flowing out of the wetland. One possible

explanation for this feature is that inflow from the lake is pushed in on one or both sides

of the inlet, i.e. a lateral circulation is taking place at the inlet. However, this is not likely

given that the isotherms across the inlet region are consistently horizontal throughout this

study, as shown on figure 4-2c. Although not fully understood, this flow reversal is likely a

result of internal seiching in the wetland and lake after the wind stops blowing at 5 pm, as

discussed in more detail in section 4.5.1.

Next take a closer look at the characteristics of the flow at the inlet, summarized in

table 4.3. First, the flow in the upper and lower layers, Qi and Q2 schematically shown on

figure 4-1, are estimated by extrapolating the velocity measurements at the inlet (figure 4-4a

and 4-5a) to the surface and bed, then linearly interpolating them over depth, and lastly,

integrating them over the upper and lower layer cross-sections, A1 and A 2 . The positive

sign in table 4.3 corresponds to the wetland outflow to the lake, and the negative sign to

the return flow from the lake into the wetland. The accuracy of these estimates is 25%,

which incorporates the uncertainty in the flow profile (15-25%), cross section (5%) and the

direction between the cross section and flow component (2%). Spatial flow measurements

across the inlet on July 31 indicate that flowrates estimated from just a center velocity profile

are only overestimated by 10%. Next, the inlet flow is decomposed into a barotropic river

flow, QR, and baroclinic exchange flow, AQ, by substracting the river flowrates measured

by USGS from the outflow to the lake, i.e.
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AQi = Qi - QR if Qi > 0 i = 1,2. (4.1)
0 ifQj < 0

This analysis thus gives two independent estimates for the exchange flow, AQi and AQ 2,

based upon the flowrates in the upper and lower layer as shown on figure 4-1. The general

agreement between AQi and AQ 2 in table 4.3 is an indication of good measurement accu-

racy. The relative importance of the exchange flow is then assessed by calculating the ratio

AQ/QR.

In order to compare the relative importance of inertial and buoyancy forces on the flow,

the composite internal Froude number is evaluated following Dalziel [1992] as

2 2

G 2= F 2+ F2 = + U2 ,(4.2)U1 U2
-

g'A1/w g'A 2 /w'

where ui = Qi/Ai is the mean water velocity in the upper (i = 1) and lower (i = 2) layer,

and w is the width of the interface between the two layers. In addition, the topographic

constraints on the exchange flow are determined by calculating the maximal flowrates that

could occur in the upper and lower layers at the inlet, i.e.

Qi,max = c V/g'HmaxA (4.3)

where g' = g1P2 - Pi/P is the reduced gravity based upon the density in the upper and

lower layers, pi and P2, Hmax the maximum water depth and A = A 1 +A 2 the cross-sectional

area at the constriction. Lastly, ci is a constant that incorporates both the shape of the

channel and the barotropic river forcing following Dalziel's [1992] hydraulic control theory.

In the absence of barotropic flow (QR = 0), ci = C2 = 0.25,0.23, 0.21 for rectangular,

parabolic and triangular cross-sections, respectively. With a barotropic flow present (QR #

0), ci $ c2 and is no longer a constant but a function of the non-dimensional barotropic flow

QR/ /g'HmaxA. In the limit QR > 0.5V/g'HmaxA, the barotropic flow arrests the exchange,

such that Qi,max = QR in the layer leaving the wetland and Qmax = 0 in the other layer.

The analysis summarized in table 4.3 shows that the exchange flow is on the same order

of magnitude during both the April and July studies. The river flowrates, however, vary

drastically between the spring and summer, producing two different flow regimes in the

wetland. In the spring, when the river flowrates are high due to snow melt (figure 4-3a),
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Q1 Q2 AQ1  AQ 2  QR AQ/QR G2  Qi,max Q2,max
Date (m3/s) (m3/s) (m3/s) (m3/s) (m3/s) (m3/s) (m3/s)
4/14 2.4 -0.4 0.2 0.4 2.2 0.1-0.2 3 2.2 0.0
4/15 2.2 -0.3 0.4 0.3 1.8 0.2 3 1.7±0.1 -0.1±0.1
4/17 1.5 -0.1 0 0.1 1.5 0.1 6 1.3+0.1 -0.2±0.1

7/25 -0.2 0.3 0.2 0.2 0.09 2 0.3 -0.8±0.2 0.8±0.2
7/30 -0.1 0.2 0.1 0.1 0.06 2 0.0 -0.7±0.1 0.7±0.1
7/30 0.6 -0.9 0.5 0.9 0.06 8-15 0.7 1.0±0.2 -1.0±0.2
7/31 0.9 -0.8 0.8 0.8 0.06 13 0.7 1.1±0.2 -1.1±0.2

Table 4.3: Exchange flow summary 1997.

then the wetland flow regime is river-dominated, i.e. AQ/QR < 1. In this season, the flow

at the inlet varies synoptically with changing river flow. In addition, the flow is super-

critical, as indicated by G2 > 1 in table 4.3, which suggests that inertial forces dominate

buoyancy forces. Furthermore, hydraulic control theory predicts that the exchange flow at

the inlet is severely constrained and even fully arrested by the high spring river flowrates,

as indicated by the small maximal exchange flowrates Q2,max = AQmax < 0.1 m3/s in table

4.3. In comparison, (4.3) predicts Q 1,2max = AQmax = 0.7 - 1 m3 /s if there were no river

inflow to the wetland. Notice that the observed flowrates at the inlet, Qi and Q2, do not

fully match the predicted maximal layer flowrates, Q1,max and Q2,max, in table 4.3. In

particular, hydraulic theory predicts a fully arrested flow on April 14 when an exchange

flow is observed. This discrepancy may be attributed to the fact that the hydraulic control

theory does not account for wind, which creates barotropic pressure gradients.

The relative importance of wind to inertial forces can be described by the following

dimensionless parameter,

Q= TW L (4.4)
pU2H'

which is derived from the Navier-Stokes equations. Here - represents the mean wind shear

stress, which is related to the air density, pa, the wind drag coefficient C10 = 10-3 [Hicks

et al., 1974], and the wind speed at 10 m height, W10, by

= paCWio, (4.5)

while p is the water density, Uo the water velocity scale, and L/H the length-to-depth ratio

of the wetland. In small systems, wind sheltering and directionality can be important as
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is discussed in more detail in section 4.5.1. For the Upper Mystic Lake spring flows with

Uo = 4 cm/s, (4.4) suggests that the wind can significantly influence the exchange flows if

W 10 > 0.8 106 3.5 m/s, (4.6)

which is satisfied on the windy April 14.

Next consider the flow characteristics in summer, when the river flowrates are low (figure

4-3a). Table 4.3 shows that during this dry period, the flow in the wetland is exchange-

dominated, AQ/QR > 1. At this time, the flow at the inlet is sub-critical, G2 < 1,

indicating that the buoyancy forces dominate river inertia, and varies diurnally as a result

of differential heating and cooling between the wetland and lake. In addition, the flow is

sub-maximal, Qi < Qi,ma, suggesting that the exchange between the wetland and lake is

not constrained by the width of the inlet.

This seasonal transition from river-dominated to exchange-dominated flow regime is not

unique to the Upper Mystic Lake system, since many systems exhibit the same seasonal

trends in atmospheric heating and river flowrates. The role of topography in constraining the

exchange flows, however, depends on the geometry and the river inflows at each particular

site. In the following section, the water circulation during these two different flow regimes

is considered. The seasonal interplay between wind and buoyancy forcing in generating

the exchange is covered in section 4.5.1. Lastly, the effect of the exchange flow on wetland

flushing and transport of material to the lake is discussed in section 4.5.2.

4.4.2 Wetland Circulation

River-Dominated Regime, AQ/QR < 1

In spring, when the river flowrates are high and the exchange flow is low, inertial forces

dominate both the water buoyancy, seen by G 2 > 1 in table 4.3, and wind, since the

mean spring winds (figure 4-3d) are typically less than the critical wind speed of 3.5 m/s

determined by (4.6) for spring flow conditions. Consequently, the river inflow behaves

like a jet, which independent of the wind takes the shortest path across the wetland. A

schematic of this jet-dominated flow structure in the lower forebay is illustrated on figure

4-6a. As the jet flows through the wetland, it entrains water. Chu and Baines' [19891

laboratory experiments and theoretical analysis on two-dimensional shallow jets affected by
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Figure 4-6: Schematic of wetland circulation a) river dominated regime, AQ/QR < 1, and
b) exchange dominated flow regime, AQ/QR '> 1.

wall friction predicts that once the jet reaches the lake inlet, it has doubled its volumetric

rate via entrainment, i.e.

enrai = 3.02#L/W o, + 1 exp(-A/2) - 1 1 (4.7)

where # = 0.1 is the spreading coefficient, A = 9)= 0.002(250/1.5) = 0.33 is the

vegetation drag parameter of the wetland and W,, = 15 m the initial jet width at the

neck. The flow observations at the inlet (table 4.3), however, only show a 10-20% increase

in wetland outflow, which suggests that 70-80% of the entrained jet water is recirculated

within in the wetland as portrayed on figure 4-6a.

The results from the April 1997 dye studies, summarized on figure 4-7, are consistent

with this hypothesis. Figure 4-7a shows the areal distribution of dye during the first 1.5 hrs

of the 2.5 hrs long continuous release. The dye advects much faster than it disperses laterally,

suggesting that the inflow short-circuits through the wetland, which is in agreement with

jet flow. Consequently, a significant portion of the inflow will exit the wetland in a much

shorter time than the nominal residence time, defined as

.- AH 52,000 - 1.9 m 3
t = =R = - 1.M/ 18 hrs. (4.8)
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Figure 4-7: Dye study results in April 1997. a) Depth averaged concentrations during the

initial stage of a continuous release on April 16 (10:50-12:20). b) Maximum dye concentra-

tions at the west (o), center (-) and east (x) side of the inlet after instantaneous dye release

on April 17. c) Longitudinal temperature and dye transect from the neck to the inlet on

April 16 with flow measurements from April 17 (8 am - 2 pm). d) Lateral temperature and

dye transect 100 m from the neck 1 hr after the continuous dye release ended on April 16.
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Notice that both the river and exchange flow contribute to the wetland flushing and are

therefore included in (4.8). This short-circuiting is apparent when following a slug of dye

through the wetland. Figure 4-7b shows that a portion of a dye released over 15 min at

the neck exits the wetland in only 2.5 i 0.3 hrs, which is much faster than if the inflow

mixes over the entire wetland given by (4.8). The observed short-circuiting time matches

the mean travel time of the jet, tjet. This can be seen from Chu and Baines' [1989] analysis

of Gaussian, linearly spreading jets. In order to account for 92% of the jet flow, the width

of the jet is defined as Wjet = Wo + 3ox, which yields

fL We(x ) Hjet L Wo + 3x Ax
)et =dx- exp( )dx (4.9)

o Qjet|Hiet QR 0 -3.02 #x/ WO +1 2 L
~ 2.1 ± 0.2 hrs.

Figure 4-7b also shows that during the short-circuiting period, the dye concentrations on

the western side of the lake inlet are consistently higher than those at the center and eastern

side. This distribution is consistent with a linear jet trajectory between the entrance of the

wetland and the lake as shown on figure 4-6a. After the peak concentrations associated with

short-circuiting has passed through (i.e. t > 4.5 hrs on figure 4-7b), the dye concentrations

at the middle and western side of the outlet are almost zero. Yet, at least 40% of the

injected dye remains in the wetland. This is consistent with the fact that some of the water

that the jet entrains as it flows through the wetland does not leave the wetland because

of the flow constriction at the wetland outlet, but is recirculated within the two side zones

next to the jet (figure 4-6b). This dye is eventually flushed out of the wetland following

the flushing timescales in these two zones. Based upon the sidezone volumes and the rate

of entrainment, the side zone flushing timescales are

AH~sidezon 5±k1hrs east
tsidezone - AHIsidezone - . (4.10)

(Qentrain)/2 1 day west

Since both of these timescales are longer than the monitoring period, the dye concentrations

at the wetland outlet are expected to exhibit secondary peaks after a delay given by (4.10).

Next consider in greater detail the spatial structure of the flow during the continuous

release on April 16. The longitudinal dye and water temperature transect on figure 4-7c
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shows that the jet is is mostly confined within the top 1.5 m of the water column and moving

at 3-5 cm/s along its 240 ± 10 m long travel path through the wetland. The 1 'C warming

of the surface water from the neck to the inlet corresponds to the atmospheric heating over

the two hours during which the transect was taken (see figure 4-7a). The return flow from

the lake, characterized by the low water temperatures and dye concentrations near the bed,

only extends halfway up into the wetland until it is arrested by the jet. Recall from section

4.4.1, the flow structure at the inlet is steady over the course of several days, suggesting

that the velocity profiles shown on this longitudinal transect portray the long-term flow

structure in the wetland.

Figure 4-7d depicts the lateral dye and temperature transect 100 m downstream of the

neck 1 hr after the continuous dye release ended. The jet is now replaced by clear water,

and is characterized by the low concentrations at y = (-20, 20) m. The dye on both sides of

the jet is evidence of the trapping and recirculation of dye in the eastern and western side

zones as illustrated on the schematic figure 4-6a. Perhaps the most interesting feature of

this transect is the lateral temperature gradient in the wetland, specifically the observation

that the water in the eastern side zone has warmed up to a greater extent than other parts

of the wetland. This is a consistent feature observed both during the April and July studies

in the wetland, and is likely due to varying depth as well as differential heat absorption,

which will be discussed in more detail in the following section.

Exchange-Dominated Regime, AQ/QR > 1

In summer, when the river flows are very low, the main driving forces to the flow are

buoyancy and wind. Since the buoyancy forcing is generated by differential heating and

cooling between the shallow wetland and deeper lake, it is a global force, as opposed to the

inflow jet which acts only on a selected portion of the wetland. Consequently, the wetland

circulation is no longer expected to be jet-dominated, but rather a point sink flow where

the water is drawn from all directions as illustrated on the schematic figure 4-6b.
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Figure 4-8: Dye study results in July 1997. a) Depth averaged concentrations within
the first 1.5 hrs of an instantaneous release on July 30 (13:10-14:00). b) Maximum dye
concentrations at the west (o), center (-) and east (x) side of the inlet after instantaneous
dye release on July 30. c) Lateral temperature and dye transect 115 m from the neck. d)
Longitudinal dye transect from the neck to the inlet on July 30 with flow measurements
(11 am - 4 pm). e) Longitudinal temperature and dye transect from the neck to the inlet
on July 31 with flow measurements (2 - 5 pm).
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The results from an instantaneous dye release on July 30 1997, summarized on figure 4-

8, support this hypothesis. Figure 4-8a illustrates the lateral distribution of dye within the

first 1.5 hrs of the release from the neck. As in the April study, the flow is short-circuiting

through the wetland, seen by the fact that the pulse of dye advects faster than it disperses

laterally. However, this short-circuiting is not associated with jet flow, but rather with the
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wind and the wetland bathymetry, i.e. the fact that the lower forebay is very wide compared

to its length (W/L = 1.2). Thackston et al. [1987] found that wide ponds have less hydraulic

efficiency (i.e. more short-circuiting) than long ponds. The dye concentrations at the outlet

of the wetland on figure 4-8b show that the pulse of dye leaves the wetland in 3.3 ± 0.2 hrs,

which corresponds to a mean surface flow speed of u1 = L/t = 2.1 cm/s. Again, the dye

concentrations are not uniform across the lake inlet. However unlike the April study, the

maximum concentrations occur at the center and eastern side of the lake inlet within the

first few hours of release, which suggests that the outflow from the wetland is also being

drawn from the western part of the wetland as schematically shown on figure 4-6b. Eight

hours after the release, 70 ± 10 % of the injected dye remains in the wetland, some caught

in the eastern dead-zone, and some in the western side zone of the wetland.

Since a shallow littoral wetland can in general be considered to have a uniform but

different water density from the deeper pelagic regions of a lake, a symmetric wetland

outflow is expected (point sink) as shown on the schematic figure 4-6. Wind stress, however,

can alter this symmetry by promoting the flow parallel to the axis of the wind. In order to

evaluate this effect in the Upper Mystic Lake system, we now use the mean flowspeed of

u1 = 2.1 cm/s along the transect from the neck to the inlet derived from the arrival of the

dye peak on figure 4-8b, and the wetland outflow rates (Q1 in table 4.3), to estimate the

lateral areal extent of the water being drawn out towards the lake. This analysis yields an

effective flow width of

Wfpo, = = 70 ± 20 m (4.11)
H1u1 -

which corresponds to only 30% of the mean wetland width. This suggests that the relatively

strong (2.9 m/s) northerly wind generates a preferential flow path along the eastern side of

the wetland during this day.

Next consider in greater detail some of the lateral features of the flow. Figure 4-8c

illustrates the lateral distribution of the water temperature and dye 115 m downstream of

the neck 2.5 hrs after the release. The dye cloud has grown from its initial halfwidth of 5

m to 140 m on its unbounded western side. Assuming that the dye disperses according to

Fickian diffusion, the lateral diffusivities in the wetland can be estimated from
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D 2 (4.12)
S2At

where 2o- corresponds to the halfwidth of the dye cloud, defined by the contour for which

ClCmax = 0.14. This yields an estimate of DY = 0.3 ± 0.2 m2 /s, where the high uncertainty

is a result of the low spatial resolution of the dye along the transect (figure 4-8a). The

corresponding Peclet number is

U L
Pe= - = 20 >> 1

DY

which confirms that the flow is short-circuiting through the wetland. Similar to the April

study, the temperature contours exhibit a lateral structure. In particular, the surface water

is warmer in the eastern side zone than the western side zone. This can be explained by

differential heat absorption, which is consistent with the April observation that the Secchi

depth is 20-30 cm shorter in the eastern side zone than in other parts of the wetland.

Next consider the vertical flow structure. Figures 4-8d and 4-8e summarize the dye

concentrations and water speeds along the transect from the neck to the lake on the day

of the release and the following day. Both figures illustrate a distinct two layer flow, with

a 0.4-0.5 m thick upper layer flowing out of the wetland and a 1.2 m thick bottom layer

flowing in from the lake. On July 31, the surface velocity measurement at x = 140 m

deviates from the flow. Since the wind was less than average at this time (< 2 m/s), this

feature is most likely due to the warming of the water in the eastern side zone, which may

generate a weak, isolated lateral circulation. The bed intrusion from the lake extends along

the whole wetland, and even into the upper forebay, as seen by the bed velocity measured

near the neck. Some of this bed flow is recirculated in the deep channel, seen by the reversed

flow direction at 1.7 m depth at x = 60 m.

In order to better understand the vertical flow structure in the wetland, consider three

well documented exchange flow scenarios. Figure 4-9 summarizes each one of these scenarios,

and the unique thermal signature that identifies them. The first flow scenario illustrated on

figure 4-9a is that of a bottom wedge which travels along the bed without contact with the

surface water. This flow structure occurs typically in deep and strongly stratified estuaries

[Fisher et al., 1979, p. 230], and is characterized by horizontal isotherms, except near

the front of the bottom wedge. The second type of flow, previously observed in laboratory
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Figure 4-9: Typical vertical flow and thermal structures in lake sidearms and estuaries. a)
Bottom wedge. b) Localized upwelling. c) Continuous upwelling.
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experiments of laminar convective flows in shallow cavities [Brocard and Harleman, 1980], is

that of a localized upwelling at the end of the sidearm (figure 4-9b). The thermal signature

of this flow are isotherms that tilt upwards in the upwelling region, and increasing surface

water temperatures towards the lake, as the colder upwelled water has had more time to

equilibrate with the atmosphere. The last flow scenario is that of continuous upwelling

along the length of the sidearm (figure 4-9c). This type of flow, both observed in sidearms

of cooling lakes [Adams and Wells, 1984] and laboratory experiments of convective flow

[e.g. Jain, 1980], results in a gradual cooling of the surface water towards the lake. This

scenario is the most likely to occur in littoral wetlands, both because of the shallow water

depth and water turbulence, which allows exchange between the two layers.

Figure 4-8e shows the wetland water temperatures along the transect from the neck

towards the lake on July 31. The surface water is gradually cooling, from 27 "C at the

neck to 25 'C at the lake inlet, similar to figure 4-9c, suggesting that the surface layer

is continuously entraining water from the lower layer on its way towards the lake. The

vertical entrainment velocity, w, and diffusivity of heat, Ktz, can be estimated by modeling

the longitudinal temperature gradient in the region near the outlet of the wetland, where

there is no heat exchange with the eastern dead-zone. For example, using

aT1 Kt z + )T1 - T2
U1 =-( + H)

Oxi AH H1

and the temperature measurements in the upper and lower layer, T1 and T 2 , gives an

estimate for (K + w). Combining this with the heat budget in the lower layer, w and

Ktz can be found individually. This analysis, summarized in more detail in Appendix 4.8.2,

yields an estimate for the vertical diffusivity of heat as Ktz = (1 -4)10-5 m2 /s, which agrees

well with the range of 10- -10-4 m2 /s obtained from microstructure measurements in the

wetland during summer days [Nepf and Oldham, 1997]. Similarly, the vertical entrainment

velocity is estimated as w = 10- - 10--4 m/s. For comparison, laboratory experiments

suggest that interfacial mixing is related to the inertia and stratification of the flow by the

following empirical formula [Brocard et al., 1977, p. 112],

1.6-10-3 3

Wemperical gAp/p -H H 2 ) (4.13)
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which yields wemperical ~ 1. 10-5m/s for the exchange flow in the Upper Mystic Lake system,

in agreement with the heat analysis results.

Finally, consider in greater detail the longitudinal diffusion characteristics of the ex-

change flow. Figure 4-8d shows that 1 hr after the dye release, the center of the cloud has

moved 60 m downstream which is in good agreement with the velocity measurements. In

addition, the dye has dispersed longitudinally by 115 m. Using Fickian diffusion (4.12) and

accounting for the advection of dye while the transect was taken, the longitudinal diffusivity

was estimated as D, = 0.25 t 0.07 m2 /s which is on the same order of magnitude as the

lateral diffusivities, and matches the spreading of the dye observed at the outlet (figure

4-8b). Figure 4-8e illustrates the spatial dye distribution one day after the dye release. The

low dye concentrations near the neck and at the inlet outline the river and lake flow into the

wetland. Otherwise, the dye is relatively uniformly distributed across the wetland, except

for the high concentrations at x = 150 m, which corresponds to the flushing out of the

highly vegetated dead-zone on the western side of the neck (see figure 4-6b).

4.5 Analysis and Discussion

4.5.1 Exchange Flow Generation

In summer and fall, when river flows are low, exchange flows are generated by two inter-

playing factors, buoyancy and wind. In this section, we start by considering the various

effects of wind on exchange flow generation, including the effects of barotropic, baroclinic

seiching and surface wind drift. Then we consider the seasonal exchange flow generation,

and evaluate the long-term effects of wind in promoting or destroying the density driven

circulation.

Lake Barotropic Seiching

Wind along the main axis of a lake generates barotropic seiches, in which the entire water

column in the lake oscillates up and down as if the lake were not stratified. The amplitude

of the surface seiche can be assumed to scale on the steady surface setup in the lake, which

is predicted as

( L (4.14)
2gH

108



where u,, = fiw/p is the wind friction velocity and is related to the wind speed by (4.5),

and L/H is the length to depth ratio of the lake. For the Upper Mystic Lake, the average

wind speed of 1.9 m/s yields

A( = 1- 10-5 m.

Similarly, the maximum wind speed of 12.5 m/s, produces a vertical surface water displace-

ment of

A(max = 6 - 10-4 m.

The period of barotropic basin seiching is

2L 2*-960rm
P = =/ = 22.6 ± 0.1 min. (4.15)

VgH V9 .8 1 m/s2 T-1 5 m

Interestingly, this barotropic seiching period is on the same order of magnitude as the

Helmholtz frequency, or the natural pumping mode or co-oscillations between the wetland

and lake, given by e.g. Hamblin [1998]

27r gH2 Wi 9.81*-1.4*-60_
W 2 = - = =1L4 - 0 = (0.016 ± 0.002) s-- - Ph = 6 ± 1 min (4.16)

Ph Aw Li V51600 - 60

where A, is the wetland surface area, and, Hi, Wi, and Li are the mean depth, width and

length of the inlet separating the wetland from the lake (table 4.1). Assuming sinusoidal

water level fluctuations in the lake and that the inlet is a rectangular channel, the maximum

flow rate can be calculated based upon the non-dimensional surface seiche frequency, w/wh =

PhIP, and the bed dissipation coefficient

# L= WH (ken + kex + A2 ) (4.17)
2LjWi H

where 0.05 < ken < 0.25 and kex = 1 are the head loss coefficients associated with channel
entrance and exit flows, and Ai = is the bed drag along the inlet [e.g. Mehta and

2 Hi eg et n

Joshi, 1988]. For the Upper Mystic Lake inlet with Cf = 0.004, Ai = 0.1 which yields

3 << 1. For such a no inertia configuration, Mehta and Joshi [1988] predict that the
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amplitude of surface seiche induced flow at the inlet is

Um 27rA(Aw 27r - 51600 10w) m 0.02 cm/s mean wind

W HZP 60 - 1.4 -158 s ' 1cm/s max wind.

(4.18)

Figures 4-4a and 4-5a show that the flow speeds at the inlet between the lower forebay and

the lake range between 1-5 cm/s, and thus significantly exceed the surface seiche induced

flow speeds. More importantly, the 3 min surface seiche generates horizontal excursions that

are less than 1.8 m. Therefore, this analysis indicates that barotropic seiching in a small

lake like the Upper Mystic Lake will have negligible effects on the exchange flow between

the wetland and lake.

Lake Baroclinic Seiching

Wind blowing over a closed stratified basin also generates baroclinic seiches, which are much

slower than the pre-discussed barotropic seiches. Thermistor chain data collected along the

main wind axis of the Upper Mystic Lake reveal two dominant frequencies of basin scale

(H1) internal seiches: First, an internal seiche of the first vertical mode (V1H1) 1 with a

frequency of 0.5 cph (P' = 2 hrs), and second, an internal seiche of the second vertical

mode (V2) with a frequency of 0.09 cph (P' = 12 hrs) [Trowbridge, 1995]. The frequency

of the V1H1 oscillation is in good agreement with internal period predicted by a two layer

model, i.e.

P' 2L 2.960 1.8 ± 0.2 hrs. (4.19)
g'Hepi-Hhypo 2.7-10-2-5-10

Hepi+Hhypo V 15

Here g' = 9(Phypo - pepi)/P = (2.7 ±0.7)10-2 m/s 2 represents the reduced gravity in the lake

based upon the observed temperature gradient between the lake epilimnion and hypolimnion

(see section 4.2). The internal Helmholtz frequency for this system is

A more detailed explanation of the vertical modes of internal seiches is found in e.g. Minnich et al.
[1992].
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2r = - ____' _ ' 30 (1.7 t 0.6) - 10-' s-1 - Ph = 10 ± 3 hr
P h A WLi 51600 60

(4.20)

where g' = g P2 - PiI /p = (3 ± 2) . 10-3 m2/s is the reduced gravity in the wetland, and

not in the lake as in (4.19), H2,i is the mean water depth and W2,i the mean width of the

lower layer at the inlet. The lake thermistor records indicate that the maximum vertical

displacements in the thermocline region are ±0.5 m [Fricker, 2000]. Assuming that these

excursions decay linearly with depth, the maximum excursions of isopycnals at the level

of the adjoining wetland are A(' = ±0.1 m. Adapting Mehta and Joshi [1988] theory

for surface displacements to displacements of internal surfaces, the dissipation coefficient

becomes

A('Aw 0.1 -51600
'(ken + kex + A';) 2 0(1.5) = 2.2LiW2,iH2,i 2.-60 -30- 1

This in turns predicts the maximal seiche induced flows in the bottom layer at the inlet as

27rA('A corIP') (4.21)
Q2,mx = IPst(P/

27r - 0.1 - 51600 m3  0.03-0.09 0.1 - 0.3 m 3 /s P' = 2 hrs

0.7-1.1 0.5 - 0.8 m 3 /s P' = 12 hrs

These large seiche induced flowrates suggests that internal seiching in the lake may modify

the baroclinic circulation driven by the density gradient between the wetland and lake.

Note that this result is based upon the assumption that a diurnal surface layer is present

in the lake. On windy days, when the wind blows from the far end of the lake, the lake

water column may be fully mixed at the level adjoining the wetland, and will thus not

exhibit internal displacements after the wind stops. Similarly, vertical mixing associated

with convective cooling at night and during the fall is expected to impair these seiche

induced flows.

In addition to the internal displacements, the baroclinic seiching mode also generates

surface motion. The surface displacement scales on the internal displacements as [Gill,

1982, p. 122]
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(/ g'H ho 2.7 - 10-2 -10
u'rf- =0.5 m = (9 ± 2)10 4 m

g(Hepi + Hhypo) 9.81 -15

and is thus much smaller than the internal displacements. Repeating the barotropic tidal

inlet analysis (i.e. equations 4.17 and 4.18) but with P' and A('urf replacing P and A(,

the surface seiche induced flow is estimated as 0.03 - 0.05 m3 /s, which is not significant

compared to flow observed between the wetland and lake. Consequently, surface motion

associated with the baroclinic seiching mode is not important in modifying the exchange

flow.

Next consider the potential of lake hypolimnetic water to intrude into the wetland.

Once fully established, the seasonal thermocline in the lake is at 5 m depth, or 2 m below

the maximum depth of the inlet. Consequently, the +0.5 m vertical displacements of the

thermocline are not large enough for hypolimnetic water to intrude into the wetland during

summer and fall. This is in agreement with the Wedderburn number criteria, i.e.

We# = g'eil < 0.5 He (4.22)
Lu2 Hi

which suggests that for the thermocline to upwell into the wetland requires a wind speed of

S g'Hepi - 2.7 -102 - 5 10 14 r/sWi10 > 2 LH 03 2 103- mLHi 960-1.4

which has never been observed during the 5 year monitoring period in this system.

To summarize, the analysis presented in this section suggests that basin scale internal

seiches in a small lake like the Upper Mystic Lake may modify the density driven lateral

circulation between the lake and its adjoining littoral wetland or sidearm on summer days.

However, as long as the lake thermocline is located at a significant greater depth than the

wetland, lake hypolimnetic water is not expected to upwell into the wetland.

Wetland Seiching

Besides lake seiching, the wind also generates barotropic and internal seiching inside the

wetland. The period of the wetland seiches can be estimated from (4.15) and (4.19), by

replacing the numerator of 2L by 4L, since the wetland has an open flow boundary (or
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node) at the inlet. The results of this analysis are that the barotropic adjustment period

in the wetland of around 3 min is too fast to significantly modify the exchange flow. The

period of wetland internal seiches, however, is much slower, or

4L 4.200
P g H - 1~37.0 t 2.3 hrs, (4.23)

HH2 /3-1-0.5-1
H1+H2 1.5

and may modify the baroclinic exchange flow.

Lets now revisit the flow reversal observed in the bottom layer at the inlet on July 30 at

6 pm (figure 4-5a). In the afternoon, the wind is blowing steadily from the north at 3 m/s

which leads to an upwards tilt of the thermocline in the northern end of the lake and in

the wetland. At 4:50 pm, the wind stops and sets off an internal seiche both in the wetland

and lake. While the lake thermistor data is not available for the time of this study, figure

4-5b shows that the lake surface mixed layer has deepened from 0.8 m at 3 pm to 1.15 m

at 6 pm, which is consistent with a downwards moving internal seiche in the lake. This is

also supported by the fact that the water in the lower layer in the wetland is colder than

the water at the same depth in the lake at 6 pm. However, our previous analysis (4.21)

suggests that lake internal seiching by itself is not likely to reverse the flow in the lower layer.

Therefore another mechanism is likely contributing to the flow reversal. For example, the

wetland internal seiching will generate flows in the bottom layer that are retreating towards

the lake 1 hour after the wind stops, because it corresponds to approximately PG/4 for the

highly stratified late summer afternoon (4.23). To summarize, the observed flow reversal in

the bottom layer at the inlet on July 30 coincides with the onset of internal seiching in the

wetland and lake, but the data available from that time is not conclusive about whether

that is the main mechanism behind the reversal.

Wind Drift and Stirring

The 1D, steady and linear model derived by Hansen and Rattay [1965] and Officer [1976]

for estuarine circulation is a simple tool widely used to characterize the effects of wind

drift and vertical mixing on baroclinic circulation. In order to account for bathymetry in

shallow littoral wetlands, I modified this model for non-rectangular cross sections, whose

width varies with depth according to
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W() = (1 + Y)W (1+). (4.24

Here ( = z/Hmax represents the non-dimensional vertical coordinate, Hmax is the maximum

water depth, W the mean width, and -y the shape factor of the cross-section shown on figure

4-10a. By neglecting lateral cross-sectional variations and nonlinear feedback terms, and

assuming that the density gradient, Op/Ox, as well as the vertical eddy viscosity, Kmz, are

uniform over the depth, the along channel velocities become

U(( = gax2 Kz. 1 - 2 2+ +1(-2 2+2 ( (4.25)
12(2 + 2 2 2)

+ -rHmax 1+ (4 + 7y)6 + (3 + .)22

(4 + y)pKmz I (

where x is the positive axis from the wetland to lake. For a parabolic cross-section, (4.25)

reduces to

ap 34g_-H3 89 81
U() I0.5 = a ax 2_ 3 (4.26)

243pKmzL
+ 2TwHmax [i9 + 762

9pKmz 2 2.

This analysis portrays the net along channel flow as a linear superposition of a density

and wind driven circulation. The exchange flow contributed by the density gradient can be

estimated by integrating the velocity profile given by (4.26) over the upper layer, i.e. from

the zero crossing to the surface, yielding

2 W g!2H4 0891
AQbu o = gaxHmax (1 + 6)0.5 .i - 82 _ 813 d6 (4.27)

Y 81pKmz -4+216 8 8

~ 5.2710-3wgig nax
8lp~mz5.27 x 1 pKmz

Similarly, the contribution by the wind can be quantified as

2 0 g
AQwind = WiwHmax (1 ± 0 0.5 . + _+ 72 d6 (4.28)

3pKmz J-2/7 2 2
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= 4.11 x 10-2 I wHmax
pKmz

For the wind to dominate buoyancy, then |AQwind/AQsbuyI > 1, which is satisfied by the

following criteria for a parabolic cross section

buoyancy g!2H ax
IWe# - n rnax < 8. (4.29)

Notice, here we write the ratio between the buoyancy forcing and wind as a modified

Wedderburn number, which differs from that used to predict upwelling (see eq. 4.22) by

that the buoyancy term is here associated with a lateral density gradient and not with

vertical stratification. Also notice that the sign of the Wedderburn number is relevant: If

We# > 1 then the wind promotes the density driven circulation, whereas if We# < 1 then

the wind surpresses it. Lastly, the critical value of the Wedderburn number varies slightly

with cross section, as derived in Appendix 4.8.3.

Another interesting result of this model is that the buoyancy and wind driven circula-

tions have different shapes as portrayed on figure 4-10b. Consequently, a moderate wind will

not fully arrest the exchange flow when it is blowing from the opposite direction. Specif-

ically, with an opposing wind the minimum exchange flow is approximately 40% of the

baroclinic circulation existing without wind. In the limit of very strong winds, the flushing

of the wetland will be solely determined by the barotropic wind driven circulation shown on

figure 4-10b. Lastly, the model accounts for the effect of wind stirring through the vertical

diffusivity of momentum, Kmz. As expected, along channel flow is inversely related to Kmz,

such that a high Kmz reduces the exchange flow.

This 1D, linear and steady model has been extensively used to predict the water cir-

culation in long, partially mixed estuaries. However, to the authors knowledge, it has not

been used in shallow freshwater system and it is unclear how well this model performs

there. One concern is that the model does not take into account the feedback between

circulation and heating, but relies on the density gradient as an input. Unlike partially

well mixed estuaries, the density gradient in shallow freshwater systems can vary signifi-

cantly over time. For example, |Ap/Ax| is observed to vary from -0.002 kg/m 2 to 0.003

kg/m 2 during the July study in the Upper Mystic Lake system. In addition, the model

assumes that the density gradient is constant in space, whereas the July observations show
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Figure 4-10: Schematic of Hansen-Rattay model adapted for non-rectangular cross sections.
a) Cross-section shapes. b) Non-dimensional buoyancy- and wind-driven velocity profiles
for a parabolic cross section (7 = 0.5).
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that it ranges spatially from 0.0001-0.003 kg/m 2 , with the highest gradient of 0.001-0.003

kg/m 2 being localized within 100+30 m around the inlet between the wetland and lake.

This observation is in agreement with heat budget computations that show that horizontal

temperature gradients are only appreciable up to 100 m from a lake shore [Stefan et al.,

1989]. The practical application of the Hansen-Rattay model in shallow freshwater systems

is limited by the availability of spatial and temporal water temperature records. Another

complication is that wind effects are more difficult to quantify in small freshwater system

than large estuaries, both because of wind sheltering and wind directionality. Thus if the

wind speed is not measured locally, then the wind shear stress must be adjusted by

rw = (paC10 W?) A1cos (4.30)

where 0 is the angle between the wind direction and the main flow axis, and A(6) is the

wind sheltering coefficient, which varies with fetch and is thus very site specific. Given

the uncertainty in wind sheltering coefficient, wind speed and direction, the uncertainty in

wind shear stress can easily be as large as 50%. Yet another concern is that the model

assumes quasi-steady state, while both the wind and temperature gradients that generate

the flow vary over time. Following Monismith et al. [1990], the sidearm spinup time can be

estimated from the balance between the unsteady inertia and the pressure terms as

( 1 OpH (4.31)

po 8x L)-

For a short (L = 200 m), shallow (H = 1.5 m) sidearm with a mild density gradient

(Ap/Ax = 0.002 t 0.001 kg/m 2 ), such as the lower forebay, (4.31) yields a spinup time of

0.7± 0.2 hrs which is short compared to period of the flow forcing (1-20 days). This suggests

that exchange flows in small, shallow littoral regions such as wetlands have a small inertia

and can be reasonably modeled assuming quasi-steady state. Lastly, the model assumes

a constant vertical eddy diffusion coefficient Kmz. Since there is no tide that dominates

the vertical mixing in shallow freshwater systems, Kmz may vary during the day as the

exchange flow progresses and with variable wind conditions, making it hard to select a

value of Kmz a priori. Consequently, it is important to make site specific measurements of

vertical diffusivites, for example using a microstructure profiler.

Taking these factors into consideration, the model is now tested by predicting the flow
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Figure 4-11: Comparison between Hansen-Rattay analytical solutions (dashed) and ob-
servations (-x-). a) July 25, Ap/Azx = -0.002 kg/m 2 and W1o = 3.9 m/s. b) July 30,
Ap/zx = 0.001 kg/m 2 and W1o = 2.2 m/s. Best fit was obtained using a triangular cross
section (7 = 1).

in the channel between the lower forebay and Upper Mystic Lake on two windy summer

days. Figure 4-11 compares the model analytical solutions to field observations. The wind

speed and density gradient used in the predictions correspond to the value that best fits

the data within the uncertainty of the observations. The turbulent eddy viscosity is taken

from observations in the same system, and is not a fitting parameter. The chosen value

of Kmz = 7 10- 5 m2 /s corresponds to the upper bound of vertical heat diffusivities, Kt,

observed on windy days [Nepf and Oldham, 1997] and accounts for that Pr = Kmz/Ktz = 0.7

in wall turbulent shear flow [Hinze, 1975, p. 747]. Figure 4-11a shows the circulation

on a day when the wetland is cooling and the wind blowing from north-east, opposing

the density driven circulation. For this condition, the model predicts a three layer flow

profile at the lake inlet, with a wind-driven surface outflow to the lake, superimposed on a

baroclinic circulation. The net flow at this time is 0.3 m3 /s, which corresponds to 40% of

the estimated baroclinic exchange flowrate if there were no wind. Figure 4-11b, however,

shows the circulation when the wetland is warming and a northerly wind is promoting the

baroclinic circulation. The resulting flow is a two layer velocity profile, in which the wind

doubles the exchange flow above that contributed by the density gradient. The close match

between the simulations and field data suggests that within the uncertainty of the input

variables, the simple linear 1D quasi-steady model may be used to predict exchange flows

in shallow freshwater systems. In addition, this analysis highlights the importance of winds
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in promoting and surpressing the density driven circulation. In the following section, we

consider the long-term wind effects during the open water season (when the wetland is not

frozen).

Seasonal Exchange Flow Evolution

The buoyancy forcing in shallow freshwater systems is generated by differential heating

and cooling between the wetland and lake. Figure 4-12 summarizes the long-term water

temperatures made during summer and fall of 1997. The solid line corresponds to the

weighted average of the near-surface and near-bed temperatures measured in the lower

forebay, whereas the dashed line corresponds to the water temperature within the top

2 m in the lake. First consider the fall season, for which both wetland and lake water

temperatures are available. Figure 4-12b shows that the buoyancy forcing is characterized

by synoptic cooling, i.e. there are extended time periods (e.g. Julian Days 265-279 and

290-307) when the wetland is 1 - 2' C colder than the lake water. Since the temperature

difference between the wetland and lake has been observed to occur within 100 m around

the inlet, the corresponding density gradient is 0.001 - 0.002 kg/m 4 . The wind at this time

of the year is predominantly blowing from the north (figure 4-3c). Consequently, the wind

will mostly oppose the density driven circulation generated by differential cooling, similar to

the July 25 scenario discussed on figure 4-11a. In order to better quantify the effect of wind

during this time period, the long-term temperature difference between the wetland and lake

water on figure 4-12b are combined with the wind measurement from the southern end of the

lake, accounting for wind directionality using (4.30), to yield the timeseries of Wedderburn

numbers shown on figure 4-12c. Incorporating the uncertainty associated with the density

gradient and wind stress estimates, the Wedderburn number criteria (4.29) developed from

the Hansen-Rattay model suggests that the wind surpresses the density driven circulation

10-25% of the time, and promotes it 7-12% of the time during this two month fall period.

Next consider the summer season. The temperature measurements in the wetland on

figure 4-12a suggest that the buoyancy forcing is characterized by strong diurnal variations,

as well as synoptic variations. This is consistent with detailed temperature measurements

during the two shaded time periods on figure 4-12a, when a ±10 C temperature difference

was observed between the wetland and lake. The density gradient associated with this

differential heating and cooling was ±0.003 kg/m 4 , or on the same order of magnitude as
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that observed during the fall. Because of the diurnal variability in the density gradient,

the summer southerly winds (figure 4-3c) are expected to equally promote and destroy the

baroclinic circulation. While the wind speeds are slightly smaller during summer than fall

(figure 4-3d), they are compensated for by less wind sheltering from the south. Conse-

quently, the summer southerly winds are expected to be as important in modifying the

baroclinic exchange flow between the wetland as the fall northerly winds.

Lastly, given the symmetry of the annual heating cycle, the buoyancy forcing during

spring is expected to follow an opposite trend to that in fall, and be characterized by

extended periods of synoptic heating. This is consistent with the observations during the

April study, where the wetland water was persistently 1 - 20 C warmer than the lake water

(figure 4-4b). At this time period of the year, the winds are typically strong and from the

north, and can promote the density driven circulation. However, as discussed in section

4.4.1, the high spring river flows significantly constrain the wind- and buoyancy-driven

exchange flows between the wetland and lake.

To summarize, long-term meteorological observations in the Upper Mystic Lake system

suggest that the buoyancy forcing is relatively constant over the course of the year, but the

timescale of variation differs. The buoyancy forcing is characterized by synoptic variations

in spring and fall, and diurnal variations in summer. Winds modify these shallow, density-

driven exchange flows 20-40% of the time during summer and fall, when river flows do not

constrain the flow.

4.5.2 Effect of Exchange on Flushing and Lake Transport

Unlike estuarine exchange flows, freshwater exchange flows can vary significantly over the

course of the day, often reversing direction at night. When considering the transport of

material from a littoral wetland to a lake, the net exchange over the day is of much higher

significance than the temporal variations of the flow. This net exchange cannot be char-

acterized from flow measurements alone, because they do no distinguish where the water

comes from and do not account for the effect of mixing [Hamblin, 1998]. For example, ve-

locity profiles cannot give insight whether upon flow reversal, the same water that left the

wetland during the day reenters at night. Instead, characterizing the net exchange requires

a conservative tracer, such as the dye released in the July study into the lower forebay

in the Upper Mystic Lake system. Figure 4-13 summarizes the mass of dye remaining in
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wetland, Mleft(t), on three different days after the release. The dye in the wetland decays

as a result of the exchange flow occurring between the wetland and lake. The net diurnal

flushing timescale can be estimated based upon these measurements as

fo MIeft(t)dt EMIe At
tret = = Mi i - 0.9 ± 0.1 days. (4.32)

Since the measurements in figure 4-13 do not resolve for the tail of the distribution, (4.32)

is overestimating the net wetland flushing. Another estimate can be derived by fitting these

measurements to an exponential curve as shown on figure 4-13, which yields inet = 1.2 ± 0.1

days. This flushing timescale incorporates both the river flushing and net diurnal exchange

flushing, i.e.

- A H
inet = A (4.33)

from which the effective net exchange flowrate can be estimated as

net = AH -51,600 1.3 m - 0.06 m 3 /s e 0.6 m 3 /s, (4.34)
tnet 1.1 days

which corresponds closely to the maximum exchange flow observed at the neck during this

study (table 4.3). While this is just one observation, this high net exchange rate suggests

that the exchange flow is an efficient lateral transport mechanism between the wetland

and lake. There are many factors that can contribute to a high exchange efficiency in the

Upper Mystic Lake system. For example, the wakes and shear flow dispersion associated

with the flow through the contraction between the wetland and lake enhances mixing and

can contribute significantly to transport. The latter has been well documented in estu-

aries, where the interaction between irregular bathymetry and tides generates a residual

circulation called "tidal pumping" [Fisher et al., 1987, p. 237]. In addition, the synoptic

variability between the wetland and lake water temperature, specifically in fall (and spring)

as shown on figure 4-12b, indicates that there are extended periods when there is no flow

reversal at night and therefore more effective exchange. To the authors' knowledge, this

synoptic variability has not been reported in previous sidearm studies. Besides these site

specific processes, there are two other processes that are generally expected to enhance net

exchange between a shallow wetland and lake. The first one is that, when diurnal flow
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Figure 4-13: Mass retained in wetland after dye release on July 30, 1997.

reversal occurs, the different vertical mixing structure during the day (stabilizing period)

and night (destabilizing period) can generate a net exchange flow, referred to by Imberger

[1987] as a thermal siphon. Second, wetland water entering the surface layer of the lake can

be transported and/or mixed within the lake, so even when flow reversal occurs, not the

same water is pulled back into the wetland.

Finally, consider in greater detail how exchange flows impact wetland flushing. In the

Upper Mystic Lake system, the net flushing timescale with exchange flow present is approx

1.2 days. However, if no exchange flows were present, the wetland flushing time would be

- AH 51,600 - 1.3 m 3

tR= - 13 1 days,
QR 0.06 m 3/s

or ten times slower. This comparison therefore demonstrates that unconstrained density and

wind driven exchange flows can dramatically enhance wetland flushing. With this enhanced
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flushing, the capacity of the wetland to remove contaminants, and thermally mediate the

temperature of the lake inflow is impaired. Consequently, littoral wetlands that exchange

with lakes play a very different role in lake water quality than wetlands that do not exchange

with the lake. Specifically, instead of being considered as transformers, they need to be

considered as "communicators" in the sense that they communicate properties from the

shoreline (e.g. watershed runoffs) to the lake interior. This communication capacity will be

reduced if these littoral regions are very densely vegetated, because of the drag imposed on

the flow by the plants.

4.5.3 Feedback between Exchange Flow and Heating

Sidearm studies have identified density currents as an important heat dissipation mechanism

in cooling lakes [e.g. Jain, 1980]. By analogy, littoral wetlands potentially play an important

role in the thermal dynamics of natural lakes. Using the exchange flow observations at the

inlet between the wetland and lake, i.e. AQ = (AQi + AQ 2)/2 in table 4.3, and the

meteorological measurements at the site, the relative contributions of atmospheric heating

and advective heat fluxes can be evaluated for both the wetland and lake in the Upper

Mystic Lake system. The results from this analysis, summarized in table 4.4, show that

heat fluxes associated with exchange flows are 5-50% of the surface atmospheric flux that

acts on the wetland. Consequently, exchange flows contribute significantly to the wetland

heat budget. However, these localized exchange flows are less important in the lake heat

budget, because lakes are generally much larger than littoral wetlands (here AL ~ 10Aw).

The same does not apply for river flows. In spring, when river flows are high, table 4.4 shows

that the Upper Mystic Lake receives an additional 25% on top of the atmospheric heating

because of the river inflow. This suggests that river flows may significantly contribute to

the formation of the seasonal thermocline in lakes, whereas exchange flows do not. Carmack

[1979] came to a similar result based upon water temperature and river flow measurements

in the much larger Kamloops Lake in British Columbia. Finally, since river flows are not as

strong during fall (see for example figure 4-3a), they are not expected to play as important

a role in the lake destratification process as they do in lake stratification process.
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4.6 Conclusions

Field observations show that wetland circulation and flushing dynamics can vary signifi-

cantly with season. During spring, when river flowrates are typically high, the wetland flow

regime is jet dominated. This results in short-circuiting, where a large portion of the river

exits the wetland in a much shorter time than the nominal residence time, while another

portion recirculates inside the wetland on both sides of the jet. The flushing of the wetland

is predominantly determined by the river flow at this time. During summer, however, when

river flows are typically low, the wetland flow regime is exchange flow dominated. These

exchange flows vary over the diurnal cycle as a result of differential heating and cooling

between the shallow wetland and deeper pelagic region in the lake. Surface wind drift can

either surpress the density driven circulation, or promote it by a factor of two to three,

depending on direction. Wind driven internal seiches in both the wetland and lake may

also modify the exchange episodically. Despite this temporal variability, these exchange

flows can enhance the net diurnal wetland flushing by a factor of 10 from the river flushing

timescale. With this enhanced flushing, the capacity of the wetland to remove contaminants

and thermally mediate lake inflow is impaired. Instead, these littoral wetlands effectively

transport material originating from the watershed to the lake interior.
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4.8 Appendix

4.8.1 Wind over the Upper Mystic Lake

Wind speed and direction were measured at 10 m above the surface of the Upper Mystic

Lake with a cup anemometer set up on the flag pole at the Medford boat club on the South

shore of the lake. Measurements were taken every minute, averaged into 10 min bins and

stored in a CR10 datalogger. The monthly averaged mean wind and prevalent direction are

listed in table 4.5, and the monthly maximum winds in table 4.6.

(m/s) April May June July August Sept. Oct. Nov. Dec.
1994 - - 2.4 1.7 1.8 1.9 2.0 2.6 2.8
1995 - 1.9 1.5 1.7 2.0 - - - -

1996 2.7 2.0 1.9 1.9 1.4 1.9 2.0 2.3 2.3
1997 2.9 - - 2.1 1.6 1.8 1.9 2.5 2.5
1998 2.6 1.8 1.6 1.6 1.4 1.9 2.4 2.2 -
[WVo 2.7 1.9 1.9 1.8 1.6 1.9 2.1 2.4 2.5
1994 - - S S S N N NW N
1995 - SE S S N - - - -

1996 S NW S S S N N N N
1997 NW - - NW S S N NW NW
1998 NW N/S S S S S N NW -

Direct. NW N/S S S S S/N N NW N

Table 4.5: Monthly mean wind speed (m/s) and prevalent wind direction over the Upper
Mystic Lake in 1994-1998.
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(m/s) April May June July August Sept. Oct. Nov. Dec.

1994 - - 7.1 5.9 6.6 9.1 8.0 10.5 9.6

1995 - 6.5 8.1 9.1 8.1 - - - -

1996 8.9 7.7 8.3 10.0 5.2 8.4 10.5 10.7 8.8
1997 10.1 - - 8.1 6.8 8.8 8.1 12.5 11.3

1998 (9.9) (7.8) 8.8 6.8 6.4 8.2 10.6 9.7 -

Table 4.6: Monthly maximum wind speed (m/s) over the Upper Mystic Lake in 1994-1998.

4.8.2 Vertical Diffusivity and Entrainment

In July, when the river flowrates are low compared to the exchange flowrates, a distinct

two layer flow pattern is observed in the wetland. Figure 4-9c shows the typical flow during

daytime, where the upper layer of thickness H1 flows out of the wetland at speed u1 , and the

lower layer of thickness H 2 flows in from the lake at speed U2 . As the water flows through

the upper layer towards the lake, it is cooling both because it entrains some water from

the colder lower layer and also because of vertical diffusion of heat between the two layers.

Following Jain's [1980] sidearm analysis, the entrainment velocity at the interface between

the two layers, w, can be assumed to be constant. Consequently, the flow in both layers

vary linearly at the rate

OHi + (Hiu) _ H2 + (H 2u 2 )
+ =w +±-

Ot Ox ' t ax

Neglecting longitudinal diffusivities, the corresponding governing equations for the depth-

averaged water temperatures in the upper, T 1 , and lower, T2 , layers are

0T 1 + T1  Ktz T 1 - T2 + #01(
Ot Ox 1  AH H 1  pCpH1

0T 2 + T2  Ktz T1 - T2 2
+±2 = - . (4.36)at Ox 2  AH H2  pCH 2

Here AH = (H 1 +H 2)/2 represents the distance for the water temperature gradient between

the two layers, #i the net surface heat flux per surface area in each of the layers, p = 1000

kg/rM3 is the density and C, = 4180 J/kg0 C the specific heat of water. The heat flux entering

the upper layer, #1, incorporates the fraction of short wave (solar) radiation absorbed in

that layer, long-wave radiation and diffusive fluxes due to conduction and evaporation. The
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Date Time x H 1  H 2  T1  T2 Ktz w

(M) (M) (M) ("C) ("C) (m2/s) (m/s)
7/30 13:45 184 0.4 1.1 25.64 24.82 - -

14:09 250 0.7 1.3 25.13 24.70 (3±1)-10F4 (1±0.2).10-4

7/31 12:16 138 0.4 1.1 25.52 24.49 - -

11:51 250 0.7 1.1 25.33 24.35 (1±0.7).10-5 (4±7).106

7/31 18:15 138 0.3 1.1 27.68 25.83 - -

18:24 250 0.7 1.3 26.76 25.40 (3±1).10-5 (2±1).10-5

Table 4.7: Estimation of vertical diffusivities and entrainment based upon two layer heat
model. The observed water temperatures in the upper and lower layers, TI and T2, have
been temporally corrected. The uncertainity in the water temperatures are 0.05 and 0.6 C
respectively.

lower layer, however, receives the remaining fraction of the short-wave radiation, S, which

is given by

#1 = S exp(-jHI)

where the light extinction coefficient, q, is inversely related to the Secchi depth, Zsd, i.e.

7= 1.7/zsd [ Wetzel, 1983, p. 68]. During the July study, Zsd = 1.05 m in the lower forebay

which suggests that the lower wetland layer receives 30-50% of the incoming solar radiation.

Table 4.7 summarizes the water temperatures measured near the outlet of the wetland

at x = 250 m. Notice that some of the measurements are taken within half an hour apart

from one another during the peak surface heating time, when the water temperatures are

increasing at a rate 0.6 "C/hour. By neglecting this transient behavior (i.e. set DTi/t = 0),

(4.35) will overestimate the rate of entrainment and (4.36) will yield the unrealistic result

of negative diffusion rate. Therefore, estimating the diffusion and entrainment rate requires

that we decouple the transient behavior from the spatial behavior. This can be done by

recognizing that the water entering the lower forebay has had enough heating time within

the upper forebay to reach thermal equilibrium with the atmosphere (see section 4.4.2).

Similarly, the water which enters the wetland at the bed (figure 4-9c) originates from the

lake where it has had enough time to reach equilibrium. Consequently, in the absence of

vertical entrainment or diffusion, there would be no spatial temperature gradient in the

wetland and the water temperature would simply vary with time as stationary water, i.e.
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OTi",2  # 1,2 (t)
=t .~H, (4.37)

Ot pCH1,2

With entrainment and diffusion present, then the water temperature will continue to vary

in time according to (4.37). The spatial temperature gradient present at any given time in

the wetland can thus be characterized by

OT1 Ktz T1 - T2 aX1+ W) + A (4.38)
aX1 AH H 1  pCH1

4T 2  Ktz T 1 - T2
_2- = -H H2 (4.39)
aX2 AH H2'

which is obtained by substracting (4.37) from (4.35) and (4.36). The last term in (4.38)

represents the component of the atmospheric heat flux at the surface which counteracts the

diffusion and entrainment from the colder lower layer. This term originates from the fact

that conductive and evaporative heat fluxes as well as back-radiation at the surface are all

a function of water temperature. Using empirical relationships for these heat flux terms

[e.g. Fisher et al., 1979, p. 163], this terms can be estimated as

Ax = - (1.5. 10-3 paCaW10 + 1.5. 10 PaLwW 10  + 2.2. 10-7(273 + Ti)3 T AX

O L_ 1 L=q 0.0038 Lw 1 -exp( )[1/41
0T1 Rv (2 73 + T1)2 R 273 273 + Tij)[1/C

where Pa = 1.2 kg/m 3 is the density of air, Cpa = 1012 J/kg 0 C the specific heat of air,

Lw = 2.5 106 J/kg the latent heat of evaporation, Rv = 461 J/kg 0 C the vapor gas constant,

W 10 the wind speed at 10 m height and q the specific humidity of water. For the conditions

during the July study (T = 26 0 C and Wio = 2 m/s),

(#1 Ax ~ -21AxT 1 [W/m 2] (4.40)
ax1

which is small compared to the advective heat flux that it can be neglected. Similarly, the

lower layer does not get any significant heat flux since #2 is only a function of solar radiation

which is spatially uniform (-> a9 2 /ax 2 = 0).

Using (4.37) to temporally adjust the water temperatures, then (4.39) yields the vertical

diffusion rate
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Kt _

AH 2Ax

and (4.38) the entrainment velocity

Su1(H' + II+1)2Azx Tii + - T

(T1 - T2)i + (T1 - T2)i+1

The results from this analysis are summarized in table 4.7.

4.8.3 Hansen-Rattay Model for Rectangular and Triangular Cross-Sections

For a rectangular cross-section, (4.25) reduces to

= zax

48 pKmz
- 92 - 8(3 (4.42)

+ huHmax [1 + 4 + 362]
ApKm.-

The exchange flow contributed by the density gradient can now be estimated as

r 0
48pKmz _1+ 1

( _9W2 - 83) d (4.43)

~ 5.2 x10-3 I9r 49Hmax
pKmz

Similarly, the contribution by the wind can be quantified as

= fwHmax (0 1 + 4( + 3(2) d
4pKmz -1/3

_Vl4wHinax

27pKmz

(4.44)

For the wind to dominate buoyancy, then |AQwnd/AQbuoy > 1, which is satisfied by the

following Wedderburn number criteria
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Ktz

AH
(4.41)

AQbuoy

AQwind

U2( H2 + H2 +1) Tj +1I - Tij

= O Hmax



buoyancy <ax 7.
wind re

For a triangular cross-section, (4.25) reduces to

gx Hax
75pKmz

+-rwH
5pKmz

E l -
253

- 2 .
27 2
2

1+56+422

The exchange flow contributed by the density gradient can now be estimated as

2Wg-Hae-- max
75p&mz

0

-1+
(1 27 25

- 2( 2 03 d(

4.85 x 10-3 Wg a ax
pKmz

Similarly, the contribution by the wind can be quantified as

AQ wind
= 2Wi Hmax

5pKmz
(4.48)

10

-1/4

= 4.22 x 1 0 -2 WVr'wHmax
pKmz

For the wind to dominate buoyancy, then IAQwind/AQbuoyI > 1, which is satisfied by the

following Wedderburn number criteria

|We#| = buoyancy _

wind
g H nax <9.

rW
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