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Abstract

The role of electrostatics and packing in protein folding and molecular association
was assessed in different biomolecular systems. A continuum electrostatic model was
applied to long-range electrostatic effects in the binding of human carbonic anhydrase
II to a sulfonamide inhibitor. The effect of chemically modifying lysine ε-amino
groups was computed, and the average calculated value showed good agreement with
experimental results determined by capillary electrophoresis. In a second study, the
continuum model was used to analyze all the electrostatic interactions in the Zif268
protein–DNA complex. The net electrostatic effect was unfavorable to binding,
although many individual groups or group pairs had a favorable effect, and the
residues most unfavorable to binding correspond to those thought to be important
for specificity. Also, a measure of electrostatic complementarity was developed
and applied to myoglobin—both to known sequences and to hypothetical chimeric
myoglobin sequences. The complementarity measure rated the correct myoglobins
higher than chimeric myoglobins when crystal structures were used, and performed
better than other readily available measures of complementarity when myoglobin
homology models were evaluated. In the second part of the thesis, methods for
repacking proteins were presented and applied to Arc repressor. Sequence variants
that are predicted to fold as heterodimers preferentially and variants that favor a
switch-Arc structure over wild-type were found. In a final set of calculations, the
search algorithms for repacking were combined with electrostatic effects predicted
from an approximate continuum model. The structure of Zif268 zinc finger 1
complexed to DNA was predicted when limited docking and side chain flexibility
were allowed. The predicted structure shows good agreement with the x-ray crystal
structure. A second repacked structure provides insight into how sequence changes
affect structure and hence binding specificity in the zinc finger protein.

Thesis Supervisor: Bruce Tidor
Title: Associate Professor of Bioengineering and Computer Science
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Chapter 1

General Introduction

The process of molecular recognition is central to a variety of biological systems. A

better understanding of molecular recognition would aid our ability to predict the

structure and function of proteins and potentially enable the design of proteins with

novel structure or function. Protein folding and binding properties arise from the

physical chemical properties of both the solute and the solvent. In order to make

predictions about these properties, we must address two basic issues. First, the

energy of macromolecules must be evaluated in a folded protein or bound complex,

and when the molecules are fully solvated. Second, most proteins have some degree of

conformational flexibility, so there must be a way of sampling different configurations

of the solute and solvent. These issues are interrelated—for instance, the choice of

energy function often affects what method of conformational sampling is feasible.

The methods that can be used are also limited in that they must be completed by

a computer processor in a reasonable amount of time for the large molecules being

considered.

One key component of the energy of macromolecules is electrostatic. Electrostatic

interactions are significant both within the solute and between the solute and

solvent. Protein folding or binding typically involves a tradeoff between solute–solvent

interactions and solute–solute interactions. The balance between these interactions

determines the extent to which folding or binding is favorable.

A continuum electrostatic model [61, 62] was used to compute electrostatic effects
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in folding and binding of proteins. In this model, the solute is treated as a region of

low dielectric (ε = 4), with atom centers represented as point charges. The solvent

is represented as a region of high dielectric constant (ε = 80) with a Debye-Hückel

treatment of salt. The electrostatic energy of the system is then determined by

numerical solution of the Poisson–Boltzmann equation. This method helps address

both of the issues raised above. It allows reasonably fast computation of the

electrostatic energy of a given conformation of the solute. In addition, the continuum

model greatly simplifies conformational searches of the system. The dielectric

continuum represents electrostatic properties averaged over many configurations of

the solvent and thus obviates the need for sampling all the solvent configurations.

The continuum model will be used to examine the role of electrostatics in stability

and complexation in several biomolecular systems. In Chapter 2, the continuum

model is applied to understanding electrostatic interactions at long-range in a complex

of human carbonic anhydrase II with a small molecule inhibitor. Recent experiments

[24, 43] have provided an experimental probe of the role of charged residues far from

the active site in binding affinity. The experimental results give an average effect of

the lysines in the protein on binding affinity. The calculated effects of these charged

residues will be compared to the experimental average, and examined further to

understand the effect that each individual lysine has on binding affinity.

In Chapter 3, the continuum electrostatic model is applied to study the

electrostatic interactions in the Zif268 protein–DNA complex. The total binding

free energy is divided into contributions of individual chemical groups in an effort to

better understand the role of particular amino acids and bases in binding affinity and

specificity. The effect of several amino acid and base mutations will be modeled and

compared to experiment. The mutation experiments provide a test for how well the

continuum electrostatic model can account for the role of different chemical groups

in the protein and DNA. The continuum model is tested further in a different type

of problem in Chapter 4. We make use of properties that a molecule is expected to

have [69] when it is electrostatically optimized for binding to another molecule [79] to

develop a measure of electrostatic complementarity. The complementarity is used to
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predict the stabilities of different sequences of myoglobin based on their electrostatic

properties. The results with sequences that are known to fold are compared to results

from hypothetical chimeric myoglobins. Other possible measures of complementarity

are then compared to the electrostatic measure.

The continuum electrostatic model addresses part of the problem we are interested

in solving. The dielectric continuum implicitly accounts for arrangements of the

solvent, but only accounts for arrangements of the solute in a limited way. We can

allow rearrangement of a protein by making use of search algorithms that efficiently

search a large number of discrete conformations. Algorithms such as dead-end

elimination [32, 48] and A* [78] have been used in protein repacking [55, 70] and

design [29, 128] calculations. Chapter 5 presents a review of these search algorithms

and additions to the approach that will permit a search of a finer sampling of side

chain conformations.

In the past, these search algorithms have been applied mainly toward stabilizing a

particular desired structure. In Chapter 6, they are applied to two repacking problems

in Arc repressor which involve a search for a sequence that will stabilize one structure

over a different closely related structure. The search for this type of structural

specificity will provide a more stringent test of the search methodology, since we

must find a sequence that stabilizes a desired fold and destabilizes an undesired fold.

The basic search approach must be modified to generate multiple sequences and

conformations that are expected to be stable. These possibilities are then screened

for the desired specificity.

Search algorithms such as DEE and A* have primarily been applied to problems

involving the repacking of hydrophobic cores. When solvation or electrostatic effects

were treated at all, a simple surface area term was used [84, 137]. Hence, the approach

essentially is a way of optimizing the shape of a molecule while keeping its electrostatic

properties constant. The continuum electrostatic model, by contrast, has provided

a framework for a different type of optimization [69, 79]. In this optimization, the

shape of a molecule is held constant, while the electrostatic properties are optimized.

Ideally, we would like to have a way of treating biological molecules that accounts for
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both shape and electrostatic effects.

An approach for repacking a molecule while accounting for both shape and

electrostatic effects is presented in Chapter 7. The basic strategy is to use DEE/A* to

identify a large set of possible conformations, then to use an approximate continuum

electrostatic model [119] to evaluate each conformation with a better treatment of

electrostatic effects. The approximate model is required because the full numerical

solution of the Poisson–Boltzmann equation is too computationally expensive. This

methodology is applied to repacking the Zif268 zinc finger–DNA complex. The

protein–DNA complex has an interface with a substantial number of charged and

polar chemical groups and is therefore expected to require appropriate modeling of

electrostatic and shape effects in order to predict the correct structure of the complex.
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Chapter 2

Long-Range Electrostatic

Contributions to Protein–Ligand

Binding Estimated Using Protein

Charge Ladders, Affinity Capillary

Electrophoresis, and Continuum

Electrostatic Theorya

Abstract

Affinity capillary electrophoresis and charge ladders of proteins — populations of

derivatives of proteins that differ in their net charge — together measure the

contributions of long-range electrostatic interactions to the energetics of binding

of ligands. Continuum electrostatic calculations allow for the detailed analysis

of electrostatic interactions among protein, ligand, and solvent. These tools are

combined to measure and analyze the role of long range electrostatic interactions

aappears in J. Am. Chem. Soc.: Justin A. Caravella, Jeffrey D. Carbeck, David C. Duffy, George
M. Whitesides, and Bruce Tidor. J. Am. Chem. Soc. 121:4340-7 (1999).
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to the free energy of binding, ∆G, of substituted benzene sulfonamide inhibitors

to derivatives of human carbonic anhydrase II that differ in net charge through

chemical modification of Lys ε-amino groups. The two approaches are complimentary.

The experimental results are essentially exact: they are averages over populations

of proteins that have the same number of acetylated Lys ε-amino groups and net

charge but differ in their pattern of acetylation. The calculations are approximate

but afford a detailed analysis of interactions of individual members of a population

of derivatives of the protein with an inhibitor. A Monte Carlo simulation of the

experimental data using calculated contributions of individual Lys ε-amino groups to

∆G of inhibitors showed that a large number of different distributions of patterns

of acetylation are consistent with the experimental results. The calculations predict

significant differences in the contributions of some Lys ε-amino groups to ∆G and

suggest that the resolution of current capillary electrophoresis techniques is not

sufficient to measure these differences.

2.1 Introduction

Electrostatic interactions affect the affinity, specificity, and catalytic properties of

biomolecules. Analysis of electrostatic effects is complicated by their long-range

nature and by the observation that their net effect often results from opposing

contributions, such as unfavorable desolvation penalties that are at least partially

offset by favorable intermolecular interactions on binding. One particularly striking

long-range electrostatic effect involves the Met repressor binding to its DNA operator.

In this system, the binding affinity increases 1000-fold upon binding a positively

charged cofactor; this increase has been attributed almost entirely to a long-range

electrostatic attraction between the charged cofactor and the DNA [108, 133]. In

another study, theoretical methods were used by Allewell and co-workers to suggest

that linked networks of long-range electrostatic interactions could be important in

the conformational changes of aspartate transcarbamylase [102].

Experiments have been devised to evaluate long-range electrostatic interactions
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by measuring pKa shifts of ionizable groups due to modification of other charged

groups [83]. One complication in analyzing and applying such information is that

a protein usually contains many titratable groups, and it can be difficult to predict

how the mutation of one residue will affect the titration state of each of these groups.

Mutations involving a charged group may affect electrostatic interactions directly

or indirectly (e.g., by shifting the pKa’s of other charges). Theoretical methods

have been used to predict pKa shifts while taking such changes into account, but

these methods have had only modest success [6, 9, 45, 150]. Interestingly, these

models of pKa shifts appear to produce better agreement with experiment when the

interior dielectric constant of the protein is assumed to be 20, rather than the values

of 2–4 generally used in electrostatic calculations [4]. Although it seems unlikely

that such a high value is realistic to describe the protein core [129, 130], there

is some suggestion that it might approximate the effect of conformational changes

accompanying titration that are not included in static models [8].

Another approach that can be usefully applied to measuring long-range inter-

actions is double mutant cycles [21, 63, 120, 122]. The principle is relatively

straightforward and in common use. To measure the interaction between the side

chains of residues A and B, the effect of mutating both simultaneously to a reference

amino acid is subtracted from the sum of the two individual mutations. The difference

gives an effective cooperativity between the sites that can be viewed as an interaction

free energy, though the analysis is not straightforward because structural relaxation

and dielectric effects may operate in non-additive ways among the mutants.

The combination of protein charge ladders and affinity capillary electrophoresis

(ACE) is a useful tool for estimating the role of electrostatic interactions in the

binding affinity of proteins for ligands [24, 43]. In the present study, human

carbonic anhydrase II (HCA II) was modified to produce a charge ladder — a

mixture of protein derivatives in which various numbers of Lys ε-amino groups are

acetylated. The interactions between the components of this mixture of proteins and

three differently charged benzene sulfonamide inhibitors of HCA II were measured

experimentally using ACE. The use of differently modified proteins in combination
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with measurements on differently modified inhibitors effectively provides a double-

mutant cycle, which we use to measure interaction energies involving Lys residues in

HCA II and their effects on binding benzene sulfonamide inhibitors. The advantage

of this method over making individual mutant proteins is that it gives an interaction

free energy that represents an average over many possible “mutants” (proteins with

sets of acetylated lysines) without the enormous effort that would be required to

make individual mutations of different combinations of lysines. The precision of this

measurement of binding energy may be improved because it represents an average

over many interactions. One potential disadvantage is that modified proteins with

the same net charge are not separated from each other and their individual binding

properties can not be measured.

The experiments are complemented by continuum electrostatic calculations,

which allow us to predict individual contributions of each lysine to the binding

affinity. The calculations are based on the crystal structure of HCA II bound to

a benzene sulfonamide inhibitor [14]. We average the calculated contributions of

individual lysines and compare them to the experimental results. The detailed

experimental results depend on how the individual contributions are averaged, which

is determined by the composition of the complex mixture present in the charge

ladder. We demonstrate that the computed results are consistent with a variety

of different acetylation patterns and also use the calculated results to simulate an

ACE experiment. This analysis shows that the predicted energetics of acetylation are

also consistent with the pattern of peaks seen in these experiments.

The structure of the paper is as follows. We first present our experimental

approach, in which we describe the formation of charge ladders and the use of ACE

to measure binding affinities of various ligands. We then present our theoretical

approach, where we discuss the application of continuum electrostatic theory to this

system. This is followed by our results and a discussion of how the experimental

results may be compared to the calculated results.
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2.2 Experimental Approach

The formation and analysis of charge ladders. The treatment of HCA II with

acetic anhydride results in the formation of a set of derivatives that differ in their

number and distribution of acetylated Lys ε-amino groups and, therefore, their net

charge; the coefficient of friction is approximately unaffected by the modification.

The change in charge upon acetylation of Lys ε-amino groups depends on the values

of pH of the electrophoresis buffer (8.4 in these studies) and the pKa of Lys (∼10.2)

and is therefore assumed to be −1.

This mixture of derivatives of proteins is analyzed by capillary electrophoresis

(CE), which separates the components of the mixture based on their electrophoretic

mobility (directly related to the net charge of the protein, and inversely related to

the coefficient of friction of the protein with the solvent). CE groups the distribution

of modified proteins according to their net charge, or equivalently, their number of

acetylated Lys ε-amino groups, into individual peaks or “rungs” of a charge ladder:

the rung with the least negative charge is the native HCA II, and is referred to as

rung 0; rung 1 is a peak consisting of those proteins that have a single acetylated

Lys ε-amino group, and is a mixture of up to 24 regio-isomeric derivatives of the

protein. In general, rung n will be a mixture of up to
(

24
n

)
derivatives, which may be

as many as 2.7 million for the center rungs of the ladder. The measured mobilities

for each rung of the ladder are averages over the regio-isomeric derivatives of HCA

II that make up that rung. The set of rungs of a charge ladder appears in CE as a

set of peaks whose spacing varies in a regular way with the number of acetylated Lys

ε-amino groups (bottom plot in Figure 2.1).

The composition of the distribution of derivatives of the protein is determined by

the amount of acetic anhydride added to the solution of protein and the details of

the reaction conditions. If relatively few equivalents of acetic anhydride are added,

then we observe only the first several rungs of the ladder; if more equivalents of

acetic anhydride are added the later rungs appear. The final charge ladders used

in our experiments, which contain measurable amounts of protein in each rung, are
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mixtures of the products of several acetylations using from 10 to 50 equivalents of

acetic anhydride.

Affinity Capillary Electrophoresis. We measure the binding affinity of the

derivatives that make up the charge ladder of the protein for various ligands using

affinity capillary electrophoresis (ACE). In this technique the mobility of the rungs

of the charge ladder are measured at various concentrations of ligand added to the

electrophoresis buffer: the change in mobility with concentration of ligand is assumed

to be directly proportional to the fraction of protein that is bound with ligand.

Scatchard analysis of the mobility as a function concentration of ligand yields a

dissociation constant, Kd, and a standard free energy of binding, ∆G. Figure 2.1

shows stacked electropherograms of the charge ladder of HCA II in the presence of

increasing concentrations of inhibitor 1 in the electrophoresis buffer and illustrates

how the mobility of the rungs of the charge ladder are affected by the presence of the

ligand. The ligand is positively charged and the effective charge on each derivative

of the protein is changed by an amount that depends on the amount of ligand bound

to the protein (i.e., the fraction of time spent in the bound state). At sufficiently

high concentrations of ligand, the proteins are saturated and their apparent charge

differs from that of the protein in the unbound state (i.e., in the absence of ligand)

by an amount equal to the charge on the ligand. At all concentrations of ligand, the

individual rungs of the charge ladder of HCA II are resolved and the amount of ligand

bound to the proteins that make up each rung of the charge ladder can be measured

in a single set of experiments.

In this study, three substituted benzene sulfonamides are used as ligands for HCA

II. The structure of these inhibitors is shown in Scheme 2.1. The pendant group

substituted in the para position determines the charge of these inhibitors in solution:

inhibitor 1 is positively charged, inhibitor 2 is neutral, and inhibitor 3 is negatively

charged. The partial atomic charges used to model the inhibitors bound to the active

site of HCA II using continuum electrostatics calculations (described below) are also

shown in Scheme 2.1.
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2.3 Theoretical Approach

The structure of HCA II bound to a benzene sulfonamide inhibitor is shown in

Figure 2.2 [14]. There are 23 lysines in the crystallographic model, each of which

may be acetylated in the experiment. The 24th lysine (Lys-261) is disordered in the

crystal structure and is omitted from the analysis. The N-terminus of the unmodified

protein is pre-acetylated and is therefore not relevant here. Figure 2.2 also shows the

Zn2+ ion in the binding site, which is coordinated by three histidine residues and the

sulfonamide group of the inhibitor.

In the unbound state of HCA II, the Zn2+ ion is also coordinated by a water whose

pKa is 7 [82]. Thus at pH 8.4 (the pH at which the experiments were done), there is a

hydroxide bound in the active site. The hydroxide ion is displaced upon binding of the

ligand, which is believed to be deprotonated in the bound state. Therefore, there is

an additional formal negative charge present in the binding site in both the unbound

(hydroxide bound) and bound states. The net change in charge at the binding site is

simply the charge on the pendant group of the inhibitor, as illustrated in Figure 2.3.

Models for each of the three inhibitor complexes were constructed and used in the

analysis of long-range electrostatic effects.

Figure 2.4 is a histogram of the distances of the lysines from the formal positive

charge on inhibitor 1. Lys-170 of HCA II is only 10 Å from this nitrogen,

while the other 22 lysines are 17–38 Å from it. The distribution of distances is

approximately uniform. The calculations therefore give an indication of how charge–

charge interactions modulated by dielectric effects are expected to vary with distance.

The experiment involves acetylation of the various lysines in HCA II. We wish to

determine the difference in binding free energy, ∆∆G, caused by acetylating a lysine.

Figure 2.3 schematically shows two binding reactions. The first is between a ligand

and HCA II with a fully charged lysine, and its binding free energy is ∆Gb1. The

second is the same process with an acetylated, uncharged lysine, and its binding free

energy is ∆Gb2. As seen in the thermodynamic cycle, the difference in binding free

energy upon acetylation of a lysine (∆Gb2 − ∆Gb1) is related to the free energy of
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charging a lysine in the unbound state (∆Gc1) and that of charging a lysine in the

bound state (∆Gc2) as follows:

∆∆G = ∆Gb2 −∆Gb1 = ∆Gc1 −∆Gc2 (2.1)

In order to calculate ∆∆G for each lysine, we determine the free energies of charging

∆Gc1 and ∆Gc2 using continuum electrostatic theory. The contribution of each lysine

to the overall binding affinity should be entirely electrostatic, since all of the lysines

are far (> 10 Å) from the binding site. Calculations on acetylated lysines show that

the contribution of the polar N-acetyl group to ∆∆G are negligible (less than 5×10−3

kcal/mol; results not shown). The analysis is therefore simplified to understanding

the effect of adding a charge to the lysine, illustrated in Figure 2.3.

The electrostatic free energy of ligand binding can be divided into three parts: 1)

the solvent-screened direct coulombic interactions between charged and polar groups

in the protein and charged and polar groups in the ligand/hydroxide, 2) the change

in interactions of the protein and ligand with solvent, and 3) the intramolecular

interactions of the protein and the ligand, whose magnitude is changed upon binding

because of the change in screening by the solvent and ion environment. These three

contributions are illustrated in Scheme 2.2, where they are labeled as direct, solvation,

and indirect, respectively.

An example of this third type, which we call an indirect effect, is provided by

DNA bending. Studies of protein transcription factors have shown that some bend

DNA toward the bound protein, while others bend DNA away from the bound protein

[71]. The former type may be induced by basic residues contacting the phosphates of

the DNA, which mitigates the repulsion between phosphates on one side of the DNA,

bending it toward the protein [105, 135, 136, 143]. The latter type of bending may be

caused by the indirect effect. Binding of the protein to DNA results in desolvation of

the phosphates, which causes the phosphates on the side where protein is bound to

repel each other more strongly than on the side where the phosphate interactions are

screened by solvent [2, 96]. Thus there is a precedent that the indirect effects predicted
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by continuum dielectric theory are important in the energetics of biomolecules.

We are particularly concerned with how the three types of contributions listed

above are affected by the acetylation of lysines. Since we assume that a lysine is

the only group whose charge is significantly altered by acetylation, we need only

consider how each lysine contributes to the interactions enumerated above. A more

detailed analysis would compute changes in the titration behavior of all residues

(especially His, Cys, and Tyr, of which there are 12, 1, and 8, respectively) due

to lysine acetylation, though these effects are expected to be small due to solvent

screening.

The first contribution (direct), ∆∆Gdir, is the difference in the screened coulombic

interactions of the lysine amino group with the ligand in the bound state and the

hydroxide in the unbound state. The second is the change in Lys–solvent interactions

upon binding, ∆∆Gsolv. This term is never favorable because ligand binding displaces

solvent, which always interacts favorably with a charged group. ∆∆Gindir, the third

contribution to ∆∆G, is the change in interactions between the Lys and other groups

in the protein (e.g., the Zn2+ ion in the active site) that results from binding of the

ligand. We now have

∆∆G = ∆∆Gdir + ∆∆Gsolv + ∆∆Gindir (2.2)

Continuum electrostatic theory was used to calculate these components of ∆∆G for

each of the 23 lysines’ interactions with each of the three inhibitors.

It is conceivable that the ∆∆G of a particular lysine depends on whether the other

lysines in the protein are acetylated. In other words, if the ∆∆Gindir term of lysine

A has a significant contribution from lysine B, then the overall ∆∆G will depend on

whether lysine B is acetylated. Calculations show that in the case of HCA II, there is

only one lysine with Lys–Lys ∆∆Gindir contributions larger than 5× 10−4 kcal/mol.

This residue, Lys-170, has two contributions of energy less than 5 × 10−3 kcal/mol.

Therefore, it is reasonable to ignore the Lys–Lys interactions and to assume that the

∆∆G for the acetylation of a Lys does not depend on which other Lys are acetylated,
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which simplifies the analysis greatly. The data presented below were calculated with

all lysines charged.

2.4 Results

Dependence of ∆G on the number of acetylations of the protein. ACE

was used to measure ∆G of binding for each rung of the charge ladder to each of

the three ligands. The plot of ∆G versus rung number (n) is approximately linear

for the three inhibitors, as observed in previous, similar experiments using bovine

carbonic anhydrase II [43]. The slopes of this plot give the average interaction energy

between a lysine and the sulfonamide inhibitor. The slopes of the least-squares lines

are shown in Figure 2.5 (solid lines). The slope for inhibitor 1 is −0.07 kcal/mol per

acetylation, indicating that binding to a positively charged ligand is more favorable

when the net negative charge on the protein increases due to lysine acetylation.

Conversely, the slope for inhibitor 3 is +0.05 kcal/mol per acetylation, meaning that

binding to a negatively charged ligand is less favorable when the net negative charge

is increased. The slope for inhibitor 2 (the neutral inhibitor) is −0.01 kcal/mol per

acetylation. One method of analyzing these results is through the standard double-

mutant cycle argument. This is described here and can be compared with the more

detailed electrostatic analysis presented below. We may use the slopes of the lines to

determine an average interaction energy between the lysines and the charged pendant

group on the inhibitor. The double-mutant cycle may be represented as follows. Let

X represent the lysine, which is changed to an acetylated lysine, A. The positive (or

negative) pendant group on the inhibitor, represented by Y, is changed to a neutral

group, B. The interaction energy between X and Y is given by

∆∆Gint,X−Y = (∆GX,Y −∆GA,Y)− (∆GX,B −∆GA,B) (2.3)

In this experiment, the average value of ∆GX,Y−∆GA,Y (the change in binding energy

of acetylating a lysine) is given by the slope ∆G versus n for the positive inhibitor.
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The difference in the second terms ∆GX,B −∆GA,B is given by the slope of the ∆G

versus n line for the neutral inhibitor. The difference of these slopes thus gives the

average interaction energy between a lysine and a charged pendant group, which is

−0.06 kcal/mol in the case of the positively charged inhibitor and +0.06 kcal/mol for

the negatively charged inhibitor.

Calculated interactions of individual lysines. The contribution to ∆∆G for

each lysine was calculated, as well as the ∆∆Gsolv, ∆∆Gdir, and the ∆∆Gindir terms.

These contributions to ∆∆G for each lysine depend only on its interactions with

solvent, with the ligand at the active site, and with other groups in HCA II. Both the

ligands and the groups whose dielectric environment change are a long distance from

most of the lysines (at least 17 Å, see Figure 2.4.) As a result, the calculated values

of ∆∆G are relatively small — on the order of hundredths of a kcal/mol. However,

the long distances over which the interactions occur also means that the calculations

are more precise. For example, conformational flexibility of lysine side chains should

not substantially alter such long-range interactions. Interactions with groups that are

near the lysines generally do not change upon ligand binding, and therefore they also

should make no contribution to ∆∆G.

We calculate ∆∆Gsolv to be less than 4 × 10−4 kcal/mol for all lysines, except

Lys-170, for which it is 0.02 kcal/mol in the presence of inhibitors 1 and 2. The small

values of ∆∆Gsolv are expected because the region of the protein that is desolvated on

ligand binding (i.e., the binding site) is far from all of the lysines other than Lys-170.

The average values of the total calculated ∆∆G are −0.07, 0.00, and +0.07, for

inhibitors 1, 2, and 3, respectively. The dashed lines in Figure 2.5 are plotted with

these slopes. The three lines originate from the points for the zeroth rung of the

charge ladder.

Figure 2.6 shows the distributions of calculated values for ∆∆Gdir, ∆∆Gindir, and

the total ∆∆G for each of the three inhibitors. ∆∆Gsolv is not represented in the

histograms, but its contribution is included in the histograms for the total ∆∆G.

Lys-170 has an especially large value of ∆∆G in the presence of inhibitors 1 and 3.

Larger values of ∆∆G are expected for Lys-170 because it is rather close to the formal
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charge on these inhibitors. Its calculated contribution to ∆∆G is 0.68 kcal/mol for

inhibitor 1 and −0.54 kcal/mol for inhibitor 3.

We note from the histograms that ∆∆Gindir makes a significant contribution to

the total ∆∆G for all three inhibitors. The main contribution to this term for all

23 lysines comes from the Zn2+ ion and the coordinated histidines. In the unbound

state the Zn2+ ion is only coordinated by a hydroxide ion, but in the bound state

it is coordinated by a sulfonamide, whose larger low-dielectric region reduces solvent

screening of Zn2+ interactions. It is an interesting question whether solvent in the

roughly conical-shaped binding pocket is sufficiently oriented or restricted in motion

that a dielectric constant substantially different from the bulk solvent value is required

to simulate its effects. The values of ∆∆Gindir are similar among all three inhibitors,

indicating that they are somewhat independent of the conformation of the R group on

the benzene sulfonamide. (All three sulfonamide R groups have significantly different

minimized conformations, although trial calculations suggest that the results are not

particularly sensitive to the choice of conformation.)

In the case of the neutral inhibitor (inhibitor 2), the average value of the total

∆∆G is essentially zero, as one might expect for a neutral group interacting with a

charged group. However, a closer look at the histograms reveals that ∆∆G is made

up of two non-zero terms that nearly cancel. ∆∆Gindir averages to +0.02 kcal/mol

because the desolvation of the Zn2+ ion results in greater Zn2+–Lys repulsion in the

bound state than in the unbound state, but ∆∆Gdir averages to −0.02 kcal/mol. The

Lys–sulfonamide interaction is more favorable than the Lys–hydroxide interaction,

even though both hydroxide and sulfonamide have a total charge of −1, primarily

because the sulfonamide’s negative charge is less screened by solvent.

2.5 Discussion

Predicting a charge ladder experiment from calculated ∆∆G values. In

order to determine more thoroughly how well the calculated results agree with the

experiment, we must examine how a predicted set of ∆∆G values would be expected
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to give rise to the charge ladders seen in the experiments. Since we predict that the

acetylation of each lysine has a different value of ∆∆G, the ∆∆G predicted for any

rung depends upon the relative amounts of each of these derivatives within a rung.

Since we have no information about the reactivity of each lysine, we have little basis

for knowing the distribution of derivatives in each rung.

We wish to find out whether our computed ∆∆G values are consistent with the

experimental results using any distribution of protein derivatives. When we use

different distributions of acetylated lysines, we find that there are many distributions

that result in an agreement of ∆Gexpt and ∆Gcalc for a single inhibitor (results not

shown). More importantly, one can ask whether there is one pattern of acetylation in

the rungs of the charge ladder that results in agreement between ∆Gexpt and ∆Gcalc

for all three inhibitors.

A full treatment of the possible patterns of acetylation in each rung allows a wide

range of distributions. The first rung is comprised of those proteins that have been

acetylated once. Each of the lysines may react at rates that may differ by several

orders of magnitude, giving vastly different distributions of derivatives. The situation

is further complicated by the fact that each of the mono derivatives may undergo

acetylation at any of the remaining positions, giving a large number of possible di-

acetylated products, which then may go on to form the millions of other possible

derivatives that could comprise the charge ladder. An analysis of such a system

would be enormously complicated, so we made the following simplifying assumption

to represent the vastly different possible patterns of acetylation.

Let us define pij as the probability that lysine j is acetylated in going from the

(i−1)th to the ith rung of the charge ladder. The set of pij values was optimized using

a Monte Carlo algorithm so that the best possible agreement between ∆Gexpt and

∆Gcalc was obtained. The average deviation between ∆Gexpt and ∆Gcalc for only the

first seven rungs of the charge ladders was used, since these ∆G values are expected

to be the most accurate. Later rungs of the charge ladder have more uncertainty

associated with them due to broadening of the peaks (particularly inhibitor 3). The

results of the optimization are shown in Figure 2.7. We see that the overall trends in
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∆G versus number of acetylations are reproduced, although the fluctuations in ∆G

from one rung of the charge ladder to the next do not match exactly.

The results shown in Figure 2.7 can be reproduced using different sets of pij.

In order to illustrate this fact, we have plotted the fraction of each lysine that is

acetylated in each rung of the charge ladder. In each part of Figure 2.8, the bottom

line represents the fraction of each lysine that is acetylated in the second rung of

the ladder. The second line in each part of Figure 2.8 represents the fraction of

each lysine acetylated in the fourth rung, etc. (Every other rung is omitted from the

Figure for clarity.) We assume that this is the pattern of acetylation in the presence

of all three inhibitors, since acetylation occurs prior to addition of any inhibitor.

Although the patterns of acetylation are significantly different among the six parts

of the Figure, they all give identical predicted values of ∆G for each rung. There

are thus multiple patterns of acetylation for which the calculated values of ∆G agree

with the experimental values.

We may compare these results to those of the “null model,” in which we assume

that all lysines are acetylated at the same rate, and thus the observed ∆∆G would

simply be an average of the calculated ∆∆G values for the lysines. These results are

plotted in Figure 2.5. Here the slopes of the dashed lines are simply the average ∆∆G

values for each of the three inhibitors, and the lines are drawn so that their intercepts

are the ∆G values for rung 0 in each ladder. The difference in the experimental and

calculated slopes is 0.00 kcal/mol for inhibitor 1, 0.01 kcal/mol for inhibitor 2, and

0.02 kcal/mol for inhibitor 3. These errors are on the order of experimental error,

and therefore by this measure the agreement between theory and experiment is good,

as seen in Figure 2.5.

Insensitivity to outlying values of ∆∆Gcalc. The most striking feature of the

distributions of ∆∆Gcalc values is that, in the cases of inhibitors 1 and 3, all the lysines

have ∆∆G’s in the range 0.01–0.15 kcal/mol in magnitude, with the exception of one

outlier (Lys-170), whose ∆∆G is much larger in magnitude. Here we ask whether,

if such a large ∆∆G is present in the experiment, those derivatives with Lys-170

acetylated would be separated from those without Lys-170 acetylated by ACE. We

24



addressed this question by simulating a charge ladder experiment. Each protein

derivative is assumed to make a contribution to the peak on the charge ladder as a

gaussian that is slightly narrower than the narrowest experimental linewidth. The

derivatives are assumed to be present in the distribution predicted by the Monte

Carlo method described above. The ligand concentration was chosen so that it would

maximize separation of the derivatives on the calculated charge ladder. The results

are shown in Figure 2.9. Those derivatives acetylated at position 170 do not appear to

separate from those which are not acetylated at 170. There is still only one peak for

each rung of the charge ladder, regardless of which distribution of protein derivatives

is used. We conclude that the charge ladder experiments provide an accurate measure

of the average value for ∆∆G of acetylation over a large number of derivatives.

However, they can not rule out the existence of one or two outliers from the measured

average ∆∆G in the large pool of derivatives unless higher resolution experiments are

employed. Using our calculated values of ∆∆G, splitting of peaks is expected when

the experimental resolution is increased by a factor of roughly five.

Direct Interaction Strength as a Function of Distance. We determined the

energy of electrostatic interactions between the charges on lysines and (1) the positive

charge on inhibitor 1, (2) the negative charge on inhibitor 3, and (3) the negatively

charged hydroxide. In order to quantify the extent to which the interactions are

screened, we define the effective dielectric constant for an interacting pair of charges

as the dielectric constant of a homogeneous medium that would give an identical

interaction energy. This definition gives εeff = q1q2/Er where εeff is the effective

dielectric constant, q1 and q2 are the charges on the interacting groups, E is the

screened coulombic energy of interaction, and r is the distance between the groups.

In Figure 2.10 we plot the effective dielectric constant for these direct interactions

as a function of distance between charged groups. The trend is clearly that the

effective dielectric constant increases with distance. Other similar calculations have

found that long-range interactions at distances of 10–15 Å usually have an effective

dielectric constant of approximately 40 [102]. These results agree with this value,

however the computed effective dielectric constant increases rapidly with distance at
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distances greater than 20 Å. Note that all of the interactions plotted in Figure 2.10

are between solvent-exposed charged groups. We might expect the effective dielectric

constant to be substantially lower in cases where charges are buried.

Effects of parameters on the calculation. It is useful to know how the results

of the calculation depend on the various parameters used in order to estimate errors.

When the ionic strength was decreased to 15 mM (from 25 mM, which was used in the

experiments), the calculated total ∆∆G values increased almost uniformly by 13%.

An increase in interaction energies is expected due to the decrease in screening by salt.

When the ion exclusion radius was increased to 4.0 Å (from 2.0 Å), the magnitudes

of the total ∆∆G increased almost uniformly by 8%. Changing the interior dielectric

constant from 4 to 3 resulted in an average change in ∆∆G of 3×10−3 kcal/mol, and

changing the interior dielectric to 6 resulted in an average change in ∆∆G of 4×10−3.

The maximum change in the ∆∆G of any lysine caused by these changes in dielectric

constant was less than 0.01 kcal/mol. Calculations were also performed with charges

and radii from the charmm19 parameter set [18]. These calculations resulted in an

average deviation from those made with the parse parameters of 7× 10−3 kcal/mol.

The results of the calculation are therefore not strongly dependent upon the choice

of parameters.

2.6 Conclusion

The surface lysines of HCA II contribute to its binding of the family of benzene

sulfonamide inhibitors studied here, primarily by long-range electrostatic interactions

with partially buried active site groups. These interactions are of two types: direct

interactions of lysine with ligand (sulfonamide in the bound state versus hydroxide in

the unbound state) and indirect interactions of lysine with polar and charged protein

groups in the active site that are differentially screened in the bound and unbound

states. While most analyses of ligand binding focus on the former, both interactions

are of similar magnitude here.

Experiments using affinity capillary electrophoresis provide aggregate information
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that is complementary to the detailed, though approximate, analysis with continuum

electrostatic theory. A visual examination of the experimental electropherograms

suggests a straightforward, uniform binding free energy contribution from each

lysine of the protein because the rungs do not split apart at intermediate ligand

concentration (partial saturation). The nearly constant increment in binding free

energy per protein charge adds further support. One insight from the calculations is

that such seemingly uniform behavior may be masking more complex underlying

energetics that are homogenized through population averaging and instrument

resolution. The use of higher-resolution capillary experiments will be helpful in

examining the underlying distributions in more detail.

2.7 Experimental and Theoretical Details

Materials. Carbonic anhydrase II (human; pI 7.6; E.C. 4.2.1.1) was purchased

from Sigma (St. Louis, MO). The protein, as purified from human erythrocytes, is

acetylated at the N-terminal α-amino group. Inhibitor 1 was synthesized as described

in ref. [49]; inhibitors 2 and 3 were synthesized as described in ref. [5]. Uncoated fused

silica capillaries with an internal diameter of 50 µm were purchased from Polymicro

Technologies (Phoenix, AZ).

Acetylation of Amino Groups of Proteins. Proteins were dissolved in water

at a concentration of 0.1 mM, and 10 vol % of 0.1 N NaOH was added to each

solution to bring the pH to 12. Five to 20 equiv of acetic anhydride (100 mM in

dioxane) were added to the protein solution and the reactants were quickly mixed

by vortexing. Reactions were usually complete within 1 minute. Each rung in the

final charge ladders was controlled to have similar intensity by mixing the products

from several acetylations done with different equivalents of acetic anhydride. The

sample was diluted in electrophoresis buffer (25 mM Tris, 192 mM Gly, pH 8.4) prior

to analysis.

Capillary Electrophoresis (CE). CE experiments were conducted on a

Beckman P/ACE 5500. Charge ladders of HCA II were analyzed at 25◦ C on an

27



uncoated capillary of fused silica (total length 47 cm, with a length to the detector

of 40 cm) using 25 mM Tris-192 mM Gly buffer (pH 8.4) and an applied voltage of

15 kV.

Affinity Capillary Electrophoresis. The binding affinities of the proteins that

make up the charge ladder of HCA II for the benzene sulfonamide inhibitors were

measured using affinity capillary electrophoresis (ACE). In this technique the value

of the electrophoretic mobility of a receptor, R, is measured as a function of increasing

concentration of a ligand, L, in the electrophoresis buffer. The effective value of the

electrophoretic mobility of the receptor, µeff , is the concentration-weighted average of

the mobilities of the free, µR, and bound, µR•L forms of the receptor. This effective

mobility is expressed in eq 2.4, where θ is the mole fraction of the receptor–ligand

complex.

µeff = θµR•L + (1− θ)µR (2.4)

The value of θ is estimated from

θ =
µeff − µR

µR•L − µR

=
∆µeff

∆µmax

(2.5)

where ∆µeff is the difference between µeff and µR, and ∆µmax is the difference between

µR and µR•L (i.e., the value of µeff when the receptor is saturated with ligand).

Scatchard analysis of the values of θ as a function of the concentration of ligand, L,

yields the values of the binding constant, Kb

θ

[L]
= Kb(1− θ) (2.6)

The values of ∆G are then given by

∆G = −RT ln Kb (2.7)

In estimating the binding affinity of the proteins that make up a charge ladder

for a ligand, we measure the changes in the mobility of each of the rungs of the
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charge ladder as a function of the concentration of ligand in the electrophoresis buffer;

that is, we measure simultaneously the binding affinities of this collection of protein

derivatives for a ligand under a single set of experimental conditions.

The binding affinity of a receptor for a ligand can be measured by ACE only if the

electrophoretic mobility of the receptor changes upon the association of the ligand.

For inhibitors 1 and 3, the association of these ligands results in a measurable change

in the mobility of HCA II; the receptor–ligand complex differs by approximately

one unit of charge from the receptor in its free form. The change in mobility of

HCA II due to the association of the neutral inhibitor 2 is negligible. To measure

the binding affinity of a receptor for a neutral ligand, we used a competitive binding

assay where we measured the change in mobility of the complex of the receptor and

charged ligand, L±, as a function of increasing concentrations of the neutral ligand,

L0 [49]. Applying eqs 2.4–2.6 to the observed changes in mobility, we obtain an

apparent binding constant of the neutral ligand, K0,app
b . The true binding constant

of the neutral ligand, K0
b , is then obtained from K0,app

b and the known value of the

binding constant, K±b , and concentration of L±:

K0
b = K0,app

b (1 + K±b [L±]) (2.8)

Structure of HCA II and complex. We used a crystal structure of HCA II

complexed to a benzene sulfonamide inhibitor (PDB identifier 1cnw) [14]. Polar

hydrogens were added to the structure using the hbuild facility in the program

charmm [18, 19]. The protein was kept at the same conformation in the unbound

state in order to cancel grid energy terms from the solution of the linearized Poisson–

Boltzmann equation. The RMS deviation in Cα positions between the ligand-bound

structure which was used and an unbound structure of HCA II [39] is 0.17 Å,

confirming that there is very little structural change in HCA II upon binding a benzene

sulfonamide. The sulfonamide structure was modified so that its R groups were those

of ligands 1, 2, and 3. Those parts of the ligand structures that were not present

the x-ray crystal structure were minimized using the charmm22 all-atom parameter
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set [85]. The protein and sulfonamide group were fixed at their crystal structure

coordinates during the minimization.

The water bound in the active site of HCA II has a pKa of 7 [82], and would

therefore be hydroxide ion at the pH of the charge ladder experiments (8.4). The

unbound state was therefore modeled with a hydroxide ion bound. The geometry of

the hydroxide ion as bound to the zinc was taken from the geometry optimizations

described below.

Partial Atomic Charges. The Poisson–Boltzmann calculations require partial

atomic charges for all atoms in the unbound and bound state. Charges for

HCA II (except the three histidine side chains coordinating Zn2+, as described

below) were taken from the parse parameter set [131]. The functional groups

in the inhibitors that have parameters in the parse parameter set (e.g., amines,

amides, and carboxylates) were assigned charges accordingly. However, many of the

charges in the inhibitors (i.e., those of the benzene sulfonamide groups) were not

given by the parse parameters and were therefore assigned by ab initio methods.

The molecules were each divided into fragments separated by methylene groups.

The electrostatic potential of the fragments that do not have parse charges was

computed, and point charges were fit to the atom centers using the resp method [7].

Geometry optimizations and electrostatic potential calculations were carried out with

the program Gaussian 94 [40] as described below.

First, the geometry of the benzene sulfonamide fragment of inhibitor 1 was

determined at the 6–31G** level. The charged nitrogen and the carbon atoms bonded

to it were omitted from the optimization, since their charges can be taken from the

parse parameter set, and their orbitals would not be expected to significantly alter

the charges in the rest of the molecule.

The geometry of zinc complexed with three imidazole rings (to model His 94,

96, and 119) and with a hydrogen-substituted sulfonamide was optimized at the 3–

21G level with the Wachters-Hay all-electron basis set for zinc as implemented in the

program Gaussian 94 [40]. This smaller basis set was required in order to allow the

calculation to finish in a reasonable time. Full optimization of this system resulted in
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a significant conformational change of the imidazole rings with respect to the crystal

structure, so the complex was optimized while keeping the dihedral angles fixed to

their x-ray crystal structure values. The difference in partial charges assigned with

dihedrals free and fixed was less than 0.05 for all atoms except for zinc and the

histidine nitrogens liganded directly to it. These atoms were more highly charged

(each nitrogen by ≈ −0.1 and zinc by +0.3) when the dihedrals were fixed.

The full benzene sulfonamide structure was appended to the zinc complex so

that it had the proper orientation with respect to the zinc and the histidines. The

electrostatic potential of the full complex was calculated at the 6–311G** level. Point

charges were fit to the atomic centers using the resp program, and the charges were

constrained so that the total charge on the Zn2+ plus histidines was +2. The complex

of hydroxide with the zinc and histidines was also assembled and optimized at the

3–21G level, again while keeping the dihedral angles along the Zn2+–N coordination

fixed. The charges on the Zn2+ and histidines were similar in both complexes (within

0.05 charge units), and therefore their charges were averaged to give the charges used

in the electrostatic calculations. The final charges used on the sulfonamides, the Zn2+,

and the histidines are shown in Scheme 2.1.

Continuum Electrostatic Calculations. Calculations of the electrostatic free

energy were carried out using a locally modified version of the program delphi [46,

47, 126]. The linearized Poisson–Boltzmann equation was solved iteratively at 2.0

grids/Å and at an ionic strength of 0.025 M. Each calculation of the potential in

the bound and unbound states was repeated with ten different translations of the

grid with respect to the molecule (i.e., the molecular geometry was unchanged). The

standard deviation of the ∆∆G values over these translations was never more than

5×10−4 kcal/mol, except in the case of Lys-170, where it was not more than 3×10−3

kcal/mol for any of the inhibitors. Therefore, the numerical error associated with the

finite difference method is small compared to the values being computed.

Modified Analysis of Binding Free Energies. Since the calculations suggest

that each rung may contain a distribution of receptors with a distribution of binding

affinities, a conventional Scatchard analysis may not describe the binding curve
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correctly. Let us assume that the observed value of the fraction of bound receptors,

θobs, represents an average over the receptors,

θobs =
〈

[L]

Kd,i + [L]

〉
(2.9)

where each receptor i may have a different dissociation constant Kd,i. Given some

distribution of receptors with an average ∆G of ∆G and a standard deviation about

the mean ∆G of σ, we may express the observed theta as:

θobs = θ̂ +
(
σ

RT

)2( K̂
[L]

)(
K̂

[L]
− 1

)
θ̂3 (2.10)

Here, K̂ is the dissociation constant corresponding to a receptor with the average

binding energy. The theta versus ligand concentration data for each rung of the

charge ladder can be fit to this equation (using a non-linear least-squares fit [113]) to

give ∆G and σ.

The results are not shown here because when computed the statistical significance

of fitting to an additional parameter, σ, was dubious. The analysis, however, showed

that the standard deviation of rung 0 was zero, since this rung represents only one

species. The standard deviation gradually increased with increasing rung number,

suggestive of a broader range of binding energies.
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Scheme 2.1: A The structures of the benzene sulfonamide inhibitors substituted in the
para position with neutral and charged pendant groups. The partial atomic charges
used are shown next to the atoms. B The partial atomic charges used on the Zn2+

and the histidine side chains in the active site of HCA II.
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Figure 2.1: Electropherograms illustrating the change in the electrophoretic mobility
of the rungs of the charge ladder of HCA II with increasing concentrations of inhibitor
1.
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Figure 2.2: The structure of HCA II. The lysine side chain nitrogens and hydrogens
are in pink. The active site zinc ion is shown as a gold sphere, and the side chains of
the histidines ligated to it are shown in blue. The surface of the protein is depicted
with white dots, and the surface of the bound inhibitor (inhibitor 1) is shown with
green dots. All of the lysines are surface accessible, as indicated by the pink dots
where the lysine amino groups contact the surface.
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Scheme 2.2: An illustration of the three contributions to ∆∆G of binding.
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Figure 2.3: Thermodynamic cycle for the binding of a ligand to HCA II. HCA II is
shown as a circle with a conical binding pocket. When it binds a sulfonamide ligand,
hydroxide is displaced from the binding site. The lysine being acetylated is shown
with a + charge in its native state and as neutral in its acetylated (uncharged) state.
The difference in electrostatic binding free energy caused by acetylating the lysine can
be determined by finding the energy of charging (deacetylating) the lysine in both
the bound and unbound (hydroxide-bound) states.



Figure 2.4: Histogram of distances from the Lys ε-amino groups in HCA II to the
ammonium group of inhibitor 1 bound in the active site.
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Figure 2.5: Plot of the free energy of binding (∆G) determined by ACE versus the
number of acetylated lysines (n) for each of the three inhibitors. The solid lines
represent the least-squares fit to the data points, and the dashed lines represent the
calculated values of the slopes as determined from the “null” model. The filled squares
are the experimental data for inhibitor 1, the open circles are for inhibitor 2, and the
filled circles are for inhibitor 3.
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Figure 2.6: Histograms of ∆∆Gdir, ∆∆Gindir, and the total ∆∆G as calculated for
each of the three inhibitors. The values of ∆∆Gdir and the total ∆∆G calculated for
Lys-170 in the presence of inhibitors 1 and 3 are much larger in magnitude than the
other ∆∆G values. These four values are printed on the histograms.
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Figure 2.7: A simulated plot of ∆G versus n. The filled squares, open circles, and
filled circles represent experimental data as in Figure 2.5. The lines represent a fit
of the calculated ∆∆G values to the experimental data. The rates of acetylation of
each lysine were chosen so that the fit to the experimental data was optimized.
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Figure 2.8: Six different patterns of acetylation that fit the data shown in Figure 2.7.
In A–F, the bottom most line plots the fraction of each lysine that is acetylated in
the second rung of the charge ladder. The second line from the bottom plots the
fractions for the fourth rung, and so on. The patterns of acetylation are significantly
different, yet they produce identical values of ∆G (see Figure 2.7).
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Figure 2.9: A simulated charge ladder experiment. The fraction of each possible
protein derivative was chosen to be consistent with the ∆G versus n plot. The
concentrations of inhibitor 1 are shown in the Figure. 0.5 µM was chosen in order to
maximize the separation between protein derivatives. Note that each rung appears
as a single peak, as in the experiments, despite the spread in values of ∆∆G for each
lysine. 10 µM is saturating, and the peaks are therefore shifted over one charge unit
relative to their position with no ligand present.
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Figure 2.10: A plot of the effective dielectric constant for pairwise charge–charge
interactions versus distance. The squares denote Lys–inhibitor 1 interactions, the
triangles denote Lys–inhibitor 3 interactions, and the circles denote Lys-hydroxide
interactions.
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Chapter 3

Electrostatic Contributions to

Zif268 Zinc Finger–DNA Binding

3.1 Introduction

Electrostatic interactions play an important role in determining the structure and

function of biological molecules. The role of electrostatics is particularly important

in the case of DNA-binding proteins, which generally interact with the negatively

charged phosphate backbone of DNA in addition to its hydrogen-bonding bases.

Although the coulombic interaction in a salt bridge or hydrogen bond is clearly

favorable, the groups involved must be desolvated to make such interactions, and

thus the net contribution of electrostatics to binding may be unfavorable. Previous

calculations have shown that replacing some individual salt bridges with hydrophobic

groups would lead to more stable proteins [59], although the results depend on the

particular environment of the salt bridge. In a study using combinatorial mutagenesis

to probe a salt bridge triad in Arc repressor, Waldburger et al. [141] found that

simultaneous hydrophobic substitutions for all three residues stabilized the protein.

Wimley et al. [144] also found that salt bridges were electrostatically destabilizing

using a peptide model system. More recently, Albeck et al. [1] studied a larger set

of electrostatic interactions in the TEM-1-β-lactamase–BLIP interface using double

and higher-order mutant cycles. They found that salt bridges were either neutral
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or unfavorable in isolation but favorable in a background of other complementary

electrostatic residues, illustrating the importance of the protein environment in

determining the effect of a salt bridge. As previously pointed out [60], charged side

chains are less solvated in folded proteins than in unfolded proteins, and therefore

one might expect a smaller desolvation penalty for binding than folding. This may

account in part for the favorable salt bridges observed in the TEM-1-β-lactamase–

BLIP complex [1]. In addition, protein–DNA binding interfaces are rich in charged

and polar groups. A network of charged and polar groups may result in somewhat

more favorable electrostatics since each group may be able to make more favorable

interactions while not paying a substantially larger desolvation penalty.

Other theoretical studies have suggested that hydrogen bonds also tend to be

unfavorable to folding. Using free energy simulation, Wang et al. [142] find that the

electrostatic contribution of hydrogen bonds to α-helix formation is unfavorable. In

addition, Yang and Honig [147–149] have used Poisson-Boltzmann electrostatics to

predict that the electrostatic contributions to α-helix, β-sheet, and turn formation

are all unfavorable.

In this work we have examined the role of electrostatics in a protein–DNA

complex — the Zif268 zinc finger complexed to a consensus binding site. A continuum

electrostatic model was used to account for interactions in the complex and in the

unbound state. In this model, the solute atoms were treated as point charges in a

low-dielectric medium whose boundary was defined as the molecular surface. The

solvent was modeled as a high-dielectric continuum with a Debye-Hückel treatment

of salt. The model has been applied to other protein–DNA complexes to study the

effect of salt concentration [2, 93, 94, 151], the “steering” of ligands to receptors

[2, 72, 124, 151], temperature effects [2] and pKa shifts upon binding [94]. Here, the

continuum model was used to study the electrostatic interactions involved in binding

of Zif268 to DNA. Calculations on other complexes have shown that electrostatics

tend to disfavor binding in protein complexes [60, 95, 100, 101, 123]. A study of this

highly charged complex may provide additional insight into the role of electrostatics

in binding. Moreover, the current study analyzes the changes in interactions between
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pairs of chemical groups and between individual chemical groups and solvent that

accompany binding.

The crystal structure of a Zif268-DNA complex was solved to 2.1 Å resolution

by Pavletich and Pabo [107]. A second structure was solved to 1.6 Å resolution by

Elrod-Erickson et al. [38]. The latter, which was used for this work, is shown in

Figure 3.1. It consists of three zinc finger domains, each of which makes contacts

to a three base-pair subsite on the DNA. The amino acid and DNA base numbering

described here will follow the convention of Elrod-Erickson et al. The bases on the

strand of DNA that makes the most protein contacts are numbered from 1 to 11,

and the numbers 2’ to 11’ refer to the bases that are complementary to the unprimed

bases. There are four protein residue positions in each finger that make direct base

contacts, and these are labelled positions −1, 2, 3, and 6 (numbering relative to the

start of the α-helix). In each zinc finger domain, amino acid position −1 contacts

the base at the 3’ end of the primary DNA strand. The amino acid at position 3 is

closest to the central base, and amino acid position 6 is nearest the base at the 5’ end

of the subsite.

The role of each of these residues in the zinc finger’s binding affinity has been

studied experimentally. We will consider each group’s role in terms of its solvation

and direct electrostatic interactions across the interface. In addition, we consider

“indirect” intramolecular electrostatic interactions, caused by reduced solvent screen-

ing in the bound state relative to the unbound state. In similar calculations on the

GCN4 leucine zipper, substantial favorable electrostatic contributions were predicted

from groups in the same molecule [60]. In a study of the electrostatic contributions

to the binding of carbonic anhydrase II to several ligands, indirect effects were

computed to be nearly equal in magnitude to direct electrostatic interactions [20].

Although individual electrostatic effects are difficult to resolve by experiment, the

total predicted electrostatic effects in this system were consistent with experiment.

Others have pointed out the potential importance of the indirect effect in binding

DNA [35, 96, 140, 143]. Binding of protein to DNA causes decreased screening of the

phosphates, and increased inter–phosphate repulsion. Any protein that binds DNA

47



must overcome this unfavorable contribution.

It is clear that a DNA binding protein should contain positively charged side chains

to interact with the phosphates of the DNA. However, in the zinc finger (as well as a

few other DNA binding proteins) the protein has a few negatively charged residues,

even at the interface. When new zinc finger sequences were selected using phage-

display methods, a preponderance of the new sequences also had negatively charged

residues at the protein–DNA interface. Examples of this type of result include phage

selections on an NRE binding site [53] as well as selections for variants that bind to

the prototypical Zif268 DNA binding site [66, 67]. An analysis of the contributions

of each group in the protein and DNA may give some insight into the reason for this

preference.

3.2 Methods

Structure Preparation. The calcluations were carried out using the crystal

structure of Zif268 bound to DNA from the Protein Data Bank [38]. (pdb code

1aay) Polar hydrogen atoms were positioned using the hbuild facility of charmm

[19]. All electrostatic calculations used the charmm param19 parameters [18] for

protein and an experimental set for DNA [146].

The electrostatic energy was analyzed by dividing the complex into chemical

groups. The chemical groups all carried a charge of −1, 0, or +1, and they

corresponded to intuitive chemical groupings. Each amino acid residue was divided

into three groups: side chain, backbone carbonyl, and backbone amino (Cα–N–H).

Each ribonucleotide residue was divided into base, ribose, and phosphate groups. The

C1’ atom (which has a total charge of 0.26) was included in both the base (with a

charge of 0.06) and the ribose (charge of 0.20) so that both groups were neutral. The

phosphate group had a charge of −1 and included all four oxygen atoms bonded to a

phosphorous. By convention, we refer to the phosphate group on the 5’ side of a base

as the phosphate associated with that base. Thus, phosphate group guanine 7 is the

phosphate on the 5’ side of guanine 7. Each zinc ion and its coordinating cysteine
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and histidine side chains were treated as one complete group with a total charge of 0.

Partial atomic charge assignment for zinc–Cys2–His2 complex. Charges

were assigned to each of the three zincs in Zif268 using a fit to electrostatic potentials

computed from ab initio methods. The geometry of zinc complexed with two

methylimidazole molecules and two methanethiolate molecules (to model the His and

Cys side chains, respectively) was optimized at the 3–21G level with the Wachters-Hay

all-electron basis set for zinc as implemented in the program Gaussian 98 [41]. The

dihedral angles were constrained to be the same as finger 1 in the crystal structure.

The electrostatic potential was computed using the 6–31G* basis set, and the atomic

charges were fit using the program resp [7]. This procedure resulted in a charge

of +1.160 on the zinc, a total charge of −0.704 on each Cys side chain, and a total

charge of +0.124 on each His side chain.

Continuum Electrostatic Calculations. All electrostatic calculations were

carried out using a locally modified version of the program delphi [46, 47, 126]. The

interior dielectric constant was set to 4 and the exterior dielectric to 80. The linearized

Poisson–Boltzmann equation was solved with an ionic strength of 0.145 M and a 2-Å

Stern layer. Each calculation of the potential in the bound and unbound states was

repeated with ten different translations of the grid with respect to the molecule (i.e.,

the molecular geometry was unchanged). Results for the total binding free energy

from the linearized Poisson–Boltzmann equation agreed with those from the non-

linear form to less than 10%. The linear form allows the results to be analyzed in terms

of contributions from individual groups because of superposition. Contributions from

individual groups were calculated on a 65x65x65 grid with four levels of focussing:

23%, 92%, and overfocussing at 184% and 368%. The final grid spacing was 4.9 grid

units/Å. Short- to medium-range interactions between groups were computed from

the overfocussed grid. Long-range interactions were computed using the finest grid

upon which both groups fit. This scheme was validated by comparison to results from

a 257x257x257 grid with no overfocussing, both for the total energy of the system

and for solvation and interactions from selected groups. The agreement between

the overfocussed results and the results from a 257x257x257 grid is excellent. The
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difference in ∆∆Gcontrib caused by overfocussing for each group tested was less than

0.01 kcal/mol, and the difference in the total electrostatic binding free energy was

0.03 kcal/mol. Hence overfocussing was used to increase computational efficiency

without sacrificing accuracy.

For each group used in the electrostatic analysis, three energy terms were

calculated for forming the protein–DNA complex. ∆∆Gsolv is the difference in the

group’s interaction with solvent in the complex and the unbound state. The direct

interaction, ∆∆Gdir, is the group’s solvent-screened interaction with groups across

the interface. The indirect interaction, ∆∆Gindir, is the change in solvent screening

of a group’s interaction with other groups in the same half of the complex. These

individual terms were computed as in our previous work [60].

It is convenient to have a single number for each group to represent its overall

contribution to binding. We define ∆∆Gcontrib as the sum of ∆∆Gsolv for a group

plus one-half of its ∆∆Gdir and ∆∆Gindir with other groups. In this way, each

interaction is divided equally between the two groups responsible, and the total of all

contributions adds up to the total binding free energy. The mutation term, ∆∆Gmut,

is the sum ∆∆Gsolv + ∆∆Gdir + ∆∆Gindir for a particular group. It corresponds to

the change in binding free energy caused by mutating in the partial atomic charges

for the group in question (i.e., for mutating from a hydrophobic isostere to the actual

charge distribution).

Mutations. DNA mutations were made by simply deleting the base pair in the

crystal structure and replacing it with the mutant base pair in standard geometry as

defined by the parameter set. The four side chains of finger 2 that contact these base

pairs were then allowed to relax. Subsequent partial relaxation of the local protein

environment was achieved by a search of a discrete set of side chain rotamers using the

dead-end elimination algorithm [32, 48]. The side chains chose the minimum energy

structure from a library including their crystal structure coordinates. The rotamer

library of Dunbrack and Karplus [34] was used and expanded with rotamers of ±15◦

about χ1 and χ2 and rotamers of ±20◦ about χ3. The rotamers of histidine included

the three different protonation states of the side chain. This resulted in a total of
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2188 Arg rotamers, 82 Asp rotamers, 165 His protonation/rotamer states, and 82 Thr

rotamers. In each of the control DNA mutations, where a DNA base pair was replaced

with an identical rebuilt base pair, the crystal structure conformation of the four side

chains had the lowest computed energy. When base pair 5 was mutated, each side

chain again chose its crystal structure conformation. When base pair 6 was mutated

to any of the three other base pairs, the His 49 side chain changed conformation

slightly to avoid a poor electrostatic interaction with the mutated bases. When base

pair 5 was mutated, Arg 46 changed conformation to avoid a steric clash with the

mutated base pair, and His 49 moved to accomodate the new conformation of the

Arg 46 side chain.

Mutations of protein side chains to Ala were carried out by simply removing the

atoms of the side chain beyond Cβ.

3.3 Results

The Zif268–DNA complex is shown in Figure 3.1 [38]. It consists of three

zinc finger domains, each of which makes contacts to a three base-pair subsite

on the DNA. The total electrostatic contribution to protein–DNA binding in

the Zif268 complex was calculated using a continuum electrostatic model. The

overall electrostatic contribution was +25.7 kcal/mol, which is unfavorable as in

many other macromolecular complexes that have been studied by this method

[59, 93, 95, 100, 101, 123, 127]. The cost of protein desolvation was 93.4 kcal/mol and

that of DNA desolvation was 39.9 kcal/mol. These desolvation costs were not fully

compensated by the total screened intermolecular interactions of −101.7 kcal/mol

and the total intramolecular contribution of −5.9 kcal/mol; hence the unfavorable

overall electrostatic contribution to binding.

The total electrostatic binding free energy was decomposed into a sum of terms

representing desolvation and pairwise interaction terms between groups of atoms in

the protein. The protein was divided into amino groups (consisting of H–N–Cα),

carbonyl groups (C–O), and side chains. The DNA was divided into phosphate
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(including the O5’ and O3’), ribose, and base groups. Each zinc center was considered

together with the four side chains that coordinated it as a single group. The groups

were chosen to have integer charge. We define three types of terms: solvation, direct,

and indirect. The solvation term is the loss of solvent interactions upon binding,

which is always unfavorable. A direct interaction is simply an intermolecular solvent–

screened coulombic interaction between two groups. An indirect term results from an

intramolecular interaction between two groups in the same portion of the complex.

Because the two groups interact in both the bound and unbound states, only the

difference in interaction energy between bound and unbound states contributes to

the overall binding free energy. We define this difference as the indirect term. Since

the protein and DNA were treated as rigid in this calculation, the indirect terms

simply reflect a difference in solvent screening. Thus, we might expect the indirect

term for an arginine and asparate pair to be favorable, because binding typically

reduces the solvent screening, thereby giving an interaction energy that is larger in

magnitude.

3.3.1 Solvation Effects

The total desolvation free energy contribution of 133.7 kcal/mol was dominated by

contributions from charged groups. The charged side chains of the protein contributed

82.3 kcal/mol and the phosphates contributed 27.5 kcal/mol for a total of 109.8

kcal/mol from charged groups. Most of the remaining desolvation penalty was from

the DNA bases, which accounted for 11.9 kcal/mol, and from the polar side chains of

the protein, which contributed 9.3 kcal/mol.

The zinc centers in fingers 1 and 2, when considered with their coordinating

residues, paid desolvation penalties of 1.7 and 1.5 kcal/mol, respectively. The bulk

of this solvation free energy (> 90%) was from His 25 and His 53, respectively, which

contact phosphates in the primed strand of the DNA. It is likely that the zinc of

finger 3 would also be desolvated in a native complex; however, the DNA in the

crystal structure does not have a phosphate on residue 12’ (i.e., the 5’ end of the

primed DNA strand). This phosphate would be expected to desolvate His 81, but its
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absence resulted in a desolvation penalty for the finger 3 zinc center of less than 0.1

kcal/mol.

3.3.2 Effective Pairwise Interactions

Table 3.2 lists all effective pairwise interactions involving protein and DNA and

greater than 2.0 kcal/mol in magnitude. Direct interactions are listed at the top

of the Table, and indirect interactions are listed below the line. Both sets are sorted

according to magnitude. All of the larger favorable interactions (< −4.0 kcal/mol)

involve group pairs that formed two hydrogen bonds in the structure. In addition,

there are five pairs that are computed to interact strongly but do not form hydrogen

bonds. The side chains of Arg 24, Arg 46, and Arg 74 each made strong interactions

with one or two phosphates but only made direct contacts with a guanine base.

Several phosphate groups also made strong interactions with Arg side chains in the

protein through hydrogen bond contacts. Zinc groups 1 and 2, which include His 25

and His 53, also form hydrogen bonds with the phosphate backbone that result in

substantial favorable interactions.

Five Arg–Gua pairs in the complex were among the strongest interactions, even

though they represent charged–polar, as opposed to charged–charged, interactions.

Three of the Arg residues (at the −1 position in each zinc finger helix) were hydrogen-

bonded to Asp side chains; indirect contributions of these salt bridges were nearly as

strong as the strongest direct interactions, which is remarkable considering that only

the change in their mutual solvent screening upon binding contributed.

Overall, indirect interactions in the complex made a small contribution compared

to direct interactions and solvation; however their role was still significant. The total

∆∆Gindir for DNA was +8.3 kcal/mol and for protein was −14.2, for a total ∆∆Gindir

of −5.9 kcal/mol (Table 3.1). The unfavorable contribution of DNA to ∆∆Gindir

was caused mainly by enhanced phosphate–phosphate repulsions, which accounted

for +16.4 kcal/mol (partially compensated by other indirect interactions within the

DNA). The favorable contribution of the protein to ∆∆Gindir resulted from the three

Arg–Asp pairs, which each contributed 4.8–5.2 kcal/mol to binding affinity. Other

53



substantial indirect contributions were made by Arg 74–Glu 77 and Arg 24–Asp 48

pairs. While neither formed a hydrogen bond, each contributed −2.4 kcal/mol to

∆∆Gindir. No individual contributions greater than 2 kcal/mol in magnitude resulted

from pairwise interactions of a polar, uncharged group pair or from a single pairwise

phosphate–phosphate interaction.

By far the largest unfavorable ∆∆Gindir contribution was +5.3 kcal/mol, made

by Arg 24–Arg 46. These two arginine side chains were in adjacent fingers, stacked

on top of one another. In the unbound state they were both exposed to solvent, but

in the bound state, they became fully buried, which increased the strength of their

electrostatic repulsion. However, this unfavorable interaction was compensated by

several favorable interactions made by each of these groups, some of which are listed

in Table 3.2.

The protein backbone had an interaction with the phosphates of −11.2 kcal/mol.

The interactions did not include any direct hydrogen bonds between the α-helices and

the phosphate. They are favorable because the positive N-terminal end of the α-helix

backbone dipoles is directed toward the DNA. The protein backbone’s interactions

with the other groups of the complex are small compared to this effect (unfavorable

by a total of 2.2 kcal/mol).

3.3.3 Contributions of individual chemical groups

We define the contribution (denoted ∆∆Gcontrib) of a group to binding by adding

its full desolvation penalty to half of its direct and indirect interactions (each

interaction has half its value assigned to each group in the pair). In this way, the

group contributions are additive so that the sum of contributions is equal to the

total electrostatic binding free energy. The ∆∆Gcontrib values do not correspond

to a simple experiment — rather, they provided a convenient deconstruction of the

electrostatic binding free energy energy among the constituent groups in the system.

A complementary method of describing the role of each group is given by the mutation

free energy (denoted ∆∆Gmut), which is the sum of a group’s desolvation penalty and

its full interactions. The mutation energies do not add to give the full binding free
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energy, but they do correspond to at least a conceptual experiment. The ∆∆Gmut

of a group represents the effect on binding of mutating from a group with no partial

atomic charges (a hydrophobic isostere) to the fully charged group.

Table 3.3 shows all groups with ∆∆Gcontrib or ∆∆Gmut larger than 1.0 kcal/mol

in magnitude. These groups are also illustrated in Figure 3.2. The five most favorable

contributions were all from the five Gua bases hydrogen-bonded to Arg side chains

from the zinc fingers. Since the bases were electrostatically neutral, their desolvation

penalty was relatively low (0.8–1.0 kcal/mol for each of the five Gua bases). The net

result was that their desolvation penalties were easily compensated by their favorable

interactions with arginines (see Table 3.2.) The only other interactions larger than 1.0

kcal/mol in magnitude involving these Gua bases were the unfavorable interactions

of Gua 10, 7, and 4 with the Asp side chains that are hydrogen-bonded to their

respective Arg partners. (Each of these repulsions was +1.1–1.2 kcal/mol.)

The only other favorable contribution larger than 1.0 kcal/mol in magnitude was

that of Arg 55. This is somewhat surprising considering that Arg 55 did not contact

the DNA directly. In fact, its failure to contact the DNA was part of the reason

that its contribution was favorable. Its desolvation penalty was only 0.5 kcal/mol,

but it made favorable interactions with phosphates 4, 7’, and 8’ (−0.5, −1.0, and

−1.1, respectively). Removing the charge from this Arg side chain resulted in a

computed loss of 2.8 kcal/mol of binding affinity. The two side chains that occupied

homologous positions in fingers 1 and 3, Arg 27 and Lys 83, also did not contact

the DNA. These groups had favorable values of ∆∆Gmut: −1.2 kcal/mol and −1.3

kcal/mol, respectively.

We are not aware of experiments that have probed the role of these residues

directly. To determine the possible significance of these residues, we aligned 1949

different Cys2–His2 zinc finger sequences from SWISS-PROT. The alignment showed

that at this position in the zinc finger, an Arg or Lys residue was present in 71% of the

sequences, consistent with previous statistical studies [65]. This observation supports

the conclusion from the electrostatic calculation, which suggests that a positively

charged residue at this position contributes strongly to DNA binding affinity, despite
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the fact that in this structure, the side chains do not contact the DNA directly.

There are two other positions in a zinc finger domain where Arg/Lys is even more

highly conserved. The first is Arg 3/Lys 33/Lys 61 in the Zif268 structure, a position

occupied by Arg/Lys in 80% of the sequences in the database. Arg 3 had a computed

∆∆Gmut of −3.5 kcal/mol, and it contacted phosphate 8. Lys 33 and Lys 61 did not

contact the DNA directly, but were also predicted to have favorable ∆∆Gmut values

of −1.0 and −1.3 kcal/mol. These two lysines were part of a conserved TGEKP linker

[65], which is known to contribute to binding affinity [23, 74]. This analysis suggests

that the Lys contributed to binding affinity due to its interactions with phosphates,

which more than compensated for its desolvation penalty. The other highly conserved,

positively charged position is Arg 14/42/70 in Zif268. These residues also interacted

favorably with phosphates. Arg 14 and 42 had ∆∆Gmut values of −2.7 and −1.5.

Arg 70 had a computed ∆∆Gmut of 0.1 kcal/mol, but phosphate 1 was not present

because the 5’ end of the DNA in the crystal structure was not phosphorylated.

Hence it may make better interactions with a long strand of DNA than with the

oligonucleotide in this structure. There are a total of 15 Arg/Lys residues in Zif268

that are conserved in at least 20% of the sequences in the database. All of these

have substantially favorable ∆∆Gmut values (with the exception of Arg 70) shown in

Table 3.3. Conversely, there are 5 Arg/Lys residues in Zif268 that are not conserved

in the sequence database. Of the five (Arg 15, Arg 38, Lys 71, Arg 78, Arg 87), only

Arg 78 is predicted to have a substantial interaction with the DNA. Leucine occurs at

this position in 86% of the zinc finger sequences, which may indicate a different type

of structural or functional role for this residue. In any event, there is a reasonably

good correlation between positively charged residues that are predicted to contribute

to binding affinity and residues that are conserved as Arg or Lys.

There was a larger number of residues with an unfavorable ∆∆Gcontrib than with

a favorable contribution. Five of the seven most unfavorable contributors were the

five arginines partnered with guanines in the DNA. While the Gua’s were neutral

and had small desolvation penalties, the Arg’s were charged (and perhaps more

highly desolvated), and hence paid a much larger desolvation penalty, but recover the
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same Arg–Gua interaction. The Arg contribution terms included other significant

interactions with phosphates and nearby negatively charged side chains, but these

were not enough to fully compensate the desolvation penalties of 6.0–10.8 kcal/mol

incurred by these five arginines (all the desolvation penalties are 8.3 kcal/mol or

more except for Arg 80, at the outside of finger 3). Other groups with an unfavorable

∆∆Gcontrib included the side chains of Glu 21 and 77, at position 3 of the helices in

fingers 1 and 3. These two residues may affect DNA specificity, as discussed below.

Additional unfavorable ∆∆Gcontrib’s came from the Asp side chains at position 2

of each helix, and from a few phosphates in the DNA. Although their ∆∆Gcontrib

was unfavorable, the removal of charge from most of these groups would not greatly

enhance binding affinity (as reflected in ∆∆Gmut). The scarcity of positive ∆∆Gmut

values indicates that the electrostatic interactions are networked to a significant

extent: removing all charge from the complex would substantially favor binding,

but removing charge from any single group is likely to hamper binding.

3.3.4 Pairwise Mutation

In previous work, it has been shown that electrostatics generally tend to be

destabilizing. In particular, results have shown that salt bridges and hydrogen bonds

are often unfavorable to protein folding and binding [59, 60]. In the Zif268–DNA

complex, the effects of several pairwise mutations from hydrophobic isosteres to actual

polar and charged chemical groups are shown in Table 3.4 for pairs of groups that

spanned the binding interface. Table 3.4 lists all the pairs of groups that formed an

intermolecular hydrogen bond involving a charged group. The first ten entries are

charged–neutral group interactions, and the last three are salt bridges. Zinc groups

1 and 2 refer to to the zinc ions in fingers 1 and 2 and their four coordinating side

chains. The groups hydrogen bond to DNA phosphates via His 25 and His 53 side

chains, respectively, and these His side chains are responsible for the electrostatic

interactions of these groups. If we consider the charges only on these His side chains

instead of the zinc and all surrounding side chains, then none of the entries in Table 3.4

changes by more than 0.1 kcal/mol. In Table 3.4, ∆∆Gbridge is the solvent-screened
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electrostatic interaction free energy between the two bridging groups. ∆∆Genv is

the total contribution to binding from the group pair that was not counted in either

∆∆Gsolv or in ∆∆Gbridge. It includes the solvent-screened interaction each of the

groups made with its binding partner plus the indirect contributions to binding from

within the same partner. ∆∆Gtotal is the total effect on binding of the charges in the

two groups.

The results show that many pairs of electrostatic groups favored binding slightly,

in contrast to previous results which showed a general trend for electrostatics to

disfavor binding. The reasons for this difference are threefold: (1) the analysis for the

Zif268 complex involved binding rather than folding, and many of the groups were

already partly desolvated in the unbound state; (2) there were many charged residues

in the complex, and these tended to make additional favorable interactions that

stabilized each group pair through network effects; and (3) many of the interactions

in the complex were charged–polar, and the polar group only had a small desolvation

penalty. In this complex, the charged–polar interactions were more favorable on

average than the salt bridges. (Here we are ignoring the interactions with phosphate

7, which is complicated because it is a three-way network of charged–charged–polar

interactions.) Interestingly, when ∆∆Genv is ignored, all of the interactions Table 3.4

become unfavorable. All pairs require favorable interactions with other charged and

polar groups in the complex in order to be favorable overall.

3.3.5 DNA Mutations

To consider the basis of zinc finger DNA-binding specificity, we built several DNA

mutants of the Zif268 zinc finger complex. Table 3.5 shows the results of electrostatic

calculations, given as ∆∆G with respect to the values calculated for the crystal

structure. The structure of finger 2 is shown in Figure 3.3. Semi-quantitative binding

data for these mutants has been obtained by Nardelli et al. [97]. Their experiments

were conducted on Krox-20, a zinc finger transcription factor which has 94% sequence

identity to Zif268 in its zinc-finger regions. The two sequences are 100% identical

in finger 2, the finger closest to the DNA subsite that is considered here. The
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experimental results of Nardelli et al. are included in Table 3.5. Here, +++ indicates

binding to the mutant within 2.5-fold range of wild-type, + indicates binding 5- to

20-fold lower than wild-type, and − indicates binding at least 20-fold lower than wild-

type. Additional experimental results are available from Swirnoff and Milbrandt [138],

who selected DNA sequences with affinity to either Zif268 (also known as NGFI–A)

or Krox-20. Their selection experiments demonstrated a preference for the sequence

T(G/A)G. However, a more quantitative gel shift assay showed that at position 5,

the DNA in this structure had only a 1.5-fold higher affinity for Krox-20 than when

G was substituted at position 5, and only a 4-fold higher affinity than when C was

substituted. Despite this relatively weak preference, T was observed in 100% of the

oligonucleotides selected for binding to Krox-20. In a similar experiment with Zif268,

the preference for T was not as pronounced: T was selected with a frequency of 83.6%,

and G had a frequency of 14.5% at this position. If the difference in these two results

were not due to random variation in the oligonucleotide pools, they must be due to

sequence differences far from the binding site, as Krox-20 and Zif268 have identical

sequences in finger 2.

The computational results predicted that G was slightly favored over T at

position 5, but otherwise agreed with the results of Nardelli et al. that all bases

can be tolerated at position 5. The computational results also showed that only G or

A could be tolerated at position 6, as shown experimentally by both Nardelli et al.

and Swirnoff and Milbrandt. The calculated structures placed adenine or guanine so

that N7 could form a hydrogen bond with His 49. The substitution of a pyrimidine

base forced the His side chain to move, thereby disrupting any hydrogen bond that

could form and decreasing the affinity.

At position 7 of the DNA, the calculations predicted a clear preference for G over

any other base. The experimental results of both Swirnoff and Milbrandt and Nardelli

et al. predicted this preference. However, the results of Nardelli et al. showed that

the preference for G over the other three bases was only 5- to 20-fold in magnitude

— not as large a difference as the calculations suggest. In the cases of the GGC or

GGA sequences, the exocyclic amines of Cyt or Ade made an unfavorable interaction
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with Arg 46 in the protein. The way in which the complex avoids this unfavorable

interaction may be difficult to determine without allowing more flexibility at the

protein–DNA interface.

3.3.6 Protein Mutations

To further examine the importance of electrostatic interactions in this system, we

compared the computed electrostatic interactions of several protein mutants to

experiments of Elrod-Erickson and Pabo [37]. The mutations involved the four side

chains of finger 1 that contacted DNA bases. These side chains are illustrated in

Figure 3.4. Table 3.6 lists the contributions to the electrostatic binding free energy of

each of these mutants. ∆∆Gmut is as defined above—the energy required to charge

the residue without changing the shape of the protein. −∆∆Gmut is given in the Table

because the charges are removed from each residue when they are mutated to Ala. We

list ∆∆Gshape as the change in electrostatic interactions of all other groups caused

by the change in shape when the residue is mutated to Ala. ∆∆Gelec is the total

change in electrostatic binding free energy due to the mutation, or simply −∆∆Gmut

+ ∆∆Gshape. ∆∆Gsurf is the free energy of the two hydrophobic cavities associating in

solution. This is typically taken to be proportional to the change in solvent accessible

surface upon binding. We use a proportionality constant of 25 cal/mol/Å2 favoring

hydrophobic burial [125]. Finally, ∆∆Gtotal is the total contribution of these terms

to the change in binding free energy due to mutation.

Table 3.6 shows that mutating either Arg 18 or Arg 24 was unfavorable to

binding. Removing the charges from either residue was unfavorable, but this was

compensated to some extent by solvating the complex (indicated by a favorable

∆∆Gshape term). However, the Ala mutants buried less surface area than their

Arg-containing counterparts, and thus ∆∆Gtotal increased to 3.3 and 3.4 kcal/mol

for Arg 18 and Arg 24, respectively. This agreed well with experimental values.

Mutation of Asp 20 was computed to slightly decrease binding affinity due to its

favorable indirect interactions, particularly with Arg 18. The experiment indicated

that it was slightly favorable, but the results agree to within less than 1 kcal/mol.
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The largest discrepancy between calculation and experiment occurred with the

Glu 21 mutant. Glu 21 has a desolvation penalty of 4.1 kcal/mol and its interactions

with the remainder of the complex were slightly unfavorable. In the structure, it made

no hydrogen bonds in the bound state. Thus, one might expect that changing it to an

uncharged residue would be favorable. The calculation did predict that mutation to

Ala should be favorable by 4.5 kcal/mol; however, the experiment showed that it was

slightly unfavorable. The reason for this difference is unclear. One possibility is that

Glu 21 has an unusually high pKa, and therefore does not have to pay the desolvation

cost computed here. A pKa calculation on the bound state of the molecule gave a

pKa shift of 0.5 pKa units, which is too small to account for the observed discrepancy

between the experiment and the calculation.

Elrod-Erickson and Pabo also discuss the role of Glu 21 in specificity. They

demonstrate that wild-type Zif268 had 13-fold higher affinity for the wild-type DNA

sequence GCG than for a mutant GAG site. They also showed that the E21A mutant

Zif268 lacked this specificity and actually had slightly higher affinity for the GAG

site. The calculations provide a rationale for this specificity. Glu 21 had a favorable

interaction of −1.3 kcal/mol with Cyt 9 (the middle base pair of the subsite). Despite

the fact that there was no hydrogen bond formed, the negative charge on the Glu side

chain interacted favorably with the amino group of the cytosine. If the cytosine was

changed to adenine, this interaction would be lost (and there would likely be a slight

repulsion of the adenine’s hydrogen bond acceptors), and thus the Glu side chain is

responsible for specificity. Here we are assuming that the desolvation penalty paid

by Glu upon DNA binding would not be changed substantially by the DNA base

sequence—a reasonable assumption if the overall structure of the complex remained

the same.

Asp 20 has also been shown to have a role in specificity [37], as its mutation

to Ala resulted in a 5-fold decrease in specificity. The negative charge on the Asp

was computed to have a favorable interaction of −1.0 kcal/mol with cytosine 10’,

despite the absence of a good hydrogen bond. This interaction would be lost upon

mutation of cytosine-10’ (the GCG subsite) to guanine (the GCC subsite). Therefore
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the specificity at this position can also be explained by an electrostatic effect.

The R18A/D20A double-mutant allows a potentially interesting observation. The

role of interacting residue pairs has been measured in the past by means of a

double-mutant cycle [21, 63, 120, 122]. To measure the interaction between two

side chains, the effect of mutating both simultaneously to a reference amino acid is

subtracted from the effects of the two individual mutations. The difference gives

an effective cooperativity between the sites that may be viewed as an interaction

free energy, although the analysis may be complicated by structural changes in the

various mutants. In this system, the interaction in question is actually the change in

interaction free energy between the side chains of Arg 18 and Asp 20 caused by DNA

binding.

Experimental mutation of Arg 18 and Asp 20 to Ala simultaneously caused a

decrease in binding affinity of 1.9 kcal/mol. The sum of the individual effects was

(2.7 + (−0.3)) 2.4 kcal/mol. The difference of −0.5 kcal/mol may be attributed to an

indirect interaction between Arg 18 and Asp 20. The hydrogen bonds that they form

were predicted to be stronger upon binding of DNA, since the DNA displaces the

solvent that screens their interaction with one another. The electrostatic interaction

between these two residues was predicted to contribute −5.3 kcal/mol to binding

affinity (see Table 3.2). When shape effects of mutation to Ala were considered in the

calculation, then the predicted interaction between the two side chains became −3.5

kcal/mol. Part of the discrepancy between this value and the experimental value may

be due to conformational changes — especially the additional flexibility of the singly-

mutated proteins when they are not bound to DNA. Nevertheless, the experimental

result suggests that this indirect effect may contribute to binding affinity.

3.3.7 Alternative Definition of ∆∆Gcontrib

As noted earlier, we define ∆∆Gcontrib so that the sum of contributions over the whole

complex adds up to the total electrostatic binding free energy of the system. This was

originally done by assigning half of each interaction to each group in the interacting

pair. Then each group was examined to see if its interactions undercompensated or
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overcompensated its desolvation penalty. A different way to answer this question

would be to divide the interaction of two groups so that the group that has a larger

desolvation has a larger share of the interaction.

The contribution of each group when the interactions are weighted is shown in

Figure 3.5. This definition results in fewer highlighted groups (9 instead of 21),

and some of the groups make substantially different contributions. For example,

Arg 24 and Arg 46 were unfavorable by 3.1 kcal/mol using the old definition, but have

favorable contributions of −1.6 and −1.9 kcal/mol, respectively, using the weighted

definition. This is not because of a change in the net result of the calculation; it is

simply a different way of adding up the numbers. This picture shows that most of

the groups in the complex do manage to nearly compensate their desolvations with

favorable interactions. The fact that binding is unfavorable overall is due to small

contributions (less than 1.0 kcal/mol in magnitude) from many groups in the complex.

3.4 Discussion

The electrostatic contribution to the free energy of binding in the Zif268–DNA

complex is unfavorable by 25.7 kcal/mol. The electrostatic contribution is simply the

difference in binding affinity between this complex and a hypothetical, hydrophobic

pair of molecules with the same shape. The net unfavorable electrostatics should not

be taken to mean that binding of this complex is unfavorable, especially since binding

of two completely hydrophobic molecules would be expected to be quite favorable. It

also does not indicate that electrostatic properties of the molecules are unimportant.

If, for example, either the DNA or the protein were made completely hydrophobic,

the electrostatic contribution to binding would increase to either 79.3 kcal/mol or 48.1

kcal/mol, respectively. Failing to compensate groups that are desolvated on binding

is clearly destabilizing to the complex.

In fact, there are relatively few groups which destabilize the complex relative to

their hydrophobic isosteres. Only three groups are predicted to have an unfavorable

∆∆Gmut. Two of these are Glu side chains in position 3 of the α-helix–Glu 21 and
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Glu 77. Since these residues are in similar positions on similar fingers that recognize

the same DNA subsite, their roles are likely to be similar. Despite the fact that

Glu 21 does not contribute to binding affinity, Elrod-Erickson and Pabo have shown

that it contributes to specificity for a particular DNA sequence. Our calculations

suggest a basis for this specificity. The charge on Glu 21, combined with the fact

that the side chain packs closely against cytosine 9 and that both groups are buried,

makes a favorable electrostatic interaction with the exocyclic amine of cytosine 9.

This interaction would not be possible with other bases in this position, and thus

Glu 21 contributes to specificity. Glu 77 has similar geometry and similar calculated

energetics, and likely plays the same role. The only other group computed to have

an unfavorable ∆∆Gmut is phosphate 3. It appears that the Zif268 is well-optimized

for electrostatic binding affinity.

The electrostatic calculations provide a rationale for much of the observed data

on the roles of individual bases and side chains in binding affinity. In fingers 1

and 3, the amino acids RDER (at positions −1, 2, 3, 6 of the α-helix) recognize

the base sequence GCG. It was already recognized [38] that Arg 18 and Arg 24

recognize guanines 10 and 8 by making a pair of hydrogen bonds to each of them.

The calculations here correctly account for the cost of mutating each Arg side chain

to within a few tenths of a kcal/mol. The desolvation penalty each Arg side chain

pays (more than 8 kcal/mol in both cases) is compensated by favorable interactions.

In the case of Arg 18, interactions with Asp 20 and guanine 10 (each more than −5.0

kcal/mol favorable) are important. In the case of the more buried Arg 24, interactions

with phosphates 6, 7, and 8 are predicted to be significant (totaling −6.2 kcal/mol).

In finger 2, the amino acids RDHT recognize the base sequence TGG. Arg 46

coordinates guanine 7 (the third base listed) and is again responsible for affinity and

specificity, as previously observed. His 49 is expected to make a modest contribution

to binding affinity (∆∆Gmut = −0.6) and appears to specify A or G at base position 6.

Thr 52 does not appear to play a role in either affinity or specificity, and there

appears to be little base discrimination at position 5 according to either calculations

or experiment [97].
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Some aspects of recognition in this complex were straightforward to observe from

the crystal structure. One example is all of the Arg–guanine pairs, which were

thought to be important for specificity and affinity as soon as the crystal structure

was solved. It is not particularly surprising to find that Arg specifies guanine over

other bases, but it is somewhat novel to suggest, as these results do, that Arg side

chains only contribute to affinity because of other charged groups in the complex, such

as Asp 20 and the more distant phosphates. The computed results also rationalize

other experimental observations that are less apparent from the crystal structure.

For example, Glu 21 is predicted to specify cytosine via a non-hydrogen bonded

electrostatic interaction. Asp 20 is predicted to contribute to base specificity via

a non-hydrogen bonded, water-bridged hydrogen bond with cytosine 10’. Another

example of a novel prediction from these results is that Arg 55, which makes no

contacts with the DNA at all, is expected to make a substantial contribution to DNA

binding (∆∆Gmut = −2.8 kcal/mol). This residue is far enough from the interface to

pay a small desolvation penalty of 0.5 kcal/mol, but close enough to make substantial

electrostatic interactions with the phosphates in the “primed” DNA strand. This sort

of positioning of a residue with an appropriate charge near a binding interface may

be a simple way to engineer affinity. Mutation of residues in a similar position has

been observed to enhance affinity in a β-lactamase–inhibitor complex [1].

Comparison with 434 repressor, Arc repressor. Similar electrostatic

calculations have been performed on two other protein–DNA complexes in the past—

the 434 repressor–OR1 operator complex and the Arc repressor–operator complex [57].

In both of these systems, electrostatic binding free energy was found to be unfavorable

(by 31.0 and 35.8 kcal/mol, respectively) because electrostatic interactions did not

fully compensate for the desolvation penalties paid by the two molecules. Charged

residues that do not contact the DNA made significant contributions to affinity in all

three complexes.

One trend that emerges in all three complexes is that salt bridge formation tends

to be favorable on average. In the Zif268 complex, two out of three interfacial salt

bridges are stabilizing, and in the 434 and Arc complexes, seven out of the eight total
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salt bridges in the two complexes are stabilizing. All of the stabilizing salt bridges

in the three complexes are stable by virtue of interactions with other groups in the

complex. Burying a positively charged protein side chain is typically predicted to

be unfavorable if it only interacts with one hydrogen bonded negative charge, but in

DNA, there are always other phosphates nearby, and these tend to tip the balance so

that forming salt bridges is favored.
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Table 3.1: Contributions to Electrostatic Binding Free Energy in Zinc Finger–DNA
Complex.

∆∆Gsolv ∆∆Gdir ∆∆Gindir Total
DNA base 11.9 −14.9 −3.3 −6.2

DNA backbone 28.0 −36.0 11.5 3.5
Side chain 91.7 −46.4 −14.2 31.1

Protein backbone 1.8 −4.5 0.0 −2.7
Total 133.3 −101.7 −5.9 25.7

All free energy values are in kcal/mol. Direct and indirect interactions between
different groups are divided equally between the two groups.
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Figure 3.1: The Zif268–DNA complex [38]. Fingers 1, 2, and 3 are shown as cartoons
with Finger 1 at the top of the figure. The zinc centers of the three fingers are shown
as spheres. The DNA is shown as bonds with atoms colored according to element
type. Figures 3.1–3.5 produced using the program MOLSCRIPT [73].
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Figure 3.2: The Zif268–DNA complex shown from the same point of view as in
Figure 3.1. The DNA atoms are shown in dark gray, and the protein atoms are shown
in off-white. Groups with a ∆∆Gcontrib of more than 1.0 kcal/mol in magnitude are
highlighted: > +3.0 red; +1.0–3.0 pink; (−3.0) – (−1.0) light blue. No groups have
a ∆∆Gcontrib lower than −3.0.
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Figure 3.3: Finger 2 of the Zif268–DNA complex. The side chains that contact DNA
bases are shown. The three bases contacted by these side chains are shown with balls
and purple sticks. The bottom base in the figure is Thy 5, and above that are Gua 6
and Gua 7. The bases complementary to the contacted bases are shown with narrow
bonds.

70



Figure 3.4: Finger 1 of the Zif268–DNA complex. The side chains that contact DNA
bases are shown. The three bases contacted by these side chains are shown with balls
and purple sticks. The bases complementary to the contacted bases are shown with
narrow bonds.
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Figure 3.5: The Zif268–DNA complex shown from the same point of view as in
Figure 3.1. The DNA atoms are shown in dark gray, and the protein atoms are shown
in off-white. This figure shows the contributions after group–group interactions are
divided asymmetrically. If group i has solvation energy ∆∆Gsolv,i and group j has
solvation energy ∆∆Gsolv,j, then group i gets a share of the i–j interaction multiplied
by ∆∆Gsolv,i / (∆∆Gsolv,i + ∆∆Gsolv,j). The color scheme for ∆∆Gcontrib is the same
as in Figure 3.2.
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Table 3.2: Group Pair Interactions in Zinc Finger–DNA Complex.
Interaction ∆∆Ga

Gua 7 – Arg 46 −6.1
Gua 8 – Arg 24 −5.7
Gua 4 – Arg 74 −5.7

Gua 10 – Arg 18 −5.6
phosphate Gua 8 – Arg 3 −5.3

Gua 2 – Arg 80 −4.7
phosphate Gua 7 – Arg 14 −3.9
phosphate Gua 4 – zinc groupb 2 −3.8
phosphate Gua 7 – Arg 24 −3.5
phosphate Gua 7 – zinc groupb 1 −3.5
phosphate Gua 2 – Arg 70 −3.5
phosphate Gua 4 – Arg 74 −3.0

Cyt 8’ – Asp 48 −2.9
phosphate Gua 6 – Arg 46 −2.7
phosphate Gua 7 – Arg 46 −2.5
phosphate Gua 6 – Arg 24 −2.3
phosphate Cyt 7’ – Ser 75 −2.2
phosphate Gua 8 – Arg 14 −2.1
phosphate Cyt 3 – Glu 77 +2.4
phosphate Gua 8 – Glu 21 +2.7

Arg 18 – Asp 20 −5.3
Arg 74 – Asp 76 −5.1
Arg 46 – Asp 48 −4.8
Arg 74 – Glu 77 −2.4
Arg 24 – Asp 48 −2.4
Arg 24 – Arg 46 +5.3

aAll free energy values are in kcal/mol. Values for intermolecular interactions (above
the line) are the solvent-screened coulombic energy between the groups. Values for
intramolecular interactions (below the line) are differences between their interaction
energy in the bound and unbound states. Negative values favor complex formation.
All values greater than 2 kcal/mol in magnitude are listed.
bThe zinc group includes the zinc center, the two His side chains, and the two Cys
side chains that coordinate the zinc. Groups 1 and 2 contain the zinc ions in fingers
1 and 2, respectively.

73



Table 3.3: Contribution of Individual Groups to Binding Free Energy.a

Interaction ∆∆Gcont
b ∆∆Gmut

c

Gua 8 −2.2 −5.4
Gua 7 −1.8 −4.5
Gua 2 −1.7 −4.2
Gua 4 −1.6 −4.1

Gua 10 −1.6 −4.0
Arg 55 −1.2 −2.8
Lys 79 −0.9 −2.0

phosphate Gua 7 −0.8 −5.8
Lys 83 −0.6 −1.3
Arg 78 −0.6 −1.6

phosphate Gua 2 −0.5 −2.6
phosphate Cyt 7’ −0.5 −2.4

zinc group 2 −0.5 −2.4
Lys 61 −0.3 −1.3
Gua 6 −0.1 −1.2
Ser 75 0.0 −1.0

zinc group 1 0.1 −1.5
Arg 3 0.2 −3.5

phosphate Gua 8 0.3 −2.6
Arg 42 0.3 −1.5

phosphate Gua 6 0.4 −2.1
Arg 14 0.4 −2.7
Arg 27 0.5 −1.2
Lys 33 0.5 −1.0

phosphate Thy 5 1.3 −0.1
phosphate Gua 4 1.3 −2.0

Asp 48 1.4 −0.7
phosphate Cyt 3 1.4 1.0

Asp 76 1.7 0.0
Arg 70 2.1 0.1
Asp 20 2.2 −0.6
Arg 80 2.5 −0.9
Arg 18 2.5 −3.3
Arg 46 3.1 −3.2
Arg 24 3.1 −2.7
Glu 77 3.2 3.3
Arg 74 3.5 −3.8
Glu 21 4.2 4.3

aAll free energy values are in kcal/mol. All group contributions larger than 1.0
kcal/mol in magnitude for either value are listed.
bThe contribution of a group was the sum of its desolvation penalty and one-half of
its interactions.
cThe mutation term of a group is the sum of its desolvation penalty and all of its
interactions at full strength.
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Table 3.4: Contribution of Interacting Pairs to Binding Free Energy in Zinc Finger–
DNA Complex.a

Group 1 Group 2
Group 1 Group 2 ∆∆Gsolv ∆∆Gsolv ∆∆Gbridge ∆∆Genv ∆∆Gtotal

Gua 10 Arg 18 0.8 8.3 −5.6 −5.4 −1.7
Gua 8 Arg 24 1.0 8.9 −5.7 −6.6 −2.5
Gua 7 Arg 46 1.0 9.3 −6.1 −5.9 −1.6
Gua 6 His 49 1.0 0.9 −1.6 −0.3 −0.1
Gua 4 Arg 74 0.8 10.8 −5.7 −8.1 −2.2
Gua 2 Arg 80 0.8 6.0 −4.7 −2.5 −0.4
phosphate 4 zinc group 2 4.5 1.5 −3.9 −2.6 −0.5
phosphate 7 zinc group 1 4.3 1.7 −3.5 −6.1 −3.7
phosphate 7’ Ser 75 1.4 1.0 −2.2 −1.4 −1.2
phosphate 6 Ser 45 2.9 0.9 −1.4 −3.4 −1.0
phosphate 2 Arg 70 1.5 4.1 −3.5 −1.1 1.0
phosphate 5 Arg 42 2.7 2.1 −1.8 −2.9 0.1
phosphate 7 Arg 14 4.3 3.5 −3.9 −8.4 −4.5
phosphate 8 Arg 3 3.2 4.0 −5.3 −2.6 −0.8

aAll free energy values are in kcal/mol. Charged–polar pairs are listed above the
line and charged-charged pairs are listed below the line
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Table 3.5: Change in Binding Free Energy Due to DNA Mutations in Zinc Finger
Binding Site.a

Sequence DNA ∆∆Gdir Protein Total Surface Total Expt
hydration hydration Elec Area Result

TGG (x-ray) 0.0 0.0 0.0 0.0 0.0 0.0 +++
AGGc −0.4 1.7 −1.0 0.2 −0.3 −0.0 +++
CGGc 0.0 1.4 −0.8 0.7 0.1 0.8 +++
GGGc 1.3 −1.5 −1.1 −1.3 0.3 −1.1 +++
GGGd 1.4 −1.7 −1.1 −1.4 0.2 −1.1 +++
GAGe −0.1 1.3 −0.9 0.3 0.4 0.7 +++
GCGe 0.9 3.9 −2.1 2.7 0.9 3.6 −
GTGe 0.2 3.7 −2.1 1.8 0.3 2.1 +
GGGf 1.3 −1.6 −1.1 −1.4 0.3 −1.2 +++
GGAe 0.1 5.8 2.0 7.9 0.2 8.2 +
GGCe 0.7 9.2 −5.4 4.5 0.8 5.3 +
GGTe −1.0 7.7 −3.9 2.9 0.1 3.0 +
aAll free energy values are in kcal/mol.
b TGG is the wild-type Zif268 sequence. This base was produced by deleting the
Thy 5 base and rebuilding it as described for the other mutations.
c These structures were built by mutating the TGG sequence from the crystal
structure.
d This structure was built by deleting and rebuilding Gua 6 just as if a mutation
had been made at that position.
e These structures were built by mutating the GGG sequence, which was made by
mutating base Thy 5 from the crystal structure.
f This structure was built by deleting and rebuilding Gua 7 just as if a mutation
had been made at that position.

Table 3.6: Change in Binding Free Energy Due to Mutations in Zinc Finger.a

Mutation −∆∆Gmut ∆∆Gb
shape ∆∆Gelec ∆∆Gsurf ∆∆Gtotal ∆∆Gc

expt

R18A 3.3 −2.3 1.0 2.5 3.4 2.7
D20A 0.6 −0.2 0.4 0.0 0.5 −0.30
E21A −4.3 −0.6 −4.9 0.4 −4.5 0.24
R24A 2.7 −1.1 1.6 1.7 3.3 3.6
R18A.D20A −1.4 −1.5 −2.9 3.3 0.4 1.9

aAll free energy values are in kcal/mol.
bThe change in interaction and solvation of all groups besides the mutated group
due to the change in shape of the dielectric boundary.
cExperimental values from Elrod-Erickson and Pabo
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Chapter 4

Electrostatic Complementarity

Applied to the Pairing Problem in

Functional Genomics

4.1 Introduction

Genomic sequencing efforts reveal homologous protein families whose members are

expected to share certain features of structure and function yet exhibit different

specificities. An important step in understanding genome function is to learn which

members of one family bind to which members of another — a question which we term

the pairing problem. The goal of this study is to develop a computational method

that will address this problem. Such a method will be practical for helping assign a

function to the overwhelming number of sequences that are currently available.

Homology modeling will be used to produce structures of the complexes from

their sequences, since homology modeling is currently the most accurate method of

structure prediction. If we know that two molecules A and B bind to one another,

then we will model each of A’s homologues in complex with each of B’s homologues

in order to determine which complexes can actually form. Each modeled complex

will then be evaluated by calculating the complementarity of the two molecules in
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an appropriate way. Shape complementarity could in principle be a useful measure;

however, assessments of shape complementarity are very sensitive to the detailed

placement of individual atoms. Small errors in homology modeling can dramatically

degrade complementarity. Instead, we will apply a novel definition of electrostatic

complementarity to the pairing problem.

Previous work by McCoy et al. [88] has shown that several different protein–

protein complexes exhibit electrostatic complementarity. Their definition accounted

for the electrostatic potential produced by each molecule, but it did not account

for interactions between the molecules and solvent. Other work has shown that

it is possible, within the framework of continuum electrostatics, to determine an

electrostatically optimal ligand for any given receptor [69, 79]. The predicted optimal

charge distribution has been shown to be similar to a known tight-binding ligand

[80]. The optimum charges are selected because they strike an appropriate balance

between the cost of desolvating the molecule and the benefit of interacting favorably

with the target receptor [22, 81]. We will make use of a complementarity measure

that accounts for how well such a balance is struck in each hypothetical complex, and

thus predict which A and B molecules are likely to form complexes.

The idea will be tested on the complexation of two halves of myoglobin. Myoglobin

is a well-studied protein for which several crystal structures from homologous species

are available. It folds by early formation of a core consisting of its A, G, and H helices,

which may precede even hydrophobic collapse [44, 106]. In this study, myoglobin will

be treated as a complex between the core of A, G, and H helices and the rest of

the molecule, subsequently referred to as the A portion and the B portion of the

molecule, respectively. Electrostatic complementarity is used as a basis for choosing

which of several B portions binds best to a particular A portion. First the method

will be tested on the known structures. Then, one structure will be used to produce

homology models of all the possible A–B pairs so that we may evaluate the usefulness

of the method when only sequence information is available.
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4.2 Theory

A procedure for illustrating and evalulating electrostatic complementarity is a direct

result of charge-optimization theory [69]. In the optimal ligand, the potential

produced by the ligand must cancel the potential produced by the receptor when

they are defined as follows [81]. As shown in Figure 4.1, the interaction potential in

molecule A is defined as the potential produced by charging only molecule B. The

desolvation potential is the bound- minus unbound-state potential produced by the

ligand. If molecule A is the optimal ligand for molecule B, then the desolvation and

interaction potentials sum to zero everywhere inside of molecule A.

Complexes may be evaluated according to how nearly they satisfy the above

condition. We sample the desolvation and interaction potentials at points on the

surface of the ligand, giving vectors of potentials ΦD and ΦI respectively. We define

the complementarity metric as [68]:

m =
(ΦD + ΦI)

2

|ΦD|2 + |ΦI|2
(4.1)

This metric is normalized so that it does not depend explicitly on the number of

points where the potential is sampled or on the absolute magnitudes of the vectors.

The value of m can be between 0 and 2. m = 0 means that the ligand is optimal, since

the potentials cancel exactly. m = 1 means that ΦD is much larger in magnitude

than ΦI or that the vectors are perpendicular. m = 2 implies that ΦD = ΦI, so

the ligand and receptor are not at all complementary. We may compare different

complexes using this metric in order to predict which complexes are more likely to

form.

4.3 Methods

Structure Preparation. Each of the structures with pdb codes 1emy [11], 1wla

[87], 1myg [104], 1mbd [109], 2mm1 [64], 1myt [10], and 1mba [12] was obtained

from the Protein Data Bank. Hydrogens were added using the hbuild facility of the
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program charmm [18, 19]. The B portion of myoglobin is defined as residues 20–97

in elephant myoglobin, and the A portion consists of the remaining residues (helices

A, G, and H). In other myoglobins, the B portion consists of the residues that align

with these residues in elephant myoglobin. Sequence alignment was performed using

the program Clustalx [139].

Continuum Electrostatic Calculations. All electrostatic calculations were

performed using a locally modified version of the program delphi [46, 47, 126]. The

interior dielectric constant was set to 4 and the exterior dielectric constant was set

to 80. The linearized Poisson–Boltzmann equation was solved with an ionic strength

of 0.145 and a 2 Å Stern layer. Each calculation of the potential in the bound and

unbound states was repeated with ten different translations of the grid with respect to

the molecule. Each molecule was placed on a 129x129x129 grid with focusing so that

the molecule filled 23% then 92% of the grid. All molecules were aligned and so that

the same grid spacing of 2.3 grids/Å was used for every molecule. Calculations on

the crystal structures in which the grid spacing was increased to 4.6 grids/Å changed

the complementarity scores by less than 0.5%.

Both desolvation and interaction potentials were computed for the A and B

portions of each myoglobin. The set of structures to be compared was aligned to

minimize the distances between corresponding Cα atoms. Alignment was performed

using the McLachlan algorithm [89] as implemented in the program ProFit (Martin,

A. C. R., http://www.biochem.ucl.ac.uk/ martin/programs/#profit). Once the

structures were aligned, the molecular surfaces of the A and B portions of the

molecules were computed and mapped on to a grid. The surface points that fell

inside all of the A portions were found, giving the surface of the region enclosed by

all A portions. Any of these surface points that fell within 2.0 Å of an atom from

the B portion were pushed back to avoid measuring especially strong potentials from

bonded atoms. The final result of this procedure was a uniform sampling of points

near the surface of the A portion that was enclosed by all A portions of myoglobin.

(The points where the potential is sampled must be inside the ligand in order for

the desolvation and interaction potentials to cancel in the optimal ligand [69].) This
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was the set of points where the desolvation and interaction potentials were computed

using delphi. An identical procedure was performed for the B portions.

Homology Modeling. The program modeller [118] was used to build

homology models of each myoglobin as well as chimeric myoglobins consisting of the

A portion of one species and the B portion of another species. The spring constant

for the angle C–C–O(amide) in Asn and Gln side chains was increased from 15.0

kcal mol−1 rad−2 to 60.0 kcal mol−1 rad−2 in order to prevent these side chains

from adopting highly unfavorable covalent geometries during the course of homology

modeling.

4.4 Results and Discussion

Complementarity of Crystal Structures. Seven structures of myoglobin from

different species were used for this study. The structures were from elephant (pdb

code 1emy) [11], horse (1wla) [87], pig (1myg) [104], whale (1mbd) [109], human

(2mm1) [64], tuna (1myt) [10], and a sea hare (Aplysia Limacina, pdb code 1mba)

[12]. The first five of these are mammalian species, and the other two are less similar

species. The percent identities of the myoglobin sequences are shown in Table 4.4.

The mammalian sequences all share at least 80% sequence identity with one another,

while they share 40–45% identity with tuna myoglobin, and 20–25% identity with sea

hare myoglobin.

The structure of elephant myoglobin is shown in Figure 4.2. It folds by forming a

core of its A, G, and H helices [44, 106], which is labelled the A portion of the molecule

and is shown in yellow. The B portion consists of the remainder of the molecule and

is shown in purple. This figure also shows the surfaces of elephant myoglobin with

its desolvation potential projected on the surface. In the upper and lower right of

Figure 4.2, the A portion is shown with its desolvation potential projected on the

surface. The desolvation potential is a difference between the bound and unbound

state, and because solvent screening is reduced upon binding, the potential is typically

larger in magnitude in the bound state. Therefore, the desolvation potential is positive
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(blue) near positive charges and negative (red) near negative charges.

The crystal structures were aligned with one another so that the RMSD of their

Cα atoms was minimized. The desolvation and interaction potentials were computed

in the A and B portions of each of the structures listed above. For each portion,

the potentials were mapped on to a region enclosed by all the molecular surfaces.

This procedure allowed comparison of homologous points within each protein, and

controlled for slight variations in the shapes of the homologous proteins. The elephant

myoglobin was used as a training set (see below) for the electrostatic potentials,

and the other structures were compared to see if the correct A–B pairings more

complementary to one another than incorrect pairings (for example, whale A with

tuna B).

The desolvation potentials of the A portion of elephant myoglobin are plotted

versus the interaction potentials in Figure 4.3. Each point in the plot represents

a position on the surface of the A portion, and x and y coordinates of the point

represent the desolvation and interaction potentials at the position. The black

line in the figure shows where ΦD = −ΦI , which is where all the points in the

plot would fall if portion A were an electrostatically optimal ligand for portion

B in this model. It is apparent from this plot that the A portion of elephant

myoglobin is not predicted to be a perfectly optimal “ligand” for its B portion.

Nevertheless, we know that the complementarity is good enough for the protein to

fold. Some of the points do not need to fall so close to the line in order to have good

complementarity. We use this structure to train the comparison of other structures.

Our measure of complementarity is computed in the other structures using only the

points that have good complementarity in the elephant structure. The points with

good complementarity are defined as satisfying the conditions

|ΦD + ΦI | ≤ |ΦD| (4.2)

|ΦD + ΦI | ≤ |ΦI | (4.3)

The points that satisfy these conditions fall between the purple lines in Figure 4.3.
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These points account for approximately 38% of the surface of the A portion of elephant

myoglobin. All of the selected points are at the interface between the A and B

portions.

All possible pairings of the 6 A portions with the 6 B portions were evaluated by

comparing the complementarity metrics for each pairing. The results are shown in

Figure 4.4. In the top panel, the B portion is treated as the ligand to be optimized.

The desolvation and interaction potentials inside of this portion were computed for

each pairing. The first grouping of bars represents the results for each possible

B ligand when the A receptor is fixed to be A1 (horse myoglobin). The first bar

represents the complementarity of the interaction potential from charging portion A1

and the desolvation potential from charging B1 (the B portion of horse myoglobin.

The second bar represents the complementarity of A1 and B2, and so on. The second

grouping of bars represents each possible B portion binding to the A2 receptor. In

the bottom panel, the definitions of ligand and receptor are reversed. The A portions

of each hypothetical complex are treated as the ligand, and the desolvation and

interaction potentials are computed in this portion. The A–B pairings that are

actually observed (for example, A portion from horse with B portion from horse)

are shown as red bars in the figure. The vertical axis is inverted in the plots so that

the tallest bars have the best complementarity—i.e. the m value closest to zero.

Charge optimization theory gives the best ligand for a fixed receptor, so when

comparing the complementarity results in Figure 4.4 it is appropriate to compare

the bars in the same grouping. The correct A–B pair has the best or nearly the best

computed complementarity in each of the groupings shown. In each of the cases where

a correct pairing is outscored by an incorrect pairing, the incorrect pairing consists

of two mammalian sequences. The mammalian sequences (1–4) tend to be conserved

fairly well both in terms of their sequence and their structure. Hence in several cases,

there is little difference between a correct A–B pairing of mammalian sequences and

an incorrect pairing. For instance, in the bottom plot, B3–A1 has nearly the same

score as B3–A3. With this minor exception, the complementarity metric picks the

correct A–B pairing of myoglobin portions in each possible comparison.
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Complementarity of Homology Models. The electrostatic complementarity

metric was used to evaluate potential myoglobin A–B pairings given knowledge of

just one structure and only the sequences of the remaining myoglobin A portions and

B portions. Homology models of each possible complex were built using the elephant

myoglobin structure and the sequences of the 6 A portions and the 6 B portions

of the other known structures. This gave a total of 36 structures, 6 of which were

models of known myoglobins, and 30 of which were chimeric myoglobins contaning

mismatched A and B portions. Each of the complexes was evaluated by calculating

the complementarity metric as described for the crystal structures.

The results are shown in Figure 4.5. As before, the top graph shows the results

where portion B is treated as the ligand to be optimized, and the bottom graph results

from treating portion A as the ligand. When the B portion is the ligand, the correct

pairing typically scores higher than the incorrect pairing in each grouping. As with

the calculations on the crystal structures, there are cases where a correct mammal–

mammal pairing is outscored slightly by an incorrect mammal–mammal pairing.

Overall, the scores vary somewhat from the scores of the crystal structure complexes.

The differences are due to conformational rearrangements of the complexes, especially

in the side chains, which have fewer restraints than the backbone in homology

modeling [118]. When the A portion is considered as the ligand to be optimized,

there is one case in which the conformational variations actually cause an incorrect

pairing to be scored higher than a correct pairing. The A5–B4 (tuna-human chimera)

complex scores higher than the A4–B4 (human myoglobin) complex (lower panel

of Figure 4.5). This difference in complementarity arises from the accumulation of

several errors in side chain positioning during homology modeling that are illustrated

in Figures 4.6 and 4.7.

Figure 4.6 shows the desolvation potentials in the human myoglobin crystal

structure, and in the homology models of human myoglobin and the tuna-human

chimera. The structures are shown from the front just as in the bottom right of

Figure 4.2 and from the side as in the top right of Figure 4.2. There are two regions

of the surface where the difference in potentials tends to favor the incorrect pairing
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over the correct pairing. The first set of changes is highlighted by a box in the top

row of surfaces in Figure 4.6. In the human crystal structure, the carbonyl O of the

side chain of Asn 145 points outward in the upper left corner of the box. Met 142

is oriented so its sulfur is on the surface. The negatively charged ends of these two

polar groups are buried upon binding to the B portion, and they contribute to the red

patch highlighted in the crystal structure. In the homology model of this sequence,

Asn 145 rotates 180◦ about its χ2 angle so that its amide NH2 points toward the

surface in the upper left of the box. Similarly, Met 142 reorients during homology

modeling so that its sulfur is buried and the partially positive Cγ and Cε are exposed.

This results in the blue patch where the red patch was in the crystal structure. In the

tuna-human chimera, Met 142 is mutated to a Leu. Although Asn 145 is in a similar

orientation to the human homology model, this side chain is not buried to the extent

that it is in the human homology model. Thus we see a smaller desolvation potential

throughout the yellow box in the incorrect pairing. Complementarity is better with

a hydrophobic residue than with an incorrectly oriented polar residue.

The second highlighted area of desolvation potential is seen in the side views of the

three structures. In the crystal structure, a backbone carbonyl carbon is desolvated

by hydrogen bonding with Lys 42 (in the B portion), producing the red spot shown. In

the homology model of human myoglobin, this Lys side chain changes its conformation

so that it is buried by two different side chains, causing the red spot to disappear.

Lys 98 is not fully extended, and its partial burial by the B portion causes a more

intense blue patch to appear on the left side of the yellow box in the figure. However,

in the tuna-human homology model, the conformations of both Lys 42 and Lys 98 are

closer to those of the crystal structure. As a result, the desolvation potentials in the

incorrect pairing resemble the crystal structure more than in the incorrect pairing.

In Figure 4.7, the interaction potentials of the three A portions are shown. Recall

that these potentials are produced by charging the atoms in the B portion of the

molecule, even though only the A portion is shown. The boxed region again has

different potentials because of side chain conformational changes. In both the human

crystal structure and the tuna-human chimera, the Lys 87 amino group points away
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from the interface and is solvent exposed. However, in the human homology model

Lys 87 adopts a conformation that allows it to salt bridge with Glu 148 (left side of

box). The amino N of Lys 87 is only 2.7 Å from the carboxylate O of Glu 148 in the

homology model, but it is 6.2 Å away in the crystal structure. Lys 87 is also buried

by contacting Leu 149. The result is a large blue patch in the homology model that is

only partially compensated by the small red patch of desolvation potential produced

by Glu 148 (Figure 4.6).

A second feature of the interaction potentials is shown in the bottom row of

Figure 4.7. In both the human myoglobin crystal structure and the incorrectly paired

homology model, Lys 42 forms a hydrogen bond with a backbone carbonyl O. In

both cases, this results in a region of positive interaction potential on the left edge

of the boxes in Figure 4.7, and a corresponding red patch of desolvation potential as

already described in Figure 4.6. In the human homology model, however, this Lys

also adopts a different conformation, in which it is buried by the side chains of Pro 100

and Tyr 103. This large region of blue (boxed in Figure 4.7) is not complemented

by any desolvation potential from portion A, and therefore Lys 42 contributes to the

lower complementarity of the correct human A–B pairing.

Each of the contributions to the higher score of the incorrect pairing results from

errors in side chain placement due to homology modeling. Errors exist in other

predicted structures as well—the example shown here was one in which the errors

tended to accumulate to strongly favor the incorrect pairing. Some modifications

have been made to the modeling procedure; for example, an electrostatic energy term

can be added, or one portion of the molecule can be constrained so that it has the same

conformation in all pairings. However, each of these modifications to the procedure

have resulted in lower quality homology models (as judged by comparison to the

known structures) and lower accuracy in choosing correct pairings by electrostatic

complementarity.

Comparison to Other Metrics. We wished to compare the results for the

electrostatic complementarity metric to the ability of other possible metrics to choose

which A–B pairs are most suitable. First, we find a simple way to measure how
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well each measure discriminates the correct pair from the other pairs. We define n

as the number of possible comparisons of A–B pairs in which the correct pair scores

higher than an incorrect pair. For example, consider the electrostatic complementarity

results for the crystal structures. In each group of possible ligands, 5 comparisons

can be made between the correct pair and each of the 5 incorrect pairs. We multiply

by the number of possible fixed receptors (12) to find that there are a total of 60

possible comparisons between correct and incorrect pairings.

Several measures of complementarity were used on the homology models to

determine which would be likely to pair up. The charmm energy function was used

to compute the van der Waals interaction energy and a cheap electrostatic energy (4r

dielectric) of interaction between the two halves. Both the total surface area buried

upon complexation and the buried hydrophobic surface area were also computed

for each complex. In addition, the modeller objective function, which includes

molecular mechanics energies as well as terms for how well the homology models fit

their restraints, was tested as a measure of the quality of each possible complex.

We used a measure of shape complementarity to evaluate each complex. A number

of methods have previously been put forward for evaluating shape complementarity

[25, 31, 42, 50, 56]. Here, we sample a set of points on the surface of two portions

and compute the following metric:

∑A
i

∑B
j exp(−r2

ij/α
2)√

[
∑A
i

∑A
j exp(−r2

ij/α
2)][

∑B
i

∑B
j exp(−r2

ij/α
2)]

This normalized metric has larger values for A and B surfaces that have points close

to one another and hence are more complementary. The summations are over the

surface points of portions A or B, as indicated; rij is the distance between points i

and j. α is an adjustable parameter with units of Å that describes exactly how close

the points from the surfaces must be in order to be considered complementary. We

allow this parameter to vary from 0.1 Å to 2.0 Å in order to allow a slight extra bias

to shape complementarity as a way of distinguishing correctly matched A–B pairs.

The value of α = 0.5 Å was determined to be the best value as judged by the number
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of correct comparisons.

The data for the performance of shape complementarity as well as each of the

other measures is shown in Table 4.2. For each measure, the number of correct

comparisons n is shown. Since the mammalian sequences share a high degree of

sequence similarity, we also show the quantity n2, which is defined as the number of

correct comparsions when mammal–mammal comparisons are ignored. There are a

total of 36 possible comparisons of this sort. When electrostatic complementarity is

used (as in Figure 4.5), there are 35 correct comparisons out of a possible 36. The

one incorrect comparison between the tuna-human and human homology model has

already been described. The other possible measures fare worse at discriminating the

correct A–B pairs by this standard. The metrics in Table 4.2 are sorted according

to their value of n2 when applied to the myoglobin homology models. The charmm

electrostatic energy does substantially worse than the electrostatic complementarity

metric, with a n2 value of 28. The other metrics shown in the table are hardly better

than picking structures at random. Despite the fact that the shape complementarity

metric included an adjustable parameter, it performs only slightly better than random

choices. The poor performance does not necessarily indicate that molecular shape

is unimportant in molecular recognition. It is more likely that such factors are

important, but that the process of homology modelling does not provide high enough

resolution to evaluate the structures in this way.

Conclusion. Electrostatic complementarity appears to be a useful descriptor for

determining which pairs of proteins may be able to form a complex. When applied to

crystal structures, the correctly paired portions always gave a higher complementarity

score than incorrectly paired portions. When the measure was applied to homology

models, errors in side chain placement led to identification of one incorrectly paired

complex as better than its correctly paired counterpart. The electrostatic metric here

does appear to perform substantially better at choosing potential binding partners

than other readily available measures. Future improvements in modeling of protein

structures may make this measure of electrostatic complementarity more useful.
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Figure 4.1: The definition of interaction potentials and desolvation potentials. When
two molecules A and B form a complex (top line), their potentials are defined
as shown. (middle) The interaction potential is the potential on molecule A
that results from charging molecule B. (bottom) The desolvation potential is the
difference between the bound and unbound state of the potential produced by charging
molecule A.
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Table 4.1: Percent identity of myoglobin sequences.
elephant horse pig whale human tuna sea hare

elephant – 87.7 85.2 81.3 84.5 41.3 23.4
horse – 91.0 87.7 88.4 44.5 24.1

pig – 86.5 93.5 43.9 23.4
whale – 85.8 43.2 25.3

human – 43.9 22.2
tuna – 23.7

sea hare –

Figure 4.2: (following page) The structure of elephant myoglobin. (upper left) The
structure of elephant myoglobin with its A, G, and H helices (A portion) shown
in yellow, and with the remainder of the protein (B portion) shown in purple.
(upper right) The A portion shown as a molecular surface with interaction potentials
projected on it, and the B portion shown as a ribbon with side chains in purple. On
the surface, blue indicates positive potential, and red indicates negative potential.
(lower right) Same representation as upper right, with the molecule rotated by 90◦.
(lower left) The B portion of myoglobin shown as molecular surface with interaction
potentials projected on it, and the A portion shown as a yellow ribbon and side chains.
Figure produced using the program GRASP [98] and the program MOLSCRIPT [73].
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Figure 4.3: A plot of desolvation vs. interaction potential on the surface of the A
portion of elephant myoglobin. The solid black line is y = −x, where the potentials
cancel perfectly. The purple lines illustrate the points selected for calculating
complementarity in the other structures.
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Figure 4.4: The electrostatic complementarity in myoglobin crystal structures. In
the top graph, portion B is treated as the ligand, and the bars represent the
complementarity score for the complex of the receptor (A1, A2, etc.) with the ligand.
One group of bars represents all possible ligands for a given receptor. The numbers
correspond to the different myoglobins as follows: 1 – horse, 2 – pig, 3 – whale, 4 –
human, 5 – tuna, 6 – sea hare.



Figure 4.5: The electrostatic complementarity in myoglobin homology model
structures. As in Figure 4.4, the numbers correspond to the following sequences:
1 – horse, 2 – pig, 3 – whale, 4 – human, 5 – tuna, 6 – sea hare.



Figure 4.6: The desolvation potentials in the A portion of myoglobin in the
human crystal structure, the human myoglobin homology model, and a model of
a hypothetical tuna-human chimeric myoglobin. Red indicates indicates negative
potential, and blue indicates positive potential. The three structures at the top
are viewed from the same perspective as in the top right of Figure 4.2, and the three
structures at the bottom are rotated 90◦. Figure produced using the program GRASP
[98].



Figure 4.7: The interaction potentials in the A portion of the three myoglobins in
Figure 4.6. Figure produced using the program GRASP [98].



Table 4.2: Evaluation of Possible Complementarity Measures.

Complementarity measure n na2
Maximum possible 60 36
Electrostatic on crystal structures 56 36
Electrostatic complementarity 54 35
charmm electrostatic interactionb 51 28
Buried surface area 32 20
Shape complementarity 31 20
charmm total interaction energyc 36 19
Buried hydrophobic surface area 32 19
charmm van der Waals interaction 33 18
Random scoringd 30 18
modeller objective function 41 17

a n2 is the number of correct comparisons when comparisons between two similar
mammalian species are neglected.
b The energy of interaction was evaluated using charmm charges and an effective
dielectric constant ε = 4r for each atom-pair interaction across the A–B interface.
c The total energy of interaction is simply the sum of the van der Waals and
electrostatic interactions for each A–B pair.
d Random scoring simply means that each comparison has a 50% chance of being
decided in favor of the correct A–B pair.
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Chapter 5

Discrete Conformational Search

Methods for Biomolecules

If the side chains of a protein are restricted to discrete conformational states, called

rotamers, then the protein’s conformations can be explored systematically. The

systematic search algorithms of dead-end elimination (DEE) and A*, described here,

have a couple of advantages over other types of search algorithms. First, they allow us

to know in advance the range of motion that will be allowed in the search. Monte Carlo

or simulated annealing methods have elements of randomness, and search results can

depend on random choices, meaning that it is difficult to determine when a search is

complete. Second, the systematic search algorithms allow us to examine many more

states of the system. Recent efforts have demonstrated an efficient search of more

than 1040 conformations of a protein [84, 128], a space which is much larger than that

accessible by other search methods. This chapter includes a review of the DEE and

A* search methods and describes some additions to the approach that allow a more

efficient search of a more finely sampled conformational space.

5.1 Dead-End Elimination

Consider a protein consisting of a set of flexible amino acid side chains i, each in a

rotamer state ir, and a set of fixed atoms including the protein backbone. The energy
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of the protein may be written

Etotal = Efixed +
p∑
i=1

E(ir) +
p∑
i=1

p∑
j=i+1

E(ir, js) (5.1)

where p is the number of variable residue positions, Efixed is the energy of the

fixed atoms, E(ir) is the self energy of rotamer ir, including interactions within the

rotamer and interactions between the rotamer and the fixed atoms, and E(ir, js) is

the interaction energy between rotamers ir and js. Here we assume that the energy

of the system is pairwise additive, i.e. the interaction energy between two groups

depends only on the positions of the two groups, and not on the placement of the

other atoms in the system.

Even given the simplification of discrete rotamers and a fixed backbone, the search

for low-energy conformations of the system can become intractable. If there are p

variable side chains in the protein and each side chain has n rotamers, then there

are np rotameric states of the system. In order to find the lowest energy state of the

system, we need a search algorithm that will reduce the number of states that have

to be evaluated. One such algorithm is called dead-end elimination (DEE), and was

proposed in its original form by Desmet et al. [32]. Using this algorithm, it is best to

compute the interaction energy between all pairs of rotamers in advance and store the

energies for later use. Consider two rotamers of the same residue ir and it. Rotamer

ir is not part of the global minimum energy conformation (GMEC) if

E(ir) +
∑
j 6=i

min
s
E(ir, js) > E(it) +

∑
j 6=i

max
s
E(it, js) (5.2)

This condition says that if we arrange all the side chains so that they interact with ir

as favorably as possible, then arrange the side chains so that they interact with it as

unfavorably as possible, then the total interactions that ir makes are still less favorable

than those of it. Hence it is a better rotamer than ir, and ir can be eliminated. This

condition may be evaluated quickly for the rotamers in the system since it only

requires calculating the interactions between residue i and the other residues.
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Goldstein [48] improved upon this idea by substituting the min and max operators

in equation 5.2 with a single min operator:

E(ir)− E(it) +
∑
j 6=i

min
s

[E(ir, js)− E(it, js)] > 0 (5.3)

The Goldstein criterion says that if changing from rotamer it to ir always leads to an

increase in energy, then ir can not be part of the GMEC. This criterion can be applied

to all the pairs of rotamers at a particular position, and in many cases, rotamers will

be eliminated, thus reducing the number of conformations of the system.

In equation 5.3, rotamer ir is eliminated because it is always a better conformation,

regardless of the way that the other residues are arranged. In some cases, there is

no single rotamer that is always better than ir, but it may be possible to eliminate

ir using multiple rotamers at position i. As described by Pierce et al. [110] and

Looger and Hellinga [84], the conformational space of the system may be partitioned

by choosing a position k (or multiple positions) and fixing it in turn to each of its

rotamer states kv. If, for every rotamer kv, there exists a rotamer it such that

E(ir)− E(it) +
∑
j 6=i6=k

min
s

[E(ir, js)− E(it, js)] + [E(ir, kv)− E(it, kv)] > 0 (5.4)

then ir can be eliminated. Using this criterion, the identity of the eliminating

rotamer it may vary according to the identity of kv. This simply means that in

some arrangements of the system, one rotamer at position i is better than ir, and in

some other arrangements of the system, a different rotamer is better than ir, but in

all cases a better alternative to ir exists.

It is relatively straightforward to extend any of the above criteria to elimination

of pairs of rotamers. When applied to pairs, the basic DEE criterion becomes

E([irjs]) +
∑
k 6=j 6=i

min
t
E([irjs], kt) > E([iujv]) +

∑
k 6=j 6=i

min
t
E([iujv], kt) (5.5)

In this equation, E([irjs]) is the self energy of the pair of rotamers ir and js, and

E([irjs], kt) is the interaction between that pair of rotamers and the rotamer kt. If
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the above criterion holds, then the pair of rotamers ir and js can not be in the GMEC,

although either one or the other of these rotamers may be present. The criterion for

pairs that is analogous to the Goldstein criterion for single rotamers is

E([irjs])− E([iujv]) +
∑
k 6=j 6=i

min
t

[E([irjs], kt)− E([iujv], kt)] > 0 (5.6)

It is often desirable to obtain several low-energy structures, rather than the one

structure that has the lowest energy. Each of the above criteria can be easily modified

so that a rotamer (or rotamer pair) is eliminated if it can not occur within some energy

cutoff Ecut of the minimum energy conformation. For example, equation 5.3 would

become

E(ir)− E(it) +
∑
j 6=i

min
s

[E(ir, js)− E(it, js)] > Ecut (5.7)

In the case where Ecut = 0, the above equation simply reduces to equation 5.3, and

rotamer ir is then eliminated if it is not part of the global minimum conformation.

There have been additional incremental improvements to the DEE procedure [51],

but the time required to carry out DEE can be seen from the above equations. Again

suppose there are p residue positions and n rotamers per position. We can create

an n × n table in which each entry represents a possible assignment of ir and it

in the DEE criterion. There are (n2 − n) possible comparisons in this table. The

most often-repeated part of the calculation is the evaluation of the min and max

operators in equation 5.2. The same min and max values may be used repeatedly in

each row or column of the table, and therefore the number of times the extrema are

calculated is proportional to n rather than n2. Since the DEE criterion is applied to

every residue position, the number of extrema calculated is O(np) (“of order” np).

Calculating any particular min or max requires a search of n rotamers at each of the

other (p− 1) positions in the protein. Therefore the time required for one evaluation

of the criterion is O(np). The total time required for an entire cycle of DEE using

equation 5.2 is the product (number of applications of DEE criterion) x (time required

for one application), which is O(np)×O(np) = O(n2p2).

Application of the Goldstein criterion (equation 5.3) does not allow one calculation

102



to be applied to an entire row or column of the table. The min operator in equation 5.3

varies according to the row and column of our comparison table. Thus the number

of times that the equation is applied using this criterion increases to O(n2p), and the

overall cost of a complete DEE cycle is O(n3p2). This information is summarized in

Table 5.1.

Table 5.1: DEE run time dependence on the number of variable positions (p) and on
the number of rotamers per position (n).

no of min time to
Criterion calculated find a min Total time

Simple DEE (eqn. 5.2) np np n2p2

Goldstein DEE (eqn. 5.3) n2p np n3p2

Split DEE (eqn. 5.4) n2p np n3p2

Simple Pair DEE (eqn. 5.5) n2p2 np n3p3

Goldstein Pair DEE (eqn. 5.6) n4p2 np n5p3

For the conformational splitting (equation 5.4), there is still an n×n table of possible

comparisons. This criteria adds the variation of the splitting position (residue k),

which is allowed to be any variable residue in the protein, and must be placed in each

of its n rotamer states for the criterion to be applied. The min values in equation 5.4

can be precomputed for each comparison of rotamers ir and it [110]. The criterion can

then be applied using all possible splitting positions k with the same time dependence

as Goldstein DEE,O(n3p2). In practice, split DEE takes longer than regular Goldstein

DEE, but the time required by the two methods grows similarly as the number of

residues/rotamers increases.

For DEE applied to rotamer pairs, similar reasoning applies. When we make a

table for purposes of comparing pairs of rotamers, there are now n2 rows and n2

columns, since the number of possible rotamer pairs [irjs] is n2. The comparison

table is n2 × n2, and the number of pairs of residue positions (i and j) where DEE

may be attempted is p(p− 1). As shown in Table 5.1, the total time for simple pair

DEE is O(n3p3) and that for Goldstein pair DEE is O(n5p3).
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In the current implementation of DEE, the Goldstein singles criterion (equa-

tion 5.3) is applied first, since it is computationally inexpensive. It is applied

repeatedly at every residue until no rotamers can be eliminated at any position.

Then, the slightly more expensive split DEE criterion (equation 5.4) is applied at

every position until it too is no longer effective. Finally, the Goldstein pairs criterion

is applied until it converges. If the pairs criterion eliminates all the pairs that a

rotamer ir can make with some residue j, then ir may be discarded [75]. If one or

more rotamers are eliminated in this step, then the process continues at the beginning

with application of singles DEE.

5.2 A* Search (Branch and Bound)

Even after application of the above DEE criteria, a large number of possible

conformations of the system may remain. This is particularly true when a criterion

with an energy cutoff is used, as this weakens each of the DEE criteria. A

search algorithm called the A* algorithm [145] can be used to search the remaining

conformations of the system [78]. The rotameric states of the protein may be

represented as a tree, as shown in Figure 5.1. The first level of nodes in the tree

represents the rotameric states of the first variable residue. If there are n rotamers

at each position, then there will be n nodes on the first level. In addition, every node

on the first level of the tree will have n branches from it, representing each of the

rotamers of the second residue of the protein. The tree continues branching in this

manner until the bottom level, which will have a node for each possible conformation

of the system (np total nodes).

We again assume that the energy of the system is pairwise (as in equation 5.1).

The energies may be computed and stored in advance as in DEE. The A* algorithm

is a method for finding the optimal path from the root node to a goal node of a search

tree. In this problem, the optimal path represents the lowest energy conformation of

the system. The algorithm uses a function called f∗ to evaluate the nodes of the tree,
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where

f∗ = g∗ + h∗ (5.8)

g∗ is the lowest-cost path from the root to the current node, and h∗ is a heuristic

estimate for the cost of going from the current node to a goal node (a complete

conformation of the protein). The sum g∗ + h∗, defined as f∗, represents an estimate

of the total energy of the system given the set of rotamers that has been placed at

the node in the tree. g∗ is simply the energy of the residues that have been placed

at the current point in the tree. (The residues at or above the current node in the

tree have been placed; the others are still variable.) If we let pf equal the number of

variable positions that have been fixed at the current node in the search tree,

g∗ = Efixed +
pf∑
i=1

E(ir) +
pf∑
i=1

pf∑
j=i+1

E(ir, js) (5.9)

The h∗ function is only an estimate of the cost of reaching a goal node. The algorithm

requires that h∗ always underestimates the cost of reaching a goal node from the

current node. At the goal nodes, where all residues have been placed, g∗ is equal to

the total energy of the conformation, and h∗ is zero.

In the basic version of A*, a list of nodes is stored and sorted according to the

value of f∗. One step of the algorithm consists of taking the node with the lowest value

of f∗ and expanding it—i.e. finding the values of f∗ for all the nodes immediately

below that node in the tree. The newly expanded nodes are then placed in the sorted

list of nodes, and the next-lowest f∗ node is expanded. (The level of the node in the

tree is unimportant—values of f∗ at different levels of the tree are compared.) The

process continues until the node with the lowest value of f∗ is a goal node. This node

represents the lowest energy conformation of the protein, and its f∗ value represents

the energy of the conformation. The first goal node is guaranteed to be lowest in

energy because h∗ for all the other nodes underestimates their energies. Thus the

energy of the first goal node is less than any energy that could be found by following

any of the unexpanded nodes.

It is difficult to predict in advance how much time the A* algorithm will take to
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find a solution. In the worst case, it will have to visit every node in the tree, requiring

O(np) time, just as if all the structures were enumerated. In the best case, A* will

follow a direct path down the tree to the correct structure, and the number of nodes

visited will be O(np). A typical case is between these two extremes. The success of the

algorithm depends on the quality of h∗, the estimate of the minimum energy required

to complete the conformation from the current node. h∗ is required to underestimate

the energy, but higher values of h∗ make it more likely that the algorithm will ignore

the unproductive branches of the search tree. It is also important to be able to

calculate h∗ fairly rapidly, since it must be determined at each node visited. Two

methods for calculating the h∗ bound have been used for the type of problem being

considered here. The first was proposed by Leach and Lemon [78]. Again let pf equal

the number of variable side chains that have been placed at the current location in

the search tree. In the notation used here, their value of h∗ is given by

h∗ =
p∑

j=pf+1

min
s

E(js) +
pf∑
i=1

E(ir, js) +
p∑

k=j+1

min
t
E(js, kt)

 (5.10)

In this equation, the first term inside the square brackets represents the self energies of

positions that are still variable. The second term represents interactions between the

positions that are still variable and the fixed residues, and the third term represents

interactions among the variable positions. The min operators ensure that the value

of h∗ is no greater than any energy that could possibly result from the placement of

the variable side chains. This h∗ function can be computed quickly enough to make

the search efficient. Since the last term inside the brackets may be computed for each

js and stored ahead of time, the h∗ calculation scales as O(np) at each node.

A second way of computing h∗ was used by Gordon and Mayo [52] in an algorithm

that is similar to A*. The Gordon and Mayo bound differs from the bound in

equation 5.10 in two relatively minor ways. The first difference is that a new definition

for the energy is introduced, defined as Epair:

Epair(ir) = 0
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Epair(ir, js) =
E(ir) + E(js)

p− 1
+ E(ir, js)

Here the self energy of each rotamer is simply divided up and put into pair interaction

terms. Using this definition, the total Epair for any conformation is exactly equal to

the total E for that conformation. This is just a new way of accounting for the energy.

When substituted into equation 5.10, this gives

h∗ =
p∑

j=pf+1

min
s

 pf∑
i=1

Epair(ir, js) +
p∑

k=j+1

min
t
Epair(js, kt)

 (5.11)

Because the min operators are evaluated with respect to self and pair terms

simultaneously, the bound computed from equation 5.11 is almost always higher—

and therefore better—than the bound calculated using equation 5.10. Tests performed

with the two bounds show that the use of equation 5.11 consistently results in a faster

search than the use of equation 5.10.

The second difference in the Gordon and Mayo bound can be seen by careful

inspection of the last term in the above equation. The residue k varies from j + 1

to the last residue p. This implies that there is an order of placement in the yet

unplaced side chains of the system. The value of h∗ depends on the order in which

the residues j and k are summed. The Gordon and Mayo bound avoids choosing an

order for these residues by calculating the energy a little bit differently. First note

that the total energy of the system can be rewritten as

Etotal = Efixed +
p∑
i=1

E(ir) +
p∑
i=1

p∑
j=i+1

E(ir, js)

= Efixed +
p∑
i=1

E(ir) +
1

2

p∑
i=1

p∑
j 6=i

E(ir, js)

The factor of 1/2 makes up for the double-counting of the pair interactions in the last

term of the above equation. If we rewrite the interactions between variable residues
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in equation 5.11 in this manner, we obtain the Gordon and Mayo bound:

h∗ =
p∑

j=pf+1

min
s

 pf∑
i=1

Epair(ir, js) +
1

2

p∑
k 6=j

min
t
Epair(js, kt)

 (5.12)

This equation for the bound does not depend on the ordering of the j and k

residues. Some test cases have been run using equation 5.11 as a bound with

all possible orderings of the residues j and using equation 5.12 as an alternative.

Equation 5.12 performed approximately as well as the average of the possible bounds

from equation 5.11. There is a heuristic method for calculating the order of residues j

that was used by Leach and Lemon [78] to improve the performance of the algorithm.

For each rotamer the following quantity is calculated

V (ir) = E(ir) +
p∑
j 6=i

min
s
E(ir, js) (5.13)

The two lowest values of V (ir) for each residue position are identified and their

difference computed. The residue with the largest difference is expanded first, followed

by the residue with the second largest difference, etc. Use of this ordering appears to

result in better A* performance with the bound in equation 5.11. This bound was

used throughout this work. However, it remains difficult to predict which of the two

bounds performs better for any given system.

Depth-First A* Search. After the A* algorithm finds the best solution, it

can continue expanding nodes as described above to find the next-lowest energy

solution, then the next-lowest, etc. In principle, this could continue indefinitely, and

it could, for example, find all solutions within 10 kcal/mol of the minimum energy

conformation. However, in practice, the array of nodes often becomes too large for

available memory before all solutions can be found.

There is a way to complete the search using very little memory once the minimum

energy conformation is known. The depth-first A* search proceeds by simply doing a

depth-first traversal of the search tree. A depth-first traversal simply means starting

at the root, we follow the left-most branch down to its leaf, then take one step up,
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follow each of that nodes branches to leaves, etc., until we have visited every node of

the tree. A complete traversal would be extremely time-consuming, but depth-first

A* allows us to skip large parts of the search by examining the value of f∗ at each

node. As the depth-first traversal proceeds, each node’s f∗ value is compared to flimit.

If at any node f∗ > flimit, then the traversal does not proceed downward from that

node, but continues searching other parts of the tree. If the minimum energy of the

system is X and we wish to find all solutions within Y kcal/mol of the minimum,

we simply set flimit to X + Y . If flimit can be set appropriately in advance, then

depth-first A* will visit exactly the same nodes as A* would to find the correct set

of solutions, but the depth-first search will use virtually no memory. (It essentially

only remembers the current node.)

We now have established a procedure for finding all rotamer states within Y

kcal/mol of the minimum energy conformation. First, the suite of DEE criteria is

used with Ecut = 0. Then, basic A* is used to identify the global minimum energy

conformation since a large number of possible conformations may remain after DEE.

Next, DEE is repeated from the beginning with Ecut = Y , and depth-first A* is run

with flimit = X + Y (where X is the minimum energy of the system).

5.3 Additional Enhancements

Flexible rotamers. The use of discrete rotamer searches that have been described

to this point can have limitations. Foremost among the limitations is that there is

no possiblity of the system making a slight adjustment to relieve the strain caused

by a clash between two rotamers or between a rotamer and the fixed atoms. The

rotamer(s) must make a coarse change to a different discrete state, which can often

effect the state of the rest of the system when a fine adjustment would have worked

better.

The typical rotamer library has χ angles in the neighborhood of +60◦, −60◦, and

180◦ for rotatable bonds [34]. In order to allow side chains to make finer adjustments,

one may simply add rotamers that have χ adjustments of ±10◦ or 15◦ at each χ angle.
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However, this leads to a large increase in the size of the search space. For example, a

leucine side chain has 2 rotatable bonds, and in the Dunbrack & Karplus library, it

has 32 = 9 rotamers. Adding variations of ±10◦ to χ1 and χ2 increases the number

of rotamers by a factor of 9. There essentially were 3 possible values of χ1 and χ2,

and after the fine adjustments are added, there are 9 values of each angle. When

these adjustments are added to all the side chains in the system, the total number of

states increases dramatically, and the search can take much longer. In addition, there

are many states that only differ by small changes in a few atomic positions. Many

similar low-energy conformations often exist, and since these conformations are all

reasonable solutions, the search algorithms must enumerate them separately. This

process further increases the time required for the search.

The problems caused by adding fine adjustments to the rotamer library can be

addressed by using the flexible rotamer model suggested by Mendes et al. [90]. In

this model, a rotamer and all its fine adjustments are grouped together in a flexible

rotamer, or “fleximer.” We denote this grouping of a set of rotamers {ir} with the

symbol iR . The individual rotamers in the set are referred to as subrotamers or rigid

rotamers. The aim is to specify the state of the system in terms of the fleximer state

at each position. In order to find the fleximer state of the system, we must have a

way of evaluating the interactions between fleximers. We wish to have a function F

of the fleximer state such that the free energy of the system is approximated by

Ftotal = Efixed +
∑
i

F (iR) +
∑
i

∑
j>i

F (iR , jS ) (5.14)

where F (iR) is the contribution of a single fleximer to the fleximer energy of the

system, and F (iR , jS ) is the contribution of the pair of fleximers to the energy of the

system. Mendes et al. develop an approximation for p(ir|iR), the probability that

a particular subrotamer is occupied given that the residue is in a particular fleximer

state. This probability actually depends upon the positions of all the other rotamers

in the system and determining its value would require an exhaustive search of the

states of the system. Instead, since all the subrotamers are fairly closely spaced, we
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may assume that interactions with the rest of the system are approximately constant.

In this approximation, the probability depends only on the self energy:

p(ir|iR) ∝ exp

[
−E(ir)

RT

]

The right hand side of this equation is a Boltzmann factor where T is equal to the

temperature and R is Boltzmann’s constant. Similarly, the joint probability that two

rigid rotamers are in a particular state depends on the total energy of the pair:

p(ir, js|iR , jS ) ∝ exp

[
−E(ir) + E(js) + E(ir, js)

RT

]

Given this set of probabilities, we can determine the free energy of a fleximer isolated

from the variable parts of the system, A(iR), and the free energy of an isolated

rotamer pair, A(iR , jS ),

A(iR) = −RT ln
∑
r∈R

exp

[
−E(ir)

RT

]
(5.15)

A(iR , jS ) = −RT ln
∑
r∈R

∑
s∈S

exp

[
−E(ir) + E(js) + E(ir, js)

RT

]
(5.16)

In order to efficiently implement the search for the state with the best Ftotal , we

wish to keep the expression for Ftotal pairwise additive, as shown in equation 5.14.

Following the example of Mendes et al., we substitute

F (iR) = A(iR)

F (iR , jS ) = A(iR , jS )− A(iR)− A(iS )

The contribution of individual fleximers to the Ftotal is simply the free energy of

the isolated fleximer. When we consider the interaction of two fleximers, their

contribution to Ftotal is the change in their total free energy caused by bringing

them in proximity to one another. In principle, this approach could be extended to

include higher order terms, but this pairwise decomposition of the free energy of the
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system allows us to use DEE and A* as described for rigid rotamers.

Each fleximer has an entropy reward built into equations 5.15 and 5.16 if it is

able to make small adjustments in its position. We wish to use flexible rotamers to

make fine adjustments to the system, so that low energy structures can be found. In

order to aid in finding low energy structures, we set T = 0 in equations 5.15 and 5.16,

yielding

A(iR) = min
r∈R

E(ir) (5.17)

A(iR , jS ) = min
r∈R
s∈S

[E(ir) + E(js) + E(ir, js)] (5.18)

These equations effectively neglect the entropy contribution from fleximers that can

adopt many slightly different conformations.

Freezing Flexible Rotamers. The use of fleximers allows adjustments to

discrete rotamers to be made and solutions to be found much more quickly than

a search over all the individual subrotamer conformations. The drawback of the

fleximer approach is that the free energy Ftotal is not strictly pairwise additive. The

pairwise decomposition of Mendes et al. can give conformations that are predicted to

be low in energy but actually do not have accessible low-energy states. For instance,

suppose that some residue 1 has only one subrotamer (subrotamer a, shown in red

in Figure 5.2) that can interact favorably with residue 2. Subrotamer a’s presence

will result in a favorable contribution to F . But suppose that residue 1 must adopt a

different subrotamer (subrotamer b, shown in green in Figure 5.2) to interact favorably

with residue 3. Again, there will be a favorable contribution to F . The difficulty is

that the two favorable contributions can not be realized, since side chain A can not be

in two places at once. This effect often results in a value of F which is substantially

less than any physically meaningful value of the energy of the system.

There is a fairly straightforward way to address this problem. Once a fleximer

state with a low value of F is identified, the fleximers may be “frozen” so that

each one adopts only one of its subrotamer conformations. The freezing is simply

another DEE/A* search with a fairly small search space. It proceeds fairly rapidly,

so thousands of possible solutions may be frozen in a reasonable amount of time.
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Each of the conformations is then reordered according to the energy E of the

frozen conformation. E is typically greater than F for its fleximer conformation’s

counterpart because freezing effectively prevents any side chain from being in two

places at once. This procedure helps ensure that conformations with a low F are in

fact low energy conformations.

Alternative Method of Computing Fleximer Energies. One advantage of

using a search of discrete conformations is that, using DEE/A*, the conformations

found are guaranteed to be the lowest energy states available. When fleximers are

added, one must be careful that low-F states actually correspond to low energy

structures. Suppose we search all fleximer states with an F less than some threshold—

say Y kcal/mol—and find that there are some frozen structures with an energy better

than this threshold. If it were true that a fleximer conformation’s E can never be

lower than F , then we would be guaranteed to have the lowest E conformation among

those already searched. Any other conformations with F above the threshold would

necessarily have a frozen E above the threshold. Thus we would like F < E. Although

this is true in many cases, a few cases arise in which F > E.

To illustrate the cause of this problem, let us consider a case in which F > E.

Suppose there are three variable residues in the system, each with several subrotamers,

as shown in Figure 5.3. For each fleximer, the minimum self energy occurs in the blue

rigid rotamer (number 1), and this minimum self energy is -5 (arbitrary units). For

residue i = 1, 2, or 3,

F (iR) = A(iR)

= min
r∈R

E(ir)

= E(i1) = −5

Now suppose that rotamer 12 (i.e. residue 1, rotamer 2—shown in red in Figure 5.3)

has favorable interactions with rotamers 22 and 32 (also in red) that are each worth

−8. Suppose also that the self energies of all red rotamers are 0, and all other

interactions are worth 0. When we consider residues 1 and 3 as a pair (Figure 5.3B),
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it is better to have them both as blue rotamers (total energy −10) than both as red

rotamers (0 + 0 + (−8) = −8 energy). The state with both blue rotamers is likewise

better than any other arrangement of the two residues. For the pairwise F values,

we have

F (1R , 3S ) = A(1R , 3S )− A(1R)− A(3S )

= min
r∈R
s∈S

[E(ir) + E(js) + E(ir, js)]− (−5)− (−5)

= 0

Similarly, the pair F interaction between residues 1 and 2 (Figure 5.3C) will give an

energy of 0, for an Ftotal of −15 for the three residues. However, we can see that

simply setting all positions to red rotamers would give an energy of 0 for the self

energies, and two interactions worth −8 for a total E of −16, which is lower than the

observed value of F . This frozen E is lower than the corresponding F because of the

way that one pair of residues is considered at a time. When residue 1 is considered

with rotamer 3, both have to pay an energy penalty of 5 to get -8 in interaction, and

thus the penalty appears to be too much to be worth paying. When residues 1 and 2

are considered, again they each have to pay a penalty of 5 to get -8 in interaction, and

again the penalty is not worth paying. The problem with this approach is that the

penalty paid by residue 1 has been double-counted. To get promoted from rotamer 1

to rotamer 2, it only needs to pay the penalty once. It may be worthwhile to produce

a new definition of F, thereby guaranteeing there can be no conformations with a

high approximate F but a low actual E.

We therefore focus on the extra energy that each subrotamer needs to be promoted:

X(ir) = E(ir)−min
s
E(is) (5.19)

This is the extra energy that was double-counted in the example above. We define a

new energy of each subrotamer E2 so that this excess energy is distributed over the
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interactions that residue i makes with the other residues.

E2(ir) = min
s
E(is) (5.20)

E2(ir, js) = E(ir, js) + [X(ir)W (ir, j)] + [X(js)W (js, i)] (5.21)

W (ir, j) is a weighting factor for the excess energy when considering rotamer ir’s

interactions with residue j. Setting W (ir, j) = 1 and calculating F as before will give

exactly the same results as the original definition of E. In order to avoid double-

counting the extra energy X(ir), we need to satisfy the condition

p∑
j 6=i

W (ir, j) = 1 for all ir

The simplest way to satisfy this condition is to divide the extra energy of each rotamer

equally among the other residues, so that W (ir, j) = 1/(p − 1). Although this

guarantees that F < E, it may give values of F that greatly underestimate the

energy. With this definition, if a residue needs to change subrotamer states to make a

better interaction, it only needs to pay a small fraction (1/[p−1]) of the true penalty

in self energy required to change rotamers. We may modify this approximation so

that positions that interact more strongly with any given rotamer get a larger share

of the rotamer’s extra energy. A simple way of measuring how strongly a position

interacts with a rotamer is the range of energies of interaction. Defining the range

R(ir, j) = max
s
E(ir, js)−min

s
E(ir, js)

we may use the following weighting

W (ir, j) =
R(ir, j)∑
j R(ir, j)

(5.22)

The structure of switch Arc was used as a test of the method described above. For

the NMR minimized average structure of switch, the conformation with minimum

F was found to have F = −97.0 kcal/mol. When F was recomputed with the
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above definition of weights, the structure with minimum F dropped to −107.6. The

structure with the actual minimum energy had an energy E = −90.5. Although the

second definition guaranteed that F < E, and that no low energy structures would be

missed, its larger underestimation of the true energy meant that many more fleximer

states had to be frozen in order to identify states with low true energies. In practice,

it is therefore more efficient to use the original definition of F (weight W = 1) for

most purposes. The strict lower bound is useful for simply verifying that no good

structures are missed.

Divide and Conquer. In a few cases, the application of the DEE/A* does

not eliminate enough rotamers, and the search becomes very slow. In many of these

cases, an approach that has proven effective is one we term “divide and conquer.” We

select a residue i and fix it to a particular rotamer ir. We then execute the DEE/A*

procedure with this residue fixed, and record the solution. The search continues

by fixing residue i to each of its available rotamer states, creating several smaller

subproblems whose best energies can each be recorded. The overall solution is simply

the best answer from all of the subproblems.

One advantage of this approach is that it allows each separate search with different

fixed ir’s to be sent to a different processor—the problem is easily parallellized.

Another advantage is that in each subproblem, DEE often eliminates more residues

at other positions than when all ir rotamers are available. This means that the total

time spent on all the subsearches can be less than the time that would be spent on

the original problem. In different searches, divide and conquer has yielded from 1.5–

50-fold faster searches. The method appears to work best when the divided residue i

can interact with several other positions. One can simply choose a residue by finding

a position that is centrally located, or by defining a heuristic. A useful heuristic

appears to be summing up the range of interactions that a residue can make with all

other residues. The residue that can interact strongly with the most other residues is

the best one to fix, since fixing it has more of a chance of constraining other residues,

thus simplifying the search.
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Figure 5.1: The tree representation of conformational search space. This figure is
adapted from reference [78]. The top set of branches represents the possible rotamers
of residue 1. The next set branches represents the rotamers for residue 2, and so on
to the bottom of the tree, where there is one goal node for each possible conformation
of the system.
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Figure 5.2: Illustration of how Ftotal can underestimate E of a true conformation.
When residue 1 and 2 are considered together, their best conformation is the red
subrotamers. When residue 1 and 3 are considered together, their best conformation
is shown in green. When the subrotamers are frozen (bottom of figure) residue 1 can
not simultaneously occupy both subrotamers, and therefore the favorable interactions
that contributed to F can not all be fully realized.



Figure 5.3: Illustration of how Ftotal can overestimate E of a true conformation.
The blue subrotamers at each fleximer have a self E of -5. The red subrotamers
shown have interactions worth -8. All other self and pair interactions are 0. The
best conformation of all three residues (A) is therefore when all occupy the red
subrotamers. However, when only residue 1 and 2 are considered (B), their best
conformation is the blue subrotamers. Likewise, when residue 1 and 3 are considered
(C), their best conformation is also the blue subrotamers.
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Chapter 6

Design of Hydrophobic Core

Packing in P22 Arc Repressor

6.1 Introduction

Substantial progress has recently been made toward the design of stably folded

proteins. Computational design algorithms have produced novel sequences that adopt

a known fold [29, 86, 128], as well as novel structures [54]. Despite some measure of

success in these efforts, our understanding of the determinants of protein folding is not

complete. The use of design algorithms in new systems will help test the generality

of these design methods, and aid in our understanding of protein folding.

In this work, we examine the core of P22 Arc repressor. Arc is a 53-residue protein

that folds as a homodimer, with each monomer containing a β-strand and two α-

helices. The structure of Arc has been determined by NMR and x-ray crystallography

[13, 17, 115]. The subunits of the Arc dimer are intertwined so that they form a single

hydrophobic core, hence the folding and dimerization of Arc are essentially the same

process [15]. We sought to change the sequence of Arc so that its preference for

forming homodimers is changed to a heterodimer preference. This protein has been

modified to form heterodimers previously by changing electrostatic properties of the

monomers [58, 99], but here we attempt to redesign Arc as a heterodimer by altering

the hydrophobic core. Changes in the core packing have the potential to provide a
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higher degree of specificity than changes in the electrostatic residues at the surface.

Arc has been observed to form a helix in place of each strand when the sequence

Asn-11, Leu-12, is switched to Leu-11, Asn-12 [27]. The resulting structure, known as

“switch” Arc, has been found to exist in equilibrium with its wild-type structure when

both residues 11 and 12 are leucine. We have also attempted to design sequences that

favor switch Arc over the wild-type structure of Arc.

Previous design efforts [28, 29, 86, 128] have focused primarily on stabilizing

a desired fold by placing side chains in such a way that the fold is predicted to

be particularly stable. Other possible folds have been essentially ignored, because

these other folds would be difficult to predict, or because a sequence that stabilizes

a particular fold is probably unlikely to stabilize other folds. Both of the design

problems considered here involve choosing a sequence that distinguishes between two

similar structures (i.e. sequences that prefer heterodimers to homodimers or switch

Arc structure to wild-type Arc structure). These problems will therefore provide a

stringent test of how specific the designed sequences are for a desired structure. In

fact they seem to require explicit consideration of the structure to be disfavored as

well as the favored structure, a consideration which complicates the design process.

These systems may thus help us gain insight into the determinants of specificity in

protein folding.

6.2 Methods

Design of Heterodimeric Arc. The starting coordinate set for the calculations

described here was the first of two dimers in the asymmetric unit of a 1.8 Å resolution

structure of Arc repressor [103]. Polar hydrogens were added to the structure using

the hbuild facility in the program charmm [18, 19]. Only hydrophobic amino acids

were used, since each of the positions considered was buried. The Dunbrack and

Karplus [34] rotamer library was expanded by adding rotamers for the aromatic side

chains at ±1 SD about χ1 and χ2 angles. Trial calculations showed that the crystal

structure was predicted to be unstable with this rotamer library because of the default
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covalent geometry of a Trp side chain differed from the crystal structure at its Cα–

Cβ–Cγ angle. In the crystal structure, this angle is 116.4◦ in Trp A14 and 117.4◦

in Trp B14. The default value of this angle as tryptophan is built is 112.5◦ using

charmm param19 parameters. The rotamer sets for each aromatic side chain were

expanded to include 115.0◦ and 117.5◦ for this angle for aromatic residues. The total

number of rotamers per amino acid was: Ala, 1; Ile, 9; Leu, 9; Met, 27; Phe, 162;

Trp, 243; Val, 3.

The charmm param19 parameter set [18] was used to compute van der Waals

interactions and torsional angle energies for each rotamer at each position in the

protein. All rotamers were built in their default geometry in this force field. Covalent

strain (of bonds, bond angles) was not considered, except when explicitly specified

in the rotamer library. Thus, the appropriate penalty for distorting the Cα–Cβ–Cγ

angle was included. The fixed atoms of the system consisted of the protein backbone

and all the residue positions that were not optimized. Rotamers were eliminated

prior to DEE/A* if their interaction with the template was greater than 25 kcal/mol.

Each rotamer’s interactions with the fixed atoms and with all other rotamers were

computed and stored prior to DEE/A*.

The search for low-energy conformations of the system used DEE of single residues

[32, 48] followed by conformational splitting [84, 110] and elimination of pairs [32, 75].

The DEE was repeated until no further rotamers could be eliminated by application of

the criteria, then an A* search [78, 145] was performed on the remaining space to find

the optimal solution. Once the best energy solution was found, DEE was repeated

with an energy cutoff so that all solutions within 10 kcal/mol of the optimum could be

determined. A depth-first A* search was used so that all solutions within 10 kcal/mol

of the minimum could be found.

For each sequence that was found, the lowest-energy structure corresponding to the

sequence was minimized. The backbone and unoptimized side chains remained fixed

at their crystal structure coordinates during the minimization. The minimization

consisted of 50 steps of steepest-descent followed by up to 2000 steps of adopted basis

Newton-Raphson [18]. The minimization terminated early if further steps would not
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reduce the energy by more than machine precision. Any covalent strain which was

added by minimization was included in the total energy of the structure.

A hydrophobic burial term of 25 cal mol−1 Å−2 [125] was added to the energy of

each structure. Since the folding and dimerization of Arc are essentially one process,

the surface area calculation requires a representation of the unfolded state. Each

amino acid was built as an extended chain blocked “dipeptide,” and its unfolded

solvent-accessible surface area was computed using charmm. The folded surface

area of each structure was also computed, and the burial upon folding of Arc was

simply SASAfolded −
∑

SASAunfolded aa where the sum is over the amino acids in the

Arc structure.

The set of low energy Arc sequences was filtered as described in Results. Arc

structures that had more than 45 atoms in the core, or had similar numbers of atoms

in their heterodimers and homodimers, were not considered further. Each possible

heterodimeric Arc was built with its A and B monomer sequences reversed. The

process was repeated using DEE/A* to find the best rotamers given that sequence

and minimizing the energy to give Erev,min.

Design of Switch Arc. The Dunbrack and Karplus [34] rotamer library was

expanded by adding rotamers at ±10◦ and ±20◦ for χ1 and χ2. Met side chains were

only expanded by ±15◦ at each of their χ angles. Additional rotamers were added for

the position of the hydroxyl H in the Tyr side chains. The total number of rotamers

per amino acid was: Ala, 1; Ile, 225; Leu, 225; Met, 729; Phe, 300; Trp, 450; Tyr,

2700; Val, 15.

The rotamers that varied by only 10◦ or 20◦ were grouped into flexible rotamers

[90], or fleximers. The DEE/A* search found the best fleximer states of the protein

for each of the available 14 NMR structures [27]. The possible sequences that came

out of the fleximer search were then optimized one at a time by allowing all possible

individual rotamers at each variable position. This second set of DEE/A* searches

gave structures with true low energies, and allowed us to discard the sequences that

were only predicted to be low in energy because of the flexible rotamer approximation.

Sequences were optimized in this way until all sequences that were within 10 kcal/mol
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of the minimum energy were determined. (This often meant finding a set of structures

with more than a 10 kcal/mol range in approximate energy.)

The energy function included a penalty for loss of side chain entropy upon folding

[33]. Other details of the energy function, including hydrophobic surface area burial

and van der Waals energies are the same as for Arc heterodimers, above.

6.3 Results and Discussion

6.3.1 Design of Heterodimeric Arc

The structure of Arc is shown in Figure 6.3. Residues Trp 14, Val 22, Ile 37 and

Val 41 from each monomer form the hydrophobic core of Arc repressor. In wild-type,

the majority of the inter-monomer contacts in the core are mediated through residue

41. We therefore describe the core as being divided into two half-sites. The first

consists of residues Trp 14, Val 22, and Ile 37 from chain A, and Val 41 from chain

B (left side of Figure 6.3). The first three residues contact one another and the have

relatively little interaction with the second monomer. There is a second symmetry

related subsite on the right-hand side of Figure 6.3.

The goal of this work was to redesign this hydrophobic core by placing side chains

that would favor the formation of a heterodimeric Arc. The basic approach was to use

a DEE/A* search that varied the sequence and rotamer states at all these positions

and identify sequences that would most stabilize the structure. In the sequence results

that follow, the first four letters refer to the amino acid side chains at positions 14,

22, 37, and 41 in the first Arc monomer, and the second four letters give the sequence

in the second Arc monomer. Hence, the sequence of wild-type Arc is WVIV WVIV.

A preliminary calculation in which the 100 lowest–energy sequences were determined

using a DEE/A* search was performed. The designed sequences tended to have extra

heavy atoms in the core. In wild-type Arc, the eight side chains considered in the

calculation have a total of 40 heavy atoms. The number of atoms in each of the

designed sequences is plotted as a histogram in Figure 6.1. The average number of
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atoms in these sequences is 43.4. Ninety-two of these sequences have more atoms than

wild-type, and only one has fewer atoms. Thus it appears that the design algorithm,

as applied to this structure, is more likely to overpack the hydrophobic core of Arc

than it is to underpack. The extent to which this problem occurs may depend on the

structure of the protein of interest, and will almost certainly depend on the fineness of

the rotamer library. When fewer rotamers are used, the number of atoms computed to

be in the core tends to decrease because the highly packed sequences are not as likely

to find a lower energy structure. The underpacking problem has been encountered

in similar calculations by other groups. In fact, the underpacking caused by use of

discrete rotamer libararies has prompted the use of reduced van der Waals radii in

several design calculations [29, 30].

It is known from previous work that some conservative substitutions can be made

in which the number of atoms in this part of the core increases from 40 to 42 (for

example, Leu at position 22 or Ile/Val at position 41 [16, 92]). We refined our search

algorithm so that any sequences were not considered further if they contained more

than 45 atoms in these core positions. The best sequences that were found after

applying this constraint presented another difficulty–they were not expected to form

heterodimers selectively. Some of the low-energy sequences such as WLLV WVLV and

WLII WVLI are nearly symmetric already. When their corresponding homodimers

(e.g. WLLV WLLV and WVLV WVLV for the first sequence) are built, they are

predicted to be nearly as stable as the desired heterodimer. In fact, WVLV WVLV

is already known to be stable [92], and its stability diminishes the chance that one of

its monomers can be used to select for heterodimers.

The basic DEE/A* algorithm simply attempts to find a structure with as low an

energy as possible. There are cases where this minimization appears to be sufficient

to prevent other structures from forming [29, 86]. However, in this system, the

homodimer structure is similar enough to the desired heterodimer structure that

we should consider the predicted stabilities of both. In fact, a simple search for the

best energy can give homodimers.

An additional constraint to the design process was needed to increase the
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heterodimer preference. The first half-site in the core of Arc is comprised of one

side chain from segment B (residue 41) and three residues from segment A. If residue

41 is the same side chain in both segments, then the homodimer is likely to be

approximately as stable as the heterodimer. For instance, if A41 is Phe, then the

other residues in the first half-site would arrange to accomodate a Phe. If B41 is also

Phe, then it is likely to be accomodated in a homodimer just as A41 is accomodated.

However if B41 were Ala, then the homodimers are much less likely to be stable.

(See Figure 6.2.) In the following calculations, the sequence was constrained so that

residue 41 in segment A would have a different sized side chain than in segment

B. Sequences were only considered if the size of the side chains A41 and B41 were

different by 3 heavy atoms or more.

Since the energies that come directly from the DEE/A* search are not perfect

descriptors of the protein’s actual stability, several different measures were applied

to each candidate structure in order to determine which structures have the best

chance of folding as heterodimers. The energy E from the DEE/A* search consists

of a van der Waals energy and a term for covalent strain. Each structure with a low

E underwent minimization in which only the variable side chains (14, 22, 37, and

41) were allowed to move. The energy of the minimized structure Emin provided a

second criteria to judge the stability of a structure. This measure is valuable since

the discrete search can sometimes miss good conformations of a sequence. A simple

validation of this procedure was performed on the wild-type structure. The side

chain conformations predicted by the DEE/A* search are shown in red in Figure 6.4,

along with the original side chains as shown in Figure 6.3. The side chains after

minimization are shown in green. The predicted structure both before and after

energy minimization is very closely superimposed on the actual crystal structure, and

thus the procedure works in the case where the predicted structure can be verified.

After computing E and Emin Each heterdimeric sequence was then reversed so that

the sequence ABCD WXYZ was placed in the crystal structure as WXYZ ABCD.

The best conformation of this sequence was chosen via DEE/A* and the structure

was minimized. In principle, this should give exactly the same protein and thus the
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same stability. However, the available structures of Arc are asymmetric, and the

energy of the reversed structure Erev,min is often different than Emin in the original.

Taken together, the above considerations led to the following design procedure. A

DEE/A* search was performed, allowing all eight side chains to be any hydrophobic

residue (Ala, Val, Ile, Leu, Met, Phe, or Trp). All structures with a computed

E better than the wild-type sequence were then filtered so that the remaining

sequences contained 45 or fewer heavy atoms, and positions A41 and B41 had different

sizes. Sequences were also filtered if neither of their corresponding homodimers

were overpacked (45 or more atoms). The lowest-E structure for each remaining

sequence was then minimized, giving its energy Emin. Each sequence also had its two

corresponding homodimers built using DEE/A* and minimized, and its “reversed”

sequence built and minimized. Sequences were considered further if all three energetic

measures (E, Emin, and Erev,min) were better than the corresponding energies for wild-

type Arc. There are 10 sequences that satisfy all the above criteria, all of which are

predicted to have a heterodimer preference based on comparison of their Emin values.

The sequences, shown in Table 6.1, fall into two categories. The first five shown have

the sequence WFXX WXXA (X is a variable amino acid), and the other five have

the sequence WAXX WXXF. For each sequence, the three energies E, Emin, and

Erev,min are shown, and the total number of heavy atoms in the core is shown. Below

each sequence, the two competing homodimers are listed, along with their respective

values of E, Emin (for a homodimer, Emin must equal Erev,min), and number of core

atoms. Many of the homodimers shown in Table 6.1 have a very unfavorable value

of E because the discrete rotamer states did not allow efficient packing of the side

chains. However, minimization often relieved the strain in these homodimers, and

hence it is not entirely certain that they will be unstable.

Sequence (1) has the most favorable E of the first group of sequences. The

predicted structure of this protein is shown in Figure 6.5, along with the side chains of

the original Arc repressor just as in Figure 6.3. In the heterodimer, Phe A22 occupies

some of the space vacated by side chain B41 as it mutated from Val to Ala. Some of

this space is also filled by Leu A37, which is branched at its Cγ, whereas Ile A37 in
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wild-type is not. In filling the space at the left of Figure 6.5, however, Leu A37 leaves

a gap in the center of the core. Ile A41 partially fills the space left by mutation of

both Ile B37 and Val B41, but the net effect of these mutations is to enlarge the gap

at the center. The gap can be clearly seen in bottom panel of Figure 6.5, where the

side chains are shown with space-filling spherical atoms. The gap in the center is not

present in wild-type Arc (see Figure 6.4, bottom panel), and raises doubt about the

stability of the heterodimer structure.

Other sequences in the first group of Table 6.1 have a similar gap in the center.

The sequence with a different packing is sequence (3)—WFLM WMIA. The predicted

structure is shown in Figure 6.6. The packing at the left hand side of the figure is

similar to sequence (1), which is unsurprising since residues A14, A22, A37, and B41

all have the same identity as in sequence (1). The difference in this structure is that

Ile B37 (conserved from wild-type) is β-branched and partially fills in the center of

the core. Also, Met A41 extends toward this central region, and fills a part of it.

Met B22 in turn fills space opened by the mutation to Met A41. Although sequence

(3) does not have the large hole seen in sequence (1), there are still small gaps.

Residues Phe A22 and Met B22 leave a small space since the Val’s in wild-type are β-

branched. Perhaps more importantly, sequence (3) contains two methionines, which

have greater torsional freedom in the unfolded state and therefore carry a greater

penalty when folding into the structure shown. The entropic penalty is not explicited

counted in Table 6.1, but has been estimated at 0.7–0.8 kcal/mol per residue greater

than in leucine or isoleucine [33]. This entropy cost may make sequence (3) slightly

less stable than wild-type.

Sequence (7) is predicted to be the most stable of the WAXX WXXF sequences

based on its computed energy. The predicted structure with this sequence is shown

in Figure 6.7. Note that the main difference between the first group of sequences

(WFXX WXXA) and the second group (WAXX WXXF) is the interchange of Phe

and Ala on positions A22 and B41 in the lower left part of Figures 6.5–6.7. Sequence

(7) results in a structure that appears to be better packed than sequence (1). Phe B41

occupies some of the space taken up by Val B41 in wild-type, and Ile A37 extends
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toward the central part of the core to space filled by B37 and B41 in wild-type. Ile A41

has an extra methyl group, which fills the gap left by the mutation of Val A22 to Ala

(left-hand side, rear of figure).

It is worth looking at the criteria that were used to select these structures in order

to understand which possibile structures were eliminated by each type of criterion.

One energetic measure, Erev, the energy of the reversed sequence before energy

minimization, was not included in the selection process. If we require that this is less

than E for wild-type Arc in addition to the other three energetic measures, then the

sequences that result are all either homodimers or heterodimers with a small predicted

heterodimer specificity (less than 2 kcal/mol). These predicted heterodimers leave a

thin margin for error, and it is difficult to predict with any confidence that they will

preferentially form heterodimers.

Since the heterodimers with Erev better than wild-type do not appear to form

heterodimers, it was necessary to relax this restriction and stipulate that Erev,min

is less than Erev,min for wild-type. The results already presented in Table 6.1 show

sequences with a substantially larger heterodimer preference. These sequences were

constrained to be heterodimers by requiring that (1) there was a difference in the

size of side chains A41 and B41, and (2) that one of the homodimers was overpacked

(more than 45 heavy atoms in the core). These two criteria have essentially the same

effect on the set of sequences that is selected. Removing restriction (1) would add

one more sequence to Table 6.1, WFLV WVLA, which is quite similar to sequence

(1) in the table. Lifting restriction (2) would also add one more sequence to the set,

WMLI WVLA, which is also similar to sequence (1) in the table. However, lifting

both heterodimer criteria results in the selection of an additional 40 sequences. All

40 of the new sequences had a smaller predicted heterodimer preference than all 11

of the sequences shown in Table 6.1. Thus the “qualitative” criteria (1) and (2) are

equivalent to an energy cutoff for heterdimer preference in the system studied here.

A curious feature of the results on sequence (1) and its homologues is that the

energy of the core was predicted to be lower than that of wild-type, but the packing left

a substantial hole in the center of the protein. The van der Waals energy associated
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with packing the side chains on either side of the core compensates for the loss of van

der Waals interactions with atoms in the core. Other sequences also appear to have

slight flaws in their core packing. Determining the extent to which these flaws affect

the stability would require experimental tests.

In the end, there were no sequences that were unambiguously predicted to form

stable heterodimers specifically. There may be a variety of reasons for this result.

The crystal structure is asymmetric in such a way that when the sequences were

built in reverse, the energies differed significantly. There were a few sequences that

were stable without minimization both forward and reversed, but none of these were

predicted to have a significant heterodimer preference. The results shown have a low

energy reversed sequence only after minimization.

A second reason that no sequence stands out unambiguously is the energy function

that was used to evaluate the structures. It is known that some structures with a

low predicted energy are not as stable as wild-type Arc, as shown previously with the

overpacked structure. This led us to compensate for the energy function with number-

of-atom based cutoffs, but the ideal solution would be to improve the energy function.

In this system, one might consider increasing the van der Waals radii in order to

prevent overpacking. Molecular mechanics parameters are designed for simulation at

≈ 300 K, but the dead-end elimination calculation done here was essentially at 0 K,

since we seek the lowest energy structure. The calculation does not account for the

range of motion atoms would undergo at 300 K, and as a result the structure can be

overpacked.

Finally, there is no guarantee that a stably folded heterodimeric Arc exists. If

it could, it may require changing more residues than were permitted here. There

may have been unique problems for this core, as Trp 14 was highly conserved in

the solutions found, and the remaining 6 residues were all β-branched in wild-type

Arc. Changing a β-branched side chain to another β-branched side chain is always a

conservative substitution, and changing to a non-β-branched side chain leaves a gap

where the branch occurred. This type of gap was shown at the center of the core

in the designed sequences. It may be more likely that such gaps can be filled if a

131



repacking of the core involves more residues or a wider variety of (non-natural) amino

acid side chains.

6.3.2 Design of Switch Arc

Switch Arc adopts a helical structure in residues 9–14 [27], which form a β-strand in

wild-type Arc. The helical structure of switch Arc allows Leu 11 to be buried in the

core, whereas Asn 11 in wild-type is exposed to solvent. The structures of the two

proteins are shown in Figure 6.8. Switch is shown with residues Phe 10, Trp 14, and

Leu 19, the three side chains that contact Leu 11. Note that in wild-type Arc, Leu 11

is solvent exposed, but the other three side chains are buried.

A variant of Arc in which both residues 11 and 12 are Leu (Arc-N11L) has been

found to exist in equilibrium between an Arc and a switch Arc structure [26]. This

bridge between the two structures provides a means of studying the determinants

of stability of the two structures. Here we attempted to repack the eight residues

shown in Figure 6.8 so that the sequence would favor the switch Arc structure over

the wild-type structure.

Mutation of residue 11 in switch Arc. As a test of the repacking methodology,

a DEE/A* search was performed in which residue 11 could mutate to any hydrophobic

residue, and residues 10, 14, and 19 were constrained to their switch Arc sequence

but were free to adopt any rotamer conformation. All other protein atoms were fixed.

The energy of each sequence was computed as

E = Evdw + Emm + Enp + Esc

where Evdw is simply the van der Waals energy of the protein computed in the

charmm param19 force field, and Emm is the molecular mechanics potential from

dihedral angles and covalent geometry using that force field. Enp is the energy of

burying non-polar surface area, which is computed after the DEE/A* search as 0.025

kcal mol−1 Å−2. Esc is the contribution of side chain entropy to folding. The loss

of entropy for each side chain was calculated from the values reported by Doig and
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Sternberg [33], who surveyed different techniques of computing the entropy associated

with each type of side chain.

The energies were evaluated for each of 13 NMR structures of switch Arc and

for the minimized average NMR structure [27]. The results are shown in Figure 6.9.

Each NMR structure is represented as a column, and each amino acid substitution

is represented by a row in the figure. For each structure, the minimum energy

sequence is defined as having an energy of 0 kcal/mol, and the other sequences’

energies are measured relative to this best sequence. The colors in Figure 6.9

illustrate the energies, from white representing the minimum, to yellow, orange, and

red representing higher energies, to black, the color of all sequences over 10 kcal/mol.

The wild type sequence FLWLFLWL (where the letters represent the one-letter amino

acid codes for the mobile residues 10, 11, 14, and 19 in chains A and B) is most often

predicted to be best, although an L11M mutation, and in one case a L11A mutation,

are predicted to be slightly more stable on a few of the backbones.

Experiments in which residue 11 was mutated [3] show that each of these mutations

results in a stable protein. Near UV spectra and NMR spectra show that the position

11 mutants bear more structural similarity to switch than to Arc. These results

suggest that switch Arc can adapt its structure more than the calculations allowed,

either by changing the position of the backbone or by changing the rotamer states of

additional side chains.

Design of switch Arc-specific packing. Although the DEE/A* search does

not consider the full range of motion available to the protein, it still may be possible to

design a sequence that accomodates one or more of the NMR structures. A DEE/A*

search was performed in which the amino acids at positions 10, 11, 14, and 19 were

allowed to vary in the background of all 14 switch NMR structures. The energy

function was the same as in the calculation on the position 11 mutants. All sequences

that gave a structure within 10 kcal/mol of the best structure were identified.

The minimum energy sequences from the computational results are shown in

Figure 6.10. As in Figure 6.9, the color represents the energy of each sequence in

each structure, but note that the reference energy is different in this figure, since
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more residues were allowed to change identity. Each of the sequences that was a

minimum in one or more structures is shown. One interesting feature of the results

is that none of the lowest energy sequences appear among the best 10 kcal/mol in

more than 6 out of the 14 possible NMR structures. The wild-type sequence is among

those chosen most often, and its rebuilt structure is shown in Figure 6.8. The side

chains all adopt nearly the same conformation as observed in the NMR structures.

With some backbones, there are other sequences that give more favorable

energies than the wild-type. Two of the sequences seen in Figure 6.10 are simply

mutations of Leu 19. The structures corresponding to the sequences FLWIFLWI and

FLWWFLWW are shown in Figure 6.12. The L19I mutation in switch is relatively

conservative, and the structure does not change a great deal, as seen in the figure. It

does appear to leave a gap where one of the methyl groups of Leu 11 is, and this is

one reason that the sequence is predicted to be less stable in the context of all the

other NMR structures.

The structure predicted from an L19W mutation in switch is also shown in

Figure 6.12 (bottom panel). Here, the Trp 19 residues extend away from the core

and pack against the N-terminal portion of the backbone and the side chain of Met 7,

as shown in the figure. The primary reason that this sequence is stable in some

NMR structures and not in others is that the region of residues 1–7 has relatively

few NOESY restraints, and is therefore flexible. A Trp 19 side chain does not fit into

several NMR structures due to the conformation of this portion of the protein. In

those that Trp does fit, it is predicted to have a fairly favorable folding energy. Note

that the considerations of overpacking that applied to wild-type Arc do not apply to

this position, since there is an opening (at least in some structures) for the Trp side

chain to grow into space unoccupied by Leu. Averaging over the five FLWWFLWW

structures highlighted in Figure 6.10, Trp 19 is 81% buried on average, and its ND

atom is 4.0 Å from the carbonyl oxygen of Lys 6. Given the uncertainty in the

structure of the N-terminal portion of the protein, it is at least possible that Trp

forms a hydrogen bond here (or that it is solvent accessible).

Experiments have probed the stability of wild-type Arc to mutation at several
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positions, including Leu 19. An alanine scanning mutagenesis [91] showed that L19A

is less stable than wild-type by 1.9 kcal/mol. A selection for stable mutants gave

Val and Gln residues at position 19 [16]. The L19I mutant in wild-type is predicted

by a DEE/A* calculation to destabilize the wild-type structure relative to the wild-

type sequence. The calculation does not tolerate Trp at position 19 at all, since this

position is 98% buried in the wild-type structure. Therefore, if the L19I or L19W

mutants of switch prove stable, they are predicted to increase specificity for the switch

fold.

The minimum energy sequences also include AYWLAYWL and AYWWAYWW.

These two structures are similar, and are shown in Figure 6.13. The placement of

side chains does not vary significantly over the structures highlighted as low energy

in Figure 6.10. Both include a similar arrangement of residues Ala 10, Tyr 11, and

Trp 14. The stability of the structure with the L19W mutation depends on the

particular NMR structure being used, as we have seen. The AYWL structure appears

to pack the space well. The one potential problem is that Tyr 11 is buried without

making a good hydrogen bond. It gets within 4.0 Å of the carbonyl O of Val 33, but

the penalty for desolvating this side chain is not explicitly accounted for in the energy

function. The L11Y single mutant of switch Arc has been found to have nearly the

same stability as switch Arc [3], so evidently the desolvation of this residue does not

completely preclude its burial.

There is experimental data that indicates how stable the F10A L11Y is in the

wild-type structure. The F10A mutant was found to destabilize wild-type Arc by

2.7 kcal/mol [91]. Mutating position 11 was found to have little effect on stability

either in the Ala scan or in the selection for stable mutants, where several mutants

at this position were found [16]. Since residues 10 and 11 are on opposite sides of the

β-strand in switch Arc, their cumulative effect is likely to be the same as the effect of

the mutations individually. Thus we expect these mutations to destabilize wild-type.

The AYWWAYWW is simply the combination of the F10A L11Y with the L19W

mutant described above. As before, the predicted stability of the protein with Trp

at position 19 in switch depends on the structure of the N-terminal region, for which
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there is little information. The region’s flexibility among the NMR structures is the

principal reason that aromatic residues are seen in some structures of the NMR family,

and smaller side chains are seen in others. This result is even more readily apparent

when we consider the sequences that were found most often. All sequences that were

found to be low in energy (within 10 kcal/mol of the best sequence) in at least 5 of

the 14 NMR structures are shown in Figure 6.11. The list of sequences is readily

divided into two groups: one in which a non-aromatic residue is present at position

19 in both monomers (first column and top of second column in Figure 6.11), and a

second in which Trp is present at position 19 in both monomers. NMR structures 5,

6, 7, 11, and 12 always give sequences in the second group, and most of the other

structures give sequences in the first group.

Another feature that stands out in Figure 6.11 is that the vast majority of

sequences are conservative substitutions from switch Arc with one or more Met

residues (this is also true of some of the minimum energy sequences in Figure 6.10).

This side chain is commonly observed apparently because it is unbranched and flexible

(it has 3 rotatable bonds), and therefore can fit more easily into different spaces. The

side chain entropy penalty associated with Met is greater than the other residues [33]

precisely because of this flexibility, but the penalty is apparently not large enough to

prevent its appearance at many positions in this system. In some design calculations,

Met has simply not been considered as a possible core residue [128], but allowing it

without having it appear in so many solutions may remain a challenge.

Conclusion. The cores of two different structural variants of Arc repressor have

been redesigned using a DEE/A* search to generate a number of candidate structures,

then using additional criteria to evaluate the structures and introduce other desired

properties—particularly the specificity of one fold over another. The process resulted

in some sequences that appear to satisfy the design conditions, but there is some

ambiguity in the predicted stability of the new sequences. In both cases, relatively

small variations in the structure of the backbone influenced the stability of predicted

sequences (in one case, the normal and “reversed” sequences gave different results; in

the other, different NMR structures gave different results). Experimental tests of the
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stability of these proteins may shed some light on this problem. The DEE/A* search

is an efficient method for placing side chains to stabilize a particular backbone, but

ideally, in problems such as these, one could take into account the fluctuations in a

protein backbone as well as design against an undesired fold. DEE/A* alone does

not readily address the latter two concerns. Future computation and experiment may

help us understand how to carry out the process more efficiently.
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Table 6.1: Sequences with a Predicted Heterodimer Preference.
Sequence E Emin Erev,min

a natoms
b

wild-type WVIV WVIV -86.0 -103.8 40

(1) WFLI WVLA -91.9 -109.3 -109.2 43
homodimer 1 WFLI WFLI 337.1 -113.0 50
homodimer 2 WVLA WVLA -80.6 -93.4 36

(2) WFII WVLA -89.2 -108.5 -104.7 43
homodimer 1 WFII WFII 342.3 -103.8 50
homodimer 2 WVLA WVLA -80.6 -93.4 36

(3) WFLM WMIA -88.5 -110.1 -106.5 44
homodimer 1 WFLM WFLM 6.3 -98.4 50
homodimer 2 WMIA WMIA -82.2 -96.5 38

(4) WFLI WALA -88.1 -105.9 -103.9 41
homodimer 1 WFLI WFLI 337.1 -113.0 50
homodimer 2 WALA WALA -69.1 -81.1 32

(5) WFLM WVLA -87.9 -107.5 -108.8 43
homodimer 1 WFLM WFLM 6.3 -98.4 50
homodimer 2 WVLA WVLA -80.6 -93.4 36

(6) WFLI WILA -86.1 -106.4 -111.5 44
homodimer 1 WFLI WFLI 337.1 -113.0 50
homodimer 2 WILA WILA -76.8 -93.6 38

(7) WAII WVLF -92.5 -110.0 -104.1 43
homodimer 1 WAII WAII -73.2 -92.7 38
homodimer 2 WVLF WVLF -32.8 -109.4 48

(8) WALM WMIF -90.2 -111.1 -105.2 44
homodimer 1 WALM WALM -79.7 -101.3 38
homodimer 2 WMIF WMIF 48.5 -95.1 50

(9) WAIM WMIF -88.8 -109.3 -104.5 44
homodimer 1 WAIM WAIM -75.4 -95.9 38
homodimer 2 WMIF WMIF 48.5 -95.1 50

(10) WAII WILF -86.7 -106.7 -106.4 44
homodimer 1 WAII WAII -73.2 -92.7 38
homodimer 2 WILF WILF -34.2 -106.7 50

(11) WALI WILF -87.8 -107.4 -105.2 44
homodimer 1 WALI WALI -79.6 -99.0 38
homodimer 2 WILF WILF -34.2 -106.7 50

All free energy values are in kcal/mol.
aValues of Erev,min for homodimers are equal to the values of Emin.
b natoms is the number of heavy atoms in the hydrophobic core consisting of the
side chains of residues 14, 22, 37, and 41.
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Figure 6.1: The number of heavy atoms in the hydrophobic core of various repacked
Arc structures. The histogram shows the frequency of each number of atoms observed
in a repacking calculation. Wild-type Arc has 40 heavy atoms in the space being
repacked. Figure produced with the program MOLSCRIPT [73].
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Figure 6.2: The strategy for selecting sequences with a strong heterodimer preference.
In one monomer (gray), residue 41 has a small side chain and residues 14, 22, and 37
are arranged to accomodate a large side chain. In the other monomer (blue), residue
41 has a large side chain, and the other three residues accomodate a small one. As a
result, the blue and gray monomers prefer forming heterodimers to homodimers.
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Figure 6.3: The structure of Arc repressor. Monomer A is shown in blue and monomer
B is shown in yellow. The hydrophobic core residue side chains are shown in the same
color as the backbone. The sequence as denoted in the text, WVIV WVIV, can be
read from this picture by starting with the blue W14 residue in the lower left and
following the labels clockwise around the figure.
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Figure 6.4: The structure of Arc repressor rebuilt. The backbone and crystal structure
side chain positions are shown as in Figure 6.3. In the top panel, the rotamers selected
from the DEE/A* search are shown in red, and the energy minimized positions of
those side chains are shown in green. In the bottom panel, the energy minimized side
chains (including Cα) are shown as space-filling spheres.



Figure 6.5: The structure of Arc rebuilt with the sequence WFLIWVLA. The crystal
structure coordinates are represented in blue and yellow as in Figure 6.3. The top
panel shows the energy minimized coordinates of the side chains, and the bottom
panel shows the same side chains in space-filling spheres.



Figure 6.6: The structure of Arc rebuilt with the sequence WFLMWMIA. The crystal
structure coordinates are represented in blue and yellow as in Figure 6.3. The top
panel shows the energy minimized coordinates of the side chains, and the bottom
panel shows the same side chains in space-filling spheres.



Figure 6.7: The structure of Arc rebuilt with the sequence WAIIWVLF. The crystal
structure coordinates are represented in blue and yellow as in Figure 6.3. The top
panel shows the energy minimized coordinates of the side chains, and the bottom
panel shows the same side chains in space-filling spheres.



Figure 6.8: (top) The structure of wild-type Arc with residues 10, 11, 14, and 19
shown. (bottom) The structure of switch Arc with the same side chains shown. The
NMR structure coordinates are represented in blue and yellow. The results of a
DEE/A* search with the sequence constrained to regular switch Arc is shown in red.
The rebuilt Leu 19 side chains are close enough to the NMR coordinates that they
block the view of the NMR side chains.



Figure 6.9: The relative stabilities of switch Arc predicted with various amino acid
substitutions at position 11. Side chains at positions 10, 11, 14 and 19 are listed,
and were allowed to move. The wild type amino acids are shown in black letters,
Met is shown in red; Ala is shown in yellow; aliphatic side chains are shown in
light blue; and aromatic side chains are shown in green. An asterisk (*) denotes
the wild-type sequence. The energies were calculated for the 14 NMR starting
structures, which correspond to the columns of the figure. Structures 1-13 are the
NMR structures, and structure 0 is the minimized average structure backbone. The
white squares correspond to the best sequence for a given structure, and the other
colors (yellow–orange–red), show higher energy structures according to the scale at
the right. Sequences higher than 10 kcal/mol in energy are shown in black.
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Figure 6.10: The minimum energy sequences of switch Arc predicted with amino acid
substitutions at positions 10, 11, 14, and 19. The energies are computed relative to
the minimum energy sequence for that structure. (Note the difference between this
and Figure 6.9, in which only residue 11 was allowed to mutate.) An asterisk (*)
denotes the wild-type sequence. The energy scale, the amino acid sequence colors,
and the 14 starting structures are the same as in Figure 6.9.
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Figure 6.11: The most commonly occuring sequences placed in switch Arc. All
sequences that occured in 5 or more NMR structures are shown. The energy scale,
the amino acid sequence colors, and the 14 starting structures are the same as in
Figure 6.9.



Figure 6.12: (top) The predicted structure of switch Arc with the sequence FLWI
at positions 10, 11, 14, and 19. The backbone of NMR structure #2 of switch is
shown in blue and yellow. The predicted side chain placements of the new sequence
are shown in red. (bottom) The predicted structure of switch Arc with the sequence
FLWW in the background of NMR structure #6.



Figure 6.13: (top) The predicted structure of switch Arc with the sequence AYWL
at positions 10, 11, 14, and 19. The backbone of NMR structure #3 of switch is
shown in blue and yellow. The predicted side chain placements of the new sequence
are shown in red. (bottom) The predicted structure of switch Arc with the sequence
AYWW in the background of NMR structure #12.
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Chapter 7

Repacking a Protein Interface:

Application to Zif268 Zinc Finger

7.1 Introduction

Accurate prediction of the atomic packing in proteins is an important goal in

understanding protein function. Several computational methods including dead-

end elimination (DEE) [32, 48] and A* (or branch-and-bound) [52, 78] search

algorithms have been used recently to repack the side chains of proteins. In these

methods, the conformational search space is represented as a discrete set of side chain

rotamers [34, 111] which allow the searches to proceed rapidly over a large number of

conformations. These search methods have been applied to several problems including

the prediction of packing in a known structure [55], the design of novel packing in a

known structure [29, 86, 128], and the design of a novel structure [54]. These methods

have mainly been applied to hydrophobic cores of proteins, where the effects of solvent

and electrostatics appear to be unimportant.

We would like to extend the use of repacking methods to protein binding interfaces,

where electrostatic effects typically play a substantial role. Continuum models of

aqueous solvent have proved useful in understanding these effects [61]. Continuum

models have been applied to understanding electrostatic effects in protein folding

[59, 148, 149] and protein binding [60, 121], and as a basis for designing tight-binding
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ligands [69, 79]. Although the continuum solvent is a way of accounting for different

arrangements of the solvent, it is too computationally intensive to permit evaluations

of many different protein conformations. Analytical methods such as the generalized

Born model [114, 134] and the ACE model [119] have been developed to approximate

continuum electrostatic calculations at a much lower cost.

A complete understanding of protein systems would include a treatment of both

side chain packing and electrostatics. In this work, we attempt to combine the search

capabilities of the DEE and A* algorithms with electrostatic effects treated by a

continuum solvent model. The use of DEE/A* is limited to certain types of energy

functions. For DEE, the energy must be pairwise additive, and although A* does not

explicitly require the energy to be pairwise, the search can be made more efficient if

the energy is pairwise. Continuum electrostatic energy functions do not give energies

that are pairwise additive. The basic approach will be to use a low-resolution energy

function to identify many possible candidate structures, which will then be evaluated

by a higher-resolution energy function that fully accounts for solvation effects.

We will use the approach to dock the Zif268 zinc finger to DNA. Zif268 is a

transcription factor whose structure has been determined [38, 107] at high resolution.

Several sequence variants of this protein that were selected for high binding affinity

[117] have also been studied crystallographically [36]. Computational methods will

be used to attempt reproduce the docked structure of the zinc finger–DNA complex

and a complex with a zinc finger variant. The results give some insight on the reason

that the zinc finger side chains pack the way they do in the crystal structure.

7.2 Methods

Structure Preparation. The calcluations were carried out using the crystal

structure of Zif268 bound to DNA from the Protein Data Bank [38]. (pdb code

1aay) and the structure of the RADR mutant bound to the same DNA sequence [36]

(pdb code 1a1j). Hydrogens were added using the hbuild facility of charmm [19].

Analytical Continuum Electrostatics. The algorithm for analytical contin-
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uum electrostatics (ACE) [119] was used as implemented in charmm version 27.

There are no parameters for the atomic volumes of DNA atoms, so the parameters

were fit by means of comparison to a continuum electrostatic calculation using the

program Delphi [46, 47, 126]. First, the protein was divided into groups as follows.

Each amino acid was divided into a side chain and neutral amino (consisting of N, H,

and Cα) and carbonyl groups. The DNA was divided into phosphate (consisting of

each P atom and the four oxygens bonded to it) and neutral base and ribose groups.

The contribution of each group to binding in the wild-type Zif268–DNA complex was

computed.

Each group pair has an interaction energy ∆Gi,j;int defined to be the difference in

interaction between two groups in the bound and unbound states of the complex.

Each group has a solvation ∆∆Gsolv for the difference in self energy of a group

between bound and unbound state, and a total interaction with all other groups

∆Gi;int. The contribution ∆∆Gcontrib is defined as a group’s solvation plus one-half of

its interactions so that the sum of all the contributions is the total binding energy of

the complex. The mutation energy of a group ∆∆Gmut is equal to the sum of a group’s

full interactions and its solvation. When ACE is used, we can find the RMS deviation

between each of these terms and the more accurate values computed by solving

the Poisson–Boltzmann equation. The ACE parameters were varied such that the

product of the RMS deviations of all five of the above terms [rmsd(pair interaction),

rmsd(solvation), rmsd(total interaction), rmsd(contribution), rmsd(mutation)] was

minimized.

We used a procedure to search a many-dimensional parameter space for parameter

sets that minimize any desired error function. Minimization of a nonlinear function

with a many-dimensional parameter space is an inherently difficult problem. The

downhill simplex method of Nelder and Mead with simulated annealing added as

by Press [112] was used to minimize the above objective function. The parameters

(α and 42 effective atom volumes Ṽ as defined in ACE [119]) are restricted to non-

negative values. The optimized values of the RMS deviations were: rmsd(∆Gi,j;int)

= 0.06 kcal/mol, rmsd(∆∆Gsolv) = 0.30 kcal/mol, rmsd(∆Gi;int) = 0.45 kcal/mol,
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rmsd(∆∆Gcontrib) = 0.31 kcal/mol, rmsd(∆∆Gmut) = 0.44 kcal/mol.

DNA–protein orientation. The double-helical axis of the DNA was determined

using the program Curves [76, 77, 116] so that it was linear. The linear axis of the

alpha helix of zinc finger 1 was determined using the program P-curves [132]. The

helical axes of the intact complex were rotated and translated so that the reference

point on the α-helix axis (point on the axis closest to His 25 Cα) was at the origin. The

intact complex was then rotated about the origin so that the DNA axis crossed the

y-axis and was parallel to the z-axis. This procedure uniquely defines the orientation

of the intact protein–DNA complex.

The DNA and protein could be rotated and translated individually from their

reference positions to define the parameters of orientation of the complex. The

reference point on the DNA axis was defined as the point closest to the midpoint of

the C1’ atoms of the first base pair recognized by the zinc finger (base pair 8 for finger

1). The DNA reference position was defined as placing the reference point on the at

the origin so that its axis (from 5’ to 3’) aligns with the +z-axis. The C1’ connecting

line was oriented so that it pointed in the +x direction and the major groove pointed

in the +y direction. The DNA can be moved from its reference orientation to its

orientation in the complex by rotation about the z axis by and angle α followed

by translations in y and z. The required rotation and translations define the three

parameters listed in Table 7.2. The α-helix reference position is defined as placing

the helix reference point at the origin, pointing the helical axis so that it is aligned

with the z-axis of a coordinate system, and pointing Cα of His 25 along the +y axis.

Rotation by Euler angles φ, θ, and ψ places the helix as it is oriented in the complex.

These six parameters therefore uniquely describe the orientations of the α-helix and

the DNA.

In order to perform principal component analysis, each of the parameters had to be

normalized to the same dimensions. The Zif268–DNA complex crystal structure was

modified by changing each of the angles by increments of 0.5 degrees, then observing

the effect on the Cα RMS deviation of the backbone atoms in zinc finger 1. The

following results were obtained for each of the four angles: φ, 0.128 Å/degree; θ,
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0.121 Å/degree; ψ, 0.155 Å/degree; α, 0.222 Å/degree. The angles for each of the

α-helices were multiplied by these factors before principal component analysis was

performed on the data.

Dead-End Elimination and A*. The Dunbrack and Karplus [34] rotamer

library was expanded as described in Results. The total number of rigid rotamers

available for each residue type was: Arg, 6561; Glu, 729; Asp, 81; Ser, 81; Thr, 81;

Ala, 1. For each conformational search, the protein was kept fixed and the DNA was

moved to account for the available protein–DNA orientations. Van der Waals and

electrostatic energies were computed using the charmm param19 parameters [18]

for protein and an experimental set for DNA [146].

For purposes of the conformational search, the DNA orientations were treated

just as another side chain—i.e. DNA positions could be eliminated by DEE just as

rotamers are. First the Goldstein singles DEE criterion [32, 48] was applied at every

variable position repeatedly until no more rotamers could be eliminated. Then split

DEE [84, 110] was applied to all positions with all other positions serving as splitting

positions. (See Chapter 5 for additional explanation of all these methods.) Again,

the criterion was applied iteratively until no further rotamers could be eliminated.

Finally, elimination of rotamer pairs was performed using the “magic bullet” pair as

defined by Gordon and Mayo [51]. The system was checked to determine if elimination

of pairs resulted in elimination of single rotamers [75]. This set of DEE criteria was

repeatedly applied from the beginning until no further rotamers could be eliminated.

The remaining rotamer states were searched using the A* algorithm [78] with a

modified bound. The A* search found the lowest energy state. To find all states

within 15 kcal/mol of the minimum, the search was modified to traverse the tree

without keeping all nodes in memory. This depth-first A* search is just as efficient

as the original version when the best energy of the system is known.

Continuum Electrostatic Calculations. All Poisson–Boltzmann electrostatic

calculations were carried out using a locally modified version of the program delphi

[46, 47, 126]. The interior dielectric constant was set to 4 and the exterior dielectric

to 80. The Poisson equation was solved with an ionic strength of 0.0 (to match the
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ACE model). Each calculation of the potential in the bound and unbound states

was repeated with ten different translations of the grid with respect to the molecule

(i.e., the molecular geometry was unchanged). Contributions from individual groups

were calculated on a 129x129x129 grid with three levels of focussing: 23%, 92%, and

overfocussing at 184%. All complexes that were compared were placed on the same

grid, where the final grid spacing was 4.2 grids/Å. Short to medium range interactions

between groups were computed from the overfocussed grid. Longer range interactions

were computed using the finest grid upon which both groups fit. The electrostatic

energy of the entire complex was determined by calculation on a 257x257x257 grid.

Ehφ was determined using the solvent accessible surface area computed in

charmm. A coefficient of 25 cal/mol/Å2 was used [125].

7.3 Results and Discussion

7.3.1 Rotamer search

The structure of zinc finger 1 bound to DNA is shown in Figure 7.1. In this work, we

will repack the side chains of finger 1 that have any atom within 5.0 Å of the DNA.

There are 10 such side chains, shown in the figure. The four labelled side chains

contact the DNA bases, and they are Arg 18, Asp 20, Glu 21, and Arg 24. These

side chains contact bases 8, 9, and 10 of the unprimed strand of the DNA. The six

other side chains shown in the figure are Arg 3, Arg 14, Ser 17, which are near the

phosphate backbone of the unprimed strand of DNA, and Ser 19, Thr 23, and Arg 27,

which contact the primed strand of DNA.

These side chains were placed in the Zif268–DNA complex structure using the

discrete set of rotamers given in the Dunbrack and Karplus [34] rotamer library. The

conformations are evaluated with a simple energy function

Elow = Evdw + Eelec,4r (7.1)

The energy function consists of a van der Waals term and an electrostatic interaction
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term in which coulombic interactions between atoms are scaled by 4r, where r is the

interatomic distance in Å. This low-resolution energy function is pairwise as required

for the conformational search. The lowest energy structures are identified by means

of a search using dead-end elimination (DEE) and A*. The best structures are then

reevaluated with a higher resolution energy function that better accounts for solvation

effects:

Ehigh = Evdw + Ehφ + Eelec,ace (7.2)

The van der Waals term in this equation is exactly the same as in the expression

for Elow. Ehφ is a term favoring burial of hydrophobic surface, and Eelec,ace is

an approximate analytical continuum electrostatic function [119] that accounts for

electrostatic interactions of solute and solvent.

When the standard rotamer library is used, one can see immediately that the

set of rotamers is not sufficient to represent the possible arrangement of side chains

in the protein. One example of such a problem is illustrated in Figure 7.2. The

crystal structure conformation of Arg 18 and Asp 20 is shown with gray carbons.

The rotamer of Arg 18 that is closest to the crystal structure rotamer is shown in red.

This rotamer is turned so that the guanidinium group is not in the same plane as the

Gua 10 base, which forms two hydrogen bonds with Arg 18. This red library rotamer

has a steric clash with Cyt 9 (further into the figure, but not shown for clarity) and

is therefore not accessible. The rotamer chosen in the minimum energy structure is

shown in green. It makes only one hydrogen bond with Gua 10, and its new position

forces Asp 20 to change conformation as well.

The rotamer library must be augmented in order for the correct structure to be

a possibility. Small variations about side chain dihedral angles were added to the

Dunbrack & Karplus library. The different sets of variations and their affect on the

stability of the structure are shown in Table 7.1. The structure was forced to be

a conformational state where the Dunbrack & Karplus rotamers were closest to the

rotamers in the actual crystal structure. The value of Elow was minimized with each

side chain allowed to occupy either the library rotamer or one of its subrotamers with
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the indicated deviations from the library. The first set of subrotamers (second line of

Table 7.1) consisted of variations of both χ1 and χ2 by ±10◦. This degree of flexibility

reduces the van der Waals strain in the molecule substantially, from a structure that

is over 3000 kcal/mol higher in Evdw than the crystal structure to a structure that is

24.96 kcal/mol above the crystal structure. The key residues and residue pairs that

create strain in the repacked structures are shown in the four middle columns of the

table. Arg 18, pictured in Figure 7.2, contributes to van der Waals clashes with both

the DNA and Asp 20. The energies of Arg 27 interacting with Arg 24 and the protein

backbone also benefit from allowing extra flexibility in the rotamer library.

In subsequent rows of the table, additional degrees of freedom of the side chains are

varied. The third row shows results for introducing a variation in covalent geometry,

which for this complex is less successful at reducing strain than additional variation

of side chain dihedral angles. When χ3 is varied by ± 10, 20, 30, or 40 degrees, the

strain is reduced substantially more than when these angles have only their library

values. Allowing all these variations at once improves the energy slightly over simply

varying χ3 by ± 20◦ or 30◦. Variation at χ4 also reduces the strain in the molecule,

particularly in Arg 18. Allowing 81 subrotamers for each side chain rotamer creates a

large number of states to search. In particular, there are 81 library rotamers for Arg

side chains, so 81 fine variations of each rotamer gives 81×81 = 6561 total rotamers of

Arg. Any additional rotamers would make repacking calculation too computationally

expensive. From the table, it appears that the best reduction in strain comes from

varying each of the four χ angles separately.

The minimum energy structure with extra flexibility at all 4 variable χ angles is

shown in Figure 7.3. Here, because of the additional subrotamers, Arg 18 can be

positioned to make two hydrogen bonds with Gua 10, just as in the crystal structure.

Once the conformational search allows the possiblity of this rotamer, the energy of

the correct conformation is found to be minimum. Note that once Arg 18 is able to

find its correct conformation, Asp 20 also goes to the correct rotamer, as do the other

side chains in finger 1.
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7.3.2 Docking of the DNA to the protein

In order to allow a full range of conformations of the protein–DNA complex to be

explored, it will be important to allow the DNA to move relative to the protein.

Motion of the DNA relative to the protein along with variation of side chain

conformations can create a large number of conformations. In order to keep the size of

the conformational space as small as possible, we sought to reduce the possible DNA–

protein orientations to a set that is known to be feasible from the solved structures of

zinc fingers bound to DNA. There are eight structures of finger 1 variants bound to

DNA, each with different protein and/or DNA sequences [36]. The eight structures

are shown in Figure 7.4 with their DNA backbones aligned so that the variation in

the orientation of finger 1 can be seen. We wish to reproduce the variation in the

repacking calculations.

First, a system of parameters to describe these different orientations was

established. For rigid translations and rotations of the DNA relative to the protein,

there are six degrees of freedom. We determine the α-helical axis and define a reference

point on the axis that is closest to the Cα of His 25, the conserved His that coordinates

a zinc ion in the zinc finger. The reference position of the α-helix will be defined as

placing the reference point at the origin, pointing the helical axis so that it is aligned

with the z-axis of a coordinate system, and pointing Cα of His 25 along the +y axis.

Similarly, the reference position for the DNA will have it placed so that its axis (from

5’ to 3’) aligns with the +z-axis. A line connecting the C1’ atoms of base pair 8 (the

first base pair contacted by the zinc finger) points in the +x direction so that the

major groove is approximately in the +y direction. The complex is then produced

from these reference orientations as follows. The α-helix is rotated in place to its

proper orientation as follows. It is turned about its axis an angle φ, then about the

x-axis by an angle θ, then turned about the z-axis again by an angle ψ. Then the

DNA is rotated about its axis an angle α, and translated in the y and z directions to

produce the final zinc finger complex.

The definition of such a system of parameters is somewhat arbitrary, but it gives
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six parameters that uniquely describe the orientation of a zinc finger relative to a DNA

double helix. The values of these parameters were computed for the eight different

fingers in the variant Zif268 complexes. The results are shown in Table 7.2. There

is significant variation in some parameters; for instance, the angle φ has a range of

nearly 20◦, but the range of orientations seen here is much smaller than the full range

of possible orientations.

Given the parameters for the structures that we have, it may be possible to come

up with a system of fewer than 6 parameters to describe the motion available to

the zinc finger and DNA backbones. Here we make use of principal component

analysis (PCA) to reduce the dimensionality of the data shown in Table 7.2. The

sets of parameters are treated as six-dimensional vectors in a space where the origin

represents the average value of each parameter. PCA yields a set of vectors in this

space such that the first vector (or principal component) represents a combination of

rotations and translations that best accounts for the variance in the data. The second

principal component is orthogonal to the first, and its direction is selected to account

for the most remaining variance in the data. The remaining principal components

account for the remainder of the data.

When applying PCA to the data in Table 7.2, we must be aware that some

parameters have units of degrees, and others have units of Ångstroms. These

parameters were compared by determining the RMS deviation of the zinc finger 1

Cα atoms produced by changing each parameter. For example, changing the value

of φ by 1◦ resulted in a Cα RMS deviation of 0.128 Å, so the variations in φ were

weighted by 0.128 to make each of the dimensions have comparable units. PCA

yielded a set of vectors that described the data, and the representation of the data

in terms of the principal components is shown as blue X’s in Figure 7.5. In the first

plot the data is shown as it is projected on each of the first two principal components.

The variance of the data in these two dimensions is clearly greater than in the third

and fourth dimension, which are illustrated in the middle plot of Figure 7.5. Taken

together, these four dimensions account for more than 99% of the variance of the

eight structures. As seen in the bottom plot, all eight structures are clustered fairly
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tightly together in the fifth and sixth dimension.

The data show that the known orientations of the DNA and protein backbone

are described well by a four-dimensional space. We use the four-dimensional space to

produce a grid of orientations, which will be searched during repacking of the protein–

DNA interface. The set of orientations is illustrated by the red dots in Figure 7.5. A

grid was chosen so that it surrounded all of the known data points for finger 1. The

fineness of the grid was adjusted to make the search computationally feasible. The

set of orientations used for the repacking of Zif268 was 15× 8× 6× 4, giving a total

of 2880 DNA–protein orientations.

7.3.3 Docked structure of Zif268–DNA complex

Given the discrete set of DNA–protein orientations, we may use a DEE/A* search

as before to find the lowest energy conformations of the system. For purposes of the

search, the DNA is treated just as if it were another side chain—some orientations

can be removed by dead-end elimination, and the rest may be searched efficiently

by the A* algorithm. With the augmented set of rotamers and the ability of the

DNA and protein to change their relative orientation, the repacking calculation

becomes prohibitively expensive. However, we may take advantage of the fact that the

protein side chain rotamers consist of groups of rotamers that differ by relatively fine

adjustments. A group of closely spaced rotamers, or subrotamers, can be considered

as a single flexible rotamer in a method described by Mendes et al. [90]. (The flexible

rotamer method is described more completely in Chapter 5.) The system is described

in terms of interactions of flexible rotamers (or fleximers), in which each side chain

can occupy one of several states in order to make fine adjustments in its position.

In these calculations, an arginine fleximer consists of 81 subrotamers. The arginine

side chain can adopt whichever of these subrotamers is best when interacting with

another side chain. The interaction between one of its fleximers and another fleximer

consists of the energetic benefit of the interaction of two subrotamers plus the cost of

moving the arginine from its best subrotamer in isolation.

The fleximer model is an approximation that reduces the search space dramati-
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cally. Instead of 6561 arginine rotamers at each position, there are 81 fleximers. In

this complex, the fleximer approximation reduces the size of the search space from

2.8 × 1033 total rigid rotamer conformations to 1.1 × 1019 fleximer conformations of

the system. The drawback of the fleximer approximation is that the total energy of

interaction of all the fleximers (the fleximer energy F ) can be artificially low due to

a side chain’s ability to adopt two different subrotamer states when interacting with

two different positions. To correct for this approximation, once several fleximer states

of the system with a low F are identified, each of the fleximers corresponding to the

state is frozen into rigid subrotamer conformation that will minimize the energy of

the entire molecule. Some fleximer conformations will give a high energy when frozen,

because the low fleximer energy depends on some side chains being able to occupy

two subrotamer states at the same time. Others will have an energy E close to or

even less than the approximate fleximer energy.

The DEE/A* search was applied to the Zif268–DNA complex using the fleximer

library and set of DNA–protein orientations described above. The energy function

Elow in equation 7.1 was used to evalulate the energies. Conformations with a value of

F within 10 kcal/mol of the best fleximer energy were identified. This procedure gave

over 2.2× 105 fleximer states. Each of these fleximer states was frozen to give a rigid

rotamer state of the system as described. A plot of energy of the frozen conformation

vs. the fleximer energy is shown in Figure 7.6. In this figure, the fleximer energy of

the best fleximer state is defined as having an energy of 0. The plot illustrates that in

many cases, E of the frozen conformation is substantially higher than F . The black

line in the plot represents F = E. We see that in relatively rare cases, the frozen

energy is lower than the fleximer energy. The greatest margin by which F exceeds

E is 1.4 kcal/mol in this system. We can therefore be reasonably confident that no

other conformational states exist with a lower value of E than those discovered here.

Of the points plotted in Figure 7.6, only 25692 have a value of E less than 10

kcal/mol. (Many have a high enough value of E that they do not appear in the

plot.) There are relatively few distinguishing features in the plot—the energetic cost

of freezing the fleximers have just about any value depending which fleximers are
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involved. The few features that can be seen are sets of points that fall approximately

on a diagonal line near the edges of the plot. Two such clusters are highlighted in

green and red. All of the green points in the plot have the same fleximer states of

all Arg residues and the DNA position. The only differences between them are the

positions of Ser 17, Ser 19, and Thr 23. Because these three residues do not interact

very strongly with other side chains, they can occupy one subrotamer throughout the

fleximer approximation. The energy cost of freezing the fleximers is determined by

the states of all the other side chains. Since all green points have the same fleximers at

these other positions, their cost of freezing the conformation (F−E) is approximately

constant, and all the green points fall near a line parallel to F = E. The red points

in Figure 7.6 are a different example of this; all of the red points again have the same

fleximer states of the arginine side chains and the DNA, but the states are different

than those of the green points. For the red points also, changing the fleximer state of

a serine or threonine may change the total energy, but it does not significantly affect

the cost of freezing the fleximers, so these points also fall on a diagonal line. These

particular sets of points do not end up being among those with the lowest values of

Ehigh. They are highlighted to illustrate the reason for the feature in the plot—not

because they necessarily represent the best structures.

The structures with a favorable low-resolution energy (Elow) were reevaluated

using the high-resolution function Ehigh which accounts for solvation effects. The plot

of Ehigh vs. Elow for the docking of this complex is shown in Figure 7.7. All values

of Ehigh and Elow have the lowest values of Ehigh and Elow subtracted from them, so

the lowest value of each is 0 in the plot. There is not an especially strong correlation

between Ehigh and Elow, which is unsurprising. The important feature of Figure 7.7

for the purpose here is that there are no points in the lower right corner, as this would

indicate that Elow could be high for a conformation whose true energy is favorable.

When Elow is substantially higher than its minimum value it is usually due in part

to less favorable van der Waals packing, which is part of the Ehigh function as well as

Elow.

The structure with the most favorable value of Ehigh is shown in Figure 7.8. The
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structure shows good agreement with the crystal structure. Arg 18 and 24 each

occupy the fleximer closest to the crystal structure rotamer, and they make hydrogen

bonds with Gua 8 and 10, respectively. Asp 20 and Glu 21 also occupy rotamers

closest to the correct rotamers, and make contacts similar to those in the crystal

structure. Arg 27, in the lower right of the figure, comes within 4.2 Å of phosphate

11’, as opposed to 4.6 Å in the crystal structure. Although Arg 27 is not in the correct

rotamer conformation, it appears to be flipped in a way that it occupies nearly the

same region of space. The two other side chains in the figure, Ser 19 and Thr 23,

have a different conformation than in the crystal structure. The DNA moves closer

to the zinc finger, and the methyl group of Thy 12’ (not shown in figure) forces Ser 19

to move to a different conformation. Three other side chains that were mobile in the

repacking calculation are shown with a view from the opposite side of the complex in

Figure 7.9. Ser 17, Arg 3 and Arg 14 each occupy the correct rotamer conformation.

The two arginines make contacts with phosphates 7 and 8 as in the crystal structure,

and the Oγ of Ser 17 is 4.3 Å from phosphate 8. Thr 23 makes a hydrogen bond

with O3’ of ribose 12’, which is closer in the repacked structure than in the crystal

structure (3.3 Å vs. 4.1 Å).

Other structures are seen to be similar in energy to the minimum energy structure.

There were 311 structures with an energy within 2 kcal/mol of the best structure.

These structures include 9 different DNA orientations, 2 different fleximers of Arg 14,

5 fleximers of Ser 17, 3 fleximers of Ser 19, 3 fleximers of Thr 23, 2 fleximers of

Arg 24, and 3 fleximers of Arg 27. Most of these variations are relatively minor and

do not affect which groups contact one another across the interface. For example,

Ser 19 and Thr 23 adopt different conformations by simply rotating their hydroxyl

protons to three different rotamer states. The most significant change is the variation

of Arg 24, which adopts a conformation where it still makes one hydrogen bond with

Gua 8 (it makes two in the correct structure) and makes a second hydrogen bond

with the carbonyl group of Gua 9’ in the other strand of DNA. In the lowest energy

structure with this rotamer, all of the other side chains and DNA stay in exactly

the same conformation. This structure, which we label conformation (2), is shown in

166



Figure 7.10. The reason for the difference in energy between this conformation and the

minimum energy conformation (conformation (1)) is primarily electrostatic, as shown

in Table 7.3. (Conformation (3) will be discussed below.) For a few conformations of

the complex, the total electrostatic energy was recomputed by solving the Poisson–

Boltzmann (PB) equation numerically, an approach which is more accurate than ACE.

Since solving the Poisson–Boltzmann equation is more computationally demanding,

it could not be used on nearly as many conformations. The total energy with this

term is

Etot,PB = Evdw + Ehφ + Eelec,PB (7.3)

This is the same energy as Ehigh, only with ACE energy replaced by PB electrostatic

energy.

When the PB electrostatic energy is calculated, we find that conformation (1)

is favored by 1.1 kcal/mol over conformation (2). The reason for the difference in

energy is summarized in the second portion of the table, where the contributions of

a few chemical groups to Eelec,PB are listed. The complex was divided into groups

as follows. The protein backbone consists of amino and carbonyl groups, and each

protein side chain is treated as a separate group. The DNA was divided into phosphate

(including the O5’ and O3’), ribose, and base groups. All groups have an integer

charge. The ∆∆Gsolv for a group is the cost of moving the group from solvent by

itself into the position it occupies in the complex. ∆∆Gint is the solvent-screened

interaction between two groups in the complex. The second part of Table 7.3 shows

these terms for the local environment of Arg 24, the residue that occupies different

rotamers in conformations (1) and (2). In conformation (2), Arg 14 is slightly more

solvent exposed, and thus has a slightly smaller desolvation penalty. However, the

interactions it makes with DNA (primarily bases Gua 10 and Gua 9’) are weaker in

conformation (2) because the hydrogen-bond geometry is not as good. In addition,

conformation (2) brings Arg 24 closer to Arg 27, which decreases the stability of (2) by

a little over 1 kcal/mol. There are other small differences in screening of electrostatics

caused by the conformational difference, but the net result is that conformation (1)
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is still favored by 1.4 kcal/mol.

7.3.4 Repacking of RADR mutant Zif268–DNA complex

The docking/repacking procedure was applied to the RADR mutant of Zif268 in

complex with the same DNA. The sequence RADR refers to the amino acids at

positions 18, 20, 21, and 24 of Zif268 (the wild type is RDER). The RADR mutant

was isolated from a selection for DNA binding using phage display [117], and its

structure in complex with the Zif268 consensus DNA binding site has been solved. In

this calculation, the backbone and DNA were taken from the wild-type Zif268–DNA

complex. The structures of the protein and DNA are fairly well conserved throughout

the known zinc finger structures [36], so this calcuation will test whether the structure

is consistent enough that one backbone can be used to reproduce another complex.

The search for states with low fleximer energy yielded 2.1× 105 states within 10

kcal/mol of the minimum. After Ehigh was computed for these states, there were 248

that were within 2 kcal/mol of the structure with the best Ehigh. These structures

included 7 different DNA orientations, 3 different Arg 3 fleximers, 2 fleximers of

Arg 14, 4 fleximers of Ser 17, 2 fleximers of Arg 18, 3 fleximers of Ser 19, 3 fleximers

of Thr 23, and 3 fleximers of Arg 27. As in the repacked wild-type complex, most

of these variations cause relatively little change in the contacts between residues.

The serine and threonine rotamers are primarily simple changes in the position of

the hydroxy hydrogen, and the arginine rotamers contact the same phosphates with

different nitrogens of their guanidinium groups. The most substantial difference is

the change in conformation of Arg 18, which can contact either the base of Gua 10

or the phosphate group of residue 9. The change in the conformation of this residue

is accompanied by changes in the orientation of the DNA.

The lowest energy state, which we label conformation (1), is shown in Figure 7.11.

This structure has a significantly different DNA–protein orientation than in the

crystal structure, but the amino acid base contacts are still conserved. Arg 18 and

Asp 20 both have two conformations in the crystal structure. Figure 7.11 shows

the conformations labelled “B” because they are closer to the side chain positions in
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conformation (1). Arg 18 makes two hydrogen bonds with Gua 10 in both the crystal

structure and the repacked structure. Arg 18 occupies a different rotamer state in the

two crystal structures because of the reorientation of the protein, but the guanidinium

group is still positioned to make two hydrogen bonds. Arg 24 also occupies a different

rotamer state, but is positioned to make two hydrogen bonds with Gua 8.

The conformation that is significantly different from (1) is labelled conformation

(2) and is shown in Figure 7.12. This structure also has a significant difference in

protein–DNA orientation from the crystal structure. Arg 18 occupies a rotamer in

which it makes contact with phosphate 9 of the DNA. This conformation is similar

to the alternate conformation “A” of Arg 18 in the crystal structure. This is the

conformation shown with the purple backbone and gray carbons in the figure. After

the electrostatic energy is corrected using PB electrostatics, conformation (2) is

predicted to be only 0.4 kcal/mol higher in energy than conformation (1). Although

the backbones of these conformations are placed differently than in the crystal

structure, the small difference in energy between the two arrangements of Arg 18

may help explain why the two alternate conformations are observed.

The contributions of residues interacting with Arg 18 are shown in Table 7.4.

These are the electrostatic effects in the local vicinity of Arg 18. Other contributions

to the energy are different between the two conformations as well, but these terms

illustrate the tradeoff faced by Arg 18. In conformation (1), it makes stronger

interactions via hydrogen bonds to Gua 10, but conformation (2) includes stronger

electrostatic interactions with phosphate 9 and Asp 21. Conformation (2) also brings

Arg 18 closer to Arg 3, which disfavors this conformation slightly. The movement of

Arg 18 to conformation (2) exposes it more to solvent, but desolvates phosphate 9.

The net effect of the components listed in Table 7.4 is to favor conformation (1) only

slightly. Thus, the result that Arg 18 can occupy two conformations is consistent

with the experimental results.

To further understand the reason for the alternate conformation of Arg 18, we

reexamined the results for the wild-type zinc finger. The lowest energy structure of

this complex with Arg 18 contacting phosphate 9 was determined from the repacking
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calculation described above. This is conformation (3) in Table 7.3, and its total energy

is predicted to be 3.8 kcal/mol higher than conformation (1) of this complex. The

electrostatic energy of (3) is 2.6 kcal/mol higher than conformation (1). By looking

at the components of the electrostatic energy, we can begin to understand why Arg 18

prefers to recognize the base in this complex, while it is capable of contacting either the

base or the phosphate in the RADR complex. The most striking difference between

the two sequences is the interaction between Arg 18 and residue 20. In the RADR

complex, residue 20 is alanine, and thus there is no electrostatic interaction in either

conformation. In the wild-type, the R18–D20 interaction favors conformation (1) by

5.4 kcal/mol. This preference is reduced because the desolvation penalty of Asp 20 is

2.5 kcal/mol larger in conformation (1) of wild-type. However, in the RADR mutant,

there are no electrostatic interactions with Ala 20. Thus conformation (1) is not

as strongly favored in this mutant. Residue 21 also contributes to the Arg 18–base

contact preference. In the wild-type, Glu 21 pays 3.3 kcal/mol in solvation when

conformation (3) is adopted and gets only −2.5 in additional interaction with Arg 18.

In the RADR sequence, Asp 21 has a better tradeoff with Arg 18 when it approaches

the phosphate. Asp 21 gets −2.2 kcal/mol in interaction and only pays 0.3 kcal/mol

in solvation. The Asp at position 21 does not extend as far toward solvent, and is

therefore more desolvated regardless of the position of Arg 18. There are additional

contributions to the relative preference of Arg 18 conformation in the table. The

total preference depends on subtle changes in the DNA–protein orientation as well

as the direct interactions of residues 20 and 21. The repacking calculation helps us

understand the reason for these conformational preferences and suggests that Asp 20

and Glu 21 may both contribute to the base specificity of the zinc finger, as suggested

by Elrod-Erickson et al. [36]. When Arg 18 is held in contact with the base by these

residues, it would be expected to recognize guanine at position 10. However, when

residues 20 or 21 mutate, Arg 18 may be more likely to contact the phosphate, where

it has weaker interactions with the base pair and presumably less specificity.

Conclusion. A method for docking a protein–DNA complex with side chain

flexibility has been presented. The approach uses a discrete search of a library of side
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chain rotamers and docking orientations to identify a number of candidates with a low-

resolution energy function, then narrows the search down to a few candidates using a

higher-resolution energy function that better accounts for solvation. The placement

of the side chains in the repacked structures shows fairly good agreement with crystal

structures, although the exact orientation of the protein backbone with respect to

the DNA is not always predicted perfectly. The repacking calculation does appear

to demonstrate the energetic basis for a known side chain conformational preference.

In the future, the approach presented here may be extended for use in building and

designing new protein sequences that fold well or bind tightly to a desired target.
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Table 7.1: Difference in van der Waals energy between repacked structure nearest
crystal structure and actual crystal structure

Subrotamers added # rota R27–bb DNA–R18 R18–D20 R24–R27 Total
Standard Library 1 70.5 64.9 8.0 2991.2 3144.0
χ1, χ2 ± 10 9 3.1 9.9 2.4 10.1 25.0
χ1, χ2 ± 10, angleb 27 3.5 7.9 2.1 9.0 22.7
χ1, χ2, χ3 ± 10 27 2.6 9.9 2.4 1.7 15.0
χ1, χ2 ± 10; χ3 ± 40 27 1.2 4.0 3.6 −0.2 11.2
χ1, χ2 ± 10; χ3 ± 30 27 1.6 2.4 3.0 −0.2 6.2
χ1, χ2 ± 10; χ3 ± 20 27 1.9 2.3 2.3 −0.2 5.5
χ1, χ2 ± 10; χ3± 10–40c 81 1.2 2.3 2.3 −0.3 3.2
χ1, χ2 ± 10; χ3, χ4 ± 20 81 1.5 0.7 1.2 −0.3 2.1
χ1, χ2 ± 10; χ3± 10–40c; 405 1.2 0.7 1.2 −0.4 1.7

χ4 ± 20, 40
All free energy values are in kcal/mol.
a This column indicates the total number of rotamer variations allowed for
Arg, a side chain with 4 variable dihedral angles. Other side chains may have
correspondingly fewer rotamer variations.
b The improper dihedral angle placing Cβ relative to the backbone was varied by
2.5◦ and 5.0◦.
c A range of 10–40 indicates that the χ angle variations were 10, 20, 30, and 40
degrees.
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Table 7.2: Parameters for zinc finger–DNA orientation in Zif268 variants.
Sequencea φ θ ψ α y z
GAC DSNR 152.69 −124.14 29.13 −144.22 10.71 −3.34
GCG DSNR 159.62 −132.13 34.60 −141.06 11.83 −3.21
GCA QGSR 158.05 −129.67 30.22 −142.31 11.84 −2.83
GCA RADR 170.99 −129.81 44.06 −137.10 12.05 −2.83
GCG RADR 168.60 −129.31 43.31 −137.30 11.72 −3.58
GAC RADR 165.25 −126.57 46.02 −133.99 11.83 −2.65
GCA RDER 171.36 −129.99 42.65 −136.93 12.05 −2.91
GCG RDER 165.57 −133.55 35.66 −139.69 12.04 −2.11
Average 164.02 −129.39 38.21 −139.07 11.76 −2.93
Std Dev. 6.66 2.95 6.62 3.35 0.44 0.45
Definitions of parameters are given in the text. Angles are in degrees and lengths
are in Å.
a The variable parts of the sequences of the zinc finger. The first three letters
represent the DNA sequence at bases 8, 9, and 10. The next four letters represent
the one-letter amino acid codes for residues 18, 20, 21, and 24. The last entry in
the table is the wild-type Zif268 complex.

Table 7.3: Contributions to stability of repacked Zif268–DNA complex.
Conformation min energy (1) (2) (3)
Evdw

a 0.0 −0.2 0.9
Esurf

a 0.0 −0.1 0.3
Eace

a 0.0 0.7 2.0
Ehigh

a 0.0 0.4 3.2
EPB

a 0.0 1.4 2.6
Etot,PB

a 0.0 1.1 3.8

Electrostatic components
∆∆Gint(R24–DNA) −13.1 −11.7 −13.0
∆∆Gsolv(R24) 11.9 10.5 9.7
∆∆Gsolv(R24–R27) 2.3 3.4 2.1
∆∆Gint(R18–R3) 0.6 0.6 1.6
∆∆Gint(R18–D20) −7.5 −7.5 −2.1
∆∆Gint(R18–E21) −3.3 −3.2 −5.8
∆∆Gint(R18–Gua 10) −5.4 −5.4 −0.5
∆∆Gint(R18–phos 9) −0.9 −0.9 −3.4
∆∆Gsolv(R18) 9.0 9.0 6.8
∆∆Gsolv(D20) 9.6 9.6 7.1
∆∆Gsolv(E21) 7.6 7.5 10.9
∆∆Gsolv(phos 9) 1.7 1.7 2.8

a The energy terms are shifted so that the minimum energy structure has a value
of zero.
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Table 7.4: Contributions to stability of repacked RADR mutant Zif268–DNA
complex.

Conformation min energy (1) (2)
Evdw

a 0.0 0.9
Esurf

a 0.0 −1.1
Eace

a 0.0 1.3
Ehigh

a 0.0 1.1
EPB

a 0.0 0.6
Etot,PB

a 0.0 0.4

Electrostatic components
∆∆Gint(R18–R3) 0.7 2.0
∆∆Gint(R18–A20) 0.0 0.0
∆∆Gint(R18–D21) −3.0 −5.2
∆∆Gint(R18–Gua 10) −4.8 −0.5
∆∆Gint(R18–phos 9) −0.9 −4.9
∆∆Gsolv(R3) 7.4 7.3
∆∆Gsolv(R18) 8.5 7.5
∆∆Gsolv(A20) 0.0 0.0
∆∆Gsolv(D21) 11.1 11.4
∆∆Gsolv(R24) 11.9 12.4
∆∆Gsolv(phos 9) 1.9 3.0

a The energy terms are shifted so that the minimum energy structure has a value
of zero.
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Figure 7.1: Finger 1 of the Zif268–DNA complex. The side chains that contact DNA
bases and phosphates are shown. The three bases contacted by these side chains are
shown with balls and sticks. The bases complementary to the contacted bases are
shown with narrow bonds.
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Figure 7.2: Side chains Arg 18 and Asp 20 across from base pair 10 in the Zif268–
DNA complex. The crystal structure is shown with gray carbons. The rotamer in a
standard library closest to the x-ray structure is shown in red. The minimum energy
conformation of the two side chains is shown in green.
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Figure 7.3: Side chains Arg 18 and Asp 20 across from base pair 10 in the Zif268–DNA
complex after each rotamer is allowed multiple subrotamers. The minimum energy
side chains are again shown in green.
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Figure 7.4: Side chains Arg 18 and Asp 20 across from base pair 10 in the Zif268–DNA
complex after each rotamer is allowed multiple subrotamers. The minimum energy
side chains are again shown in green.
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Figure 7.5: A plot of the helical parameters for eight zinc finger structures projected
into principal component space. Each known structure is represented by a blue X.
The grid used to repack the Zif268–DNA complex is represented by red dots.



Figure 7.6: A plot of the fleximer energy for each conformational state (horizontal
axis) vs. the energy of the system when the fleximers are frozen into one conformation.
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Figure 7.7: A plot of Ehigh vs. Elow for conformations of Zif268 complexed to DNA.
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Figure 7.8: The lowest energy conformation of the wild type Zif268–DNA complex.
The wild type side chains and bases are shown with gray carbons. The built side
chains are shown in green, and the DNA of the repacked structure is shown with
green bonds. Side chains of Arg 18, Ser 19 (top of figure), Asp 20, Glu 21, Thr 23,
Arg 24, and Arg 27 are shown. The protein backbone (identical for the crystal
structure and repacked structure) is shown in purple.
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Figure 7.9: The lowest energy conformation of the wild type Zif268–DNA complex,
with a view from the opposite side from Figure 7.8. Again, the wild type side chains
and bases are shown with gray carbons. The built side chains are shown in green,
and the DNA of the repacked structure is shown with green bonds. Side chains of
Ser 17, Arg 3, and Arg 14 are shown along with the phosphate backbone of the main
contacted strand of DNA.
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Figure 7.10: Conformation (2) of the wild type Zif268–DNA complex. Representa-
tions of molecules are as in Figure 7.8.
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Figure 7.11: Conformation (1) [lowest in energy] of the repacked RADR mutant
Zif268–DNA complex. The crystal structure is of the RADR mutant complexed to
DNA. The protein backbone and DNA in the repacking calculation come from the
wild-type structure. The structures are aligned by DNA bases 8, 9, and 10 in the
DNA. The protein backbone of the crystal structure is shown in purple, and that of
the repacked structure is shown in green.
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Figure 7.12: Conformation (2) of the repacked RADR mutant Zif268–DNA complex.
Phosphate 9 is shown as ball-and-stick, as are the DNA bases contacted by the protein.
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Chapter 8

General Conclusions

The role of electrostatics and packing in protein folding and binding was investigated

in this thesis. The charge ladder experiments involving carbonic anhydrase II binding

were a useful test of continuum electrostatic theory because they were interactions at

long-range, and hence the observed variation in binding affinity was expected to be

entirely because of electrostatic effects. The results showed that positively charged

lysines that were 10-20 Å from the charged inhibitor could have a contribution to

binding on the order of 0.1 kcal/mol. Charged residues that were farther from the

active site contributed less. The average predicted effect of the lysines agreed well

with experiment, but there was no experimental information directly measuring the

effect of individual lysines. The electrostatic analysis of the Zif268–DNA complex also

revealed strong electrostatic effects from residues away from the interface that are

conserved as Arg/Lys. The overall electrostatic effect in this complex is unfavorable

to binding, as it is in a number of other complexes. However, the electrostatic

interactions are networked in such a way that there are relatively few individual

groups whose charge can be deleted to give a much more favorable binding energy.

Two of the groups (Glu side chains) that are unfavorable are known to be important

for specificity.

A measure of electrostatic complementarity was also developed using the con-

tinuum model. When applied to myoglobin structures, the structures of known

myoglobins were found to have better electrostatic complementarity than hypothetical
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chimeric myoglobin structures. The potentials used in the complementarity measure

require less time to compute than a full group-by-group electrostatic analysis, but still

give an indication of where a protein’s electrostatic interactions could be modified to

improve binding or folding. The electrostatic complementarity measure appeared to

have better predictive value than other readily available measures of complementarity.

Packing of protein side chains was predicted and optimized using two efficient

search algortihms, dead-end elimination and A*. These algorithms to design of an

Arc repressor that preferentially forms heterodimers, and an Arc repressor that forms

a switch-Arc type helical structure. These calculations showed that, when designing

a preference between two closely related structures, DEE/A* may need to generate

many possible candidates. DEE/A* itself only finds stable structures, so the screening

for structural specificity requires a separate step. The best way to accomplish this

screening will require additional experimental data.

Finally, the methods of accounting for electrostatic and shape effects were

combined in a calculation that allowed limited docking and repacking of the Zif268

zinc finger–DNA complex. Use of a flexible rotamer approximation allowed the

side chain flexibility necessary for the charged and polar side chains to find their

correct conformations. The approach involved using a low resolution energy function

to identify many candidate structures followed by the use of a more expensive

energy function to model solvation and electrostatic effects. The calculated structure

showed good agreement with the crystal structure, and the calculations provided an

explanation for the difference in conformation between two zinc finger variants.
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