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Abstract 
 

Local descriptors are increasingly used for the task of object recognition because of their perceived robustness with 
respect to occlusions and to global geometrical deformations. We propose a performance criterion for a local descriptor  
based on the tradeoff between selectivity and invariance. In this paper, we evaluate several local descriptors with respect 
to selectivity and invariance. The descriptors that we evaluated are Gaussian derivatives up to the third order, gray image 
patches, and Laplacian-based descriptors with either three scales or one scale filters. We compare selectivity and 
invariance to several affine changes such as rotation, scale, brightness, and viewpoint. Comparisons have been made 
keeping the dimensionality of the descriptors roughly constant. The overall results indicate a good performance by the 
descriptor based on a set of oriented Gaussian filters. It is interesting that oriented receptive fields similar to the Gaussian 
derivatives as well as receptive fields similar to the Laplacian are found in primate visual cortex. 
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1. Introduction 
 
 One of the most challenging tasks in computer vision is to recognize general 3D objects in various 
environments. Much research has been done on object recognition both at the level of categorization and 
of identification of specific objects. Schneiderman [23] showed that a histogram-based categorization 
algorithm works well for detection of faces, cars, telephones and other general objects. Early work of 
Poggio [25] treated face detection as object categorization task with statistical learning by using gray 
global template images. The system learns face models to construct a mixture of Gaussian model. Osuna 
[27] used the Support Vector Machine (SVM) classifiers to learn hyperplanes which separate face and 
non-face. Recently, Heisele [21][22] presented a novel SVM-based method using facial components and 
their geometrical configuration. Components are selected automatically using a statistical error bound; a 
SVM classifier is then generated for each component., followed by a higher-level combination classifier. 
Viola and Jones [28] described a real-time face detection system using features similar to Haar-like 
wavelets introduced in object recognition by Poggio [29]. Their system is fast because of the cascade 
processing they use to implement an AdaBoost learning algorithm. This learning procedure not only 
tunes the thresholds for the wavelet-like features but also effectively performs feature selection.  

On the other hand, the task of a 3D object identification system is to recognize specific objects. 
Schiele and Crowly [17][18][19] proposed a multi-dimensional histogram approach which can recognize 
many 3D objects (they used the COIL database as a benchmark). In their system, Gaussian derivatives 
are used to create a multi-dimensional feature space. Feature representation and distance metrics for 
histogram matching are thoroughly studied in their work. Mel [20] also developed a histogram-based 
object recognition system that is inspired by properties of the human visual cortex model and uses 
multiple low-level attributes such as color, local shape and texture. Although these systems are robust to 
changes in rotation, position, and deformation, they cannot cope with recognition in a cluttered scene. It 
is clear that in general significant invariance to rotation and deformation can be achieved at the expense 
of specificity. 

Recently, Lowe [9] developed an object recognition system that works well under a variety of 
illuminations and achieves rotational and scale invariance by using a unique local descriptor. The 
descriptor is constructed from several collections of orientation histograms; it is normalized with the 
canonical orientation of that local region. Matching is performed by efficient nearest neighbor search 
and by voting for affine parameters. The system can learn an object model from a single image. Schmit 
[11] also developed an image retrieval system using a rotational invariant local descriptor.  

In most of the learning approaches reported in the literature, a large number of training images are 
needed off-line to solve problems such as face recognition. Our ultimate goal in the work reported in this 
paper is to develelop an on-line learning scheme than can be effective after just one example but can also 
improve incrementally when more examples become available. 

As a first step in this long-term program, we evaluated the performance of a local descriptor based on 
sets of oriented Gaussian derivatives. Gaussian derivative filters are known for their selectivity to 
specific orientation and frequency. Freeman [6] developed an efficient way to compute an arbitrarily 
oriented response by combining linearly several basis functions, and called the technique “steerable 
filter”. Although local descriptors have become popular in object recognition tasks, “steerable filters” 
have not been used yet in local descriptors. In this paper, we compare a local descriptor using various 
combinations of Gaussian derivatives with different orientations and scales with the simplest local 
descriptor: gray value patches. We performed the comparison in terms of criterion of sectivity and 
invariance. In particular, we show that our Gaussian descriptor can compute pointwise correspondences 
in novel images. To deal with scale changes, neighboring descriptors can be combined; the best 
correspondence is then found searching in scale-space.  
In section 2, we will show brief overview of steerable filter. 
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2. Steerable Filter 
 

Gaussian derivative filters are widely used filters which have spatial orientation selectivity as well as 
frequency selectivity. Those filters, which show robustness to illumination changes and view point 
changes, have many interesting properties. The first and second derivatives correspond to the edge 
feature and the bar feature, respectively. 
Given the Gaussian distribution G, x and y directional first order derivatives are given by the followings: 
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The second order derivatives are given by the followings:  
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Finally, we get the followings : 
 

GxxGxxx )3( 6

3

4 σσ
−=  (7) 

GyyGyyy )3( 6

3

4 σσ
−=  (8) 

 
Freeman [6] introduced “steerable filters”, an efficient way for computing arbitrarily oriented response 
instead of computing derivatives for all the necessary orientations. An arbitrarily oriented filter response 
is computed using several basis functions by linearly combining those responses. 

Filter responses of nth order Gaussian derivative )(θnG  to an arbitrary orientation θ  is denoted as 

follows: 
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where )(θink  is the coefficient of the basis. 

For n=1,2,3, we get the following arbitrarily oriented responses using the basis,  
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Those basis functions in spatial space are shown in Fig.1.(σ=1) 
Note that Laplacian function, not a basis, is added in order to evaluate Laplacian-based descriptor. 
To make our filters redundant in frequency space, we use Gaussian widths of 1, 2 and 4. 
Fig.2 shows spatial and frequency responses of filters. (0 degree orientation) 
As we can see from Fig.3, filters are constructed covering enough orientations and frequencies using 
three scales of Gaussian derivatives. At each pixel location, the local information captured by the filter 
depends on the width of Gaussian function. As shown in Fig.2, when the Gaussian is wider, the filter 
captures information from further locations, responds to lower frequency and operates with more 
“blurred” representations. 

 

Fig.1  Steerable Filter Basis Functions (Up to 3rd order) and Laplacian (σ=1) 
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Fig. 2  Frequency responses of basis filters (σ=1,2,4 : 0 deg orientation) 

 

 
Fig. 3  Frequency responses with all orientations and scales 
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3. Local Descriptor 
 
Local descriptors should have selectivity to specific local patterns as well as invariance to affine changes 
such as rotation, scale, and position. If selectivity is poor, many incorrect matches will appear, making 
recognition difficult. We evaluate the selectivity of the descriptor by computing the empirical correlation 
distribution associated with the filter as a function of the width of the Gaussian, the number of widths, 
and the orders of the derivatives. 
 
3.1 Correlation Distribution 
 
Each pixel represents its local information with Gaussian derivative jets, also called steerable jets. 
We will show that the Gaussian derivative-based local descriptor is robust regarding selectivity. 
If we use Gaussian derivatives up to the third order, four orientations, three widths, the vector length of 
the jet descriptor associated with a location in the image is 3x3x4=36. An empirical correlation 
distribution is created by selecting the descriptor associated with one location in the image and 
computing correlation with all the descriptors associated with the remaining pixels in the image. 
Normally the distribution changes depending on which pixel is selected; however, we find that the right 
end of the distribution is usually almost unchanged if a corner-like point is selected. Fig.5 and Fig.6 
show the empirical distributions computed from the image shown, when the red-crossed pixel is selected. 
Fig.5 shows the distribution corresponding to a descriptor with Gaussian derivatives up to the first order 
is used (24 dimension jets) and Fig.6 shows the distribution for a descriptor with derivatives up to the 
third order (36 dimension jets). As we can see from these distributions, using high order derivatives 
makes the descriptor more selective to the specific pattern. In the distribution corresponding to the first 
order derivative descriptor, there are many other locations in the image which have high correlation to 
the selected pixel. Of course, there is a trade-off between selectivity and invariance. A descriptor might 
be very specific but show poor invariance to affine changes such as rotation, view point change, scale 
and brightness. We later show that the third order descriptor has good performance under both criteria of 
selectivity and invariance. 
 

 
Fig. 4  Steerable Jets 
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Fig.5  First Order Derivative Only            Fig.6  Up to Third Order Derivatives 

 
3.2 Changing width of Gaussian 
 
We evaluated the effect of the width of the Gaussian in the same way using the distribution of the 
correlation. Fig.7 shows the distribution when the width of the Gaussian filters is changed to 1, 2 and 4, 
respectively.  When the width is large, local patterns are more blurred and the distribution becomes less 
sharp. When the width is small, the descriptor has good selectivity, but it will have in general less 
invariance. 
 

 
Fig.7  Effect of changing the width of the Gaussian (σ=1,2,4) 
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3.3 Changing number of width of the Gaussian 
 
Fig.8 shows the distribution when the number of widths is changed. The left-hand distribution 
corresponds to one width (σ=1); the middle is to 2 widths (σ=1,2); the right-hand to 3 widths (σ= 
1,2,4). Again, we obtain distributions that are less sharp with increasing number of widths. 

 
Fig.8 Changing number of width of Gaussian (1, 2, 3) 

     
3.4 Gabor Jets 

   

Fig.9 Gabor wavelet (real part) 
 
 Gabor functions can be regarded as approximations of high order Gaussian derivatives. They are also a 
reasonable model of the receptive fields of simple cells in the visual cortex (V1) [13][14].  

We use the following formula for complex Gabor function:  
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P   :  phase of the sinusoidal carrier 
00, yx  :  peak location of Gaussian envelop 

00, vu  :  spatial frequency of sinusoidal carrier 
K  :  magnitude of Gaussian envelop 

 
The Gabor functions are products of a Gaussian envelop and a complex sinusoidal carrier and are 

selective both in the frequency and in the spatial domain. The last term on the right hand side 
compensates for the DC component. Fig.9 shows the real part of a Gabor filter. We use the following 
parameters for the Gabor filter: 
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λ and β  represent aspect ratio and half-magnitude frequency bandwidth respectively. Subscript r 
represents rotation operation. In terms of biological perspective, these values are quite appropriate. 
Three frequencies and eight orientations are used to create Gabor Jets. We should say it is not 
appropriate to compare the result with this 24 dimensional vector since dimensionality is different. 
However, it is useful to see how the biological parameter model works as a local descriptor. The results 
indicates the distribution sometimes tends to have poor selectivity as shown in Fig. 10.  
 
 

 
Fig. 10 Correlation Histogram of Gabor Jets 

 
 

4. Computing Correspondence 
 
To evaluate the descriminant power of the descriptor, we compute the correspondence between a 
descriptor for each location in one image and all other locations in a second image (Fig. 11). We use as a 
distance metric normalized correlation denoted as below. 
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The left-hand image is used as a model image. When a pixel is selected, the best corresponding pixel in 
the right-hand image is found. Note here that only one pixel is used as a descriptor. Steerable jets with 
only the first order derivatives, do not yield correct correspondence in our tests, as shown in Fig. 12. 
Gabor Jets descriptor shows a better correspondence; however, as we mentioned, sometimes 
correspondence fails. If we use the descriptor using up to the third order, correspondence is much better 
as shown in Fig.14.  
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Fig. 11 Images used to compute correspondence  

 

 
Fig. 12 Correspondence with first order Gaussian Derivative Jets descriptor 

 

 
 

Fig. 13 Correspondence with Gabor Jets descriptor 
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Fig. 14 Correspondence with the third order descriptor 

 
 

5. Invariance and Selectivity 
 

In this chapter, we show further evaluation of the descriptor regarding selectivity and invariance. 
No research has been done using these criteria. We compare the descriptor to other classical 

descriptors such as the gray value patches and the Laplacian-based descriptor. 
 

5.1 Invariance to shift changes 
 
To examine the invariance to translations, we compute the correlation histogram with the neighboring 
pixels. The correlations are computed at all pixel locations in the image and the distribution is created. 
The distribution is computed for both the Gabor jets and for the up-to-third order descriptor. As we can 
see from the distributions, the Gabor jets descriptor has a high correlation even for five pixels shift. The 
Gabor descriptor shows invariance to significant shifts because of low-pass filtering effects: in this case 
we expect that it may have poor selectivity.  

To deal with matching in a low resolution image, the descriptor can be expanded, combining the 
neighboring four jets, which are five pixels away from the center pixel. 
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correlation with neighboring pixels 

 
 

 
1 neighbor (Up to 3rd order Gaussian derivative and Gabor) 

 
2 neighbor (Up to 3rd order Gaussian derivative and Gabor) 

 
5 neighbor (Up to 3rd order Gaussian derivative and Gabor) 

 
Fig. 15 Correlation distribution of neighboring pixels 
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5.2 Selectivity 
 

As far as we know there is no formal comparison in the literature between the steerable jets descriptor 
and the gray value descriptor with respect to selectivity and invariance. A comparison should be 
performed by using similar dimension vectors. The Gaussian descriptor with derivatives up to the third 
order vector has a dimensionality of 180. A circular masked gray value patch (15x15) of 193 dimension 
vector is thus used for the comparison. In addition, we used Laplacian-based descriptors (a descriptor 
with one scale and 193dims and a descriptor with three scales and 207dims) in the comparison. 
Correlation distributions of all descriptors are shown in Fig. 16. 
With a threshold 0.7 for the steerable jets descriptor, 99.9% of false matches are eliminated in the first 
match. In the same way, we can take a thresholds of 0.6 for the gray value descriptor, 0.75 for the 
3-scale-Laplacian, and 0.4 for the 1-scale-Laplacian. These thresholds measure selectivity. As we will 
show later, by using these thresholds, invariance to affine changes is examined. 
 

 

 
 

Fig. 16 Correlation distribution of descriptors 

 
5.3 Interesting points 
 

To evaluate invariance to affine changes, the COIL 3D object image database [24] is used. 
First, interest points are selected using the Harris corner detector [8] as it is not necessary to see 
non-texture points. 
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Around each interesting point, local descriptors (based on Gaussian derivatives up to the third order, 
based on the gray value patch, based on the Laplacian with three scales, based on the Laplacian with one 
scale) are computed. 
 
5.4 Invariance to rotation 
 

Since we know the affine parameter, we can compute the correlation with the corresponding pixel. If 
we use the thresholds as mentioned in 5.2 as a selectivity measurement, Fig.17 shows that even when the 
image is rotated 30 degrees, the descriptor based on the Gaussian derivatives up to the third order shows 
high correlation. The gray patch descriptor on the other hand only allows 20 degrees of rotational 
invariance. The descriptor with three scales of Laplacian function also has good performance, while the 
descriptor based on one scale of the Laplacian function works poorly. 

 

       
 

 
Fig. 17 Invariance to Rotation 
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5.5 Invariance to scale changes 
 
Invariance to scale changes is examined by linearly rescaling the original image. 
Again, as we can see in Fig.18, the descriptor with the Gaussian derivatives up to the third order shows a 
good performance even with an approximately half-sized image of the original. Here, the gray value 
patch descriptor and the Laplacian descriptor with three scales show almost the same result. 
 

          

 
Fig. 18 Invariance to Scale Changes 

 
5.6 Invariance to brightness 
 

Intensity of images are shifted incrementally/decrementally to examine a simple measure of 
invariance to brightness. As we are computing the normalized correlation for the matching, brightness 
changes do not effect any of the descriptors. There is no significant difference between these descriptors 
as shown in Fig.19. Note that image intensity is saturated when the brightness factor is too large. 
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Fig. 19 Invariance to Brightness Changes 

 
5.7 Invariance to View Point Changes 
 

Since the COIL database has images of rotation in depth, we can examine invariance to view point 
changes. As we can see from Fig. 20, if the object is rotated in depth 25 degrees, the descriptor still 
shows a high correlation. 
 

       

  
  

Fig. 20 Invariance to View Point Changes 
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6. Scale invariant matching 
 

To realize scale invariant matching, a multi-scale representation of an object model is constructed. 
Yuille and Poggio [1][2], Lindeberg [3] suggested that a multi-scale image can be represented as the 
solution to the diffusion formulation. The Gaussian kernel is found out to be unique to generate the 
scale-space: 
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We tried pointwise matching in the scale-space; however, performance is poor as similar patterns can 

be found at low resolution levels. The solution to this problem is combining four neighboring jets into 
the descriptor. The results of scale invariant matching are shown in Fig.15. 

 

 

 

 
Fig. 15 Scale invariant correspondence with the descriptor 
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7. Conclusion and Future Work 
 

In this paper we consider several descriptors: the first consists of Gaussian derivatives up to the third 
order, the second of the gray image patch, and the third of Laplacian filters with either three scales or 
one scale. We compare their performance in terms of selectivity and invariance to several affine changes 
such as rotation, scale changes, brightness changes, and viewpoint changes. The results show a good 
performance by the Gaussian derivative descriptor. It is interesting to point out that oriented receptive 
fields similar to the Gaussian derivatives as well as receptive fields similar to the Laplacian are found in 
human visual cortex. 

We are now working on an object recognition system using the descriptor with the oriented Gaussian 
derivatives. 
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