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Abstract

In the absence of cues for absolute depth measurements as binocular disparity, motion, or defocus, the absolute
distance between the observer and a scene cannot be measured. The interpretation of shading, edges and junctions
may provide a 3D model of the scene but it will not inform about the actual 'size' of the space. One possible source of
information for absolute depth estimation is the image size of known objects. However, this is computationally complex
due to the diÆculty of the object recognition process. Here we propose a source of information for absolute depth
estimation that does not rely on speci�c objects: we introduce a procedure for absolute depth estimation based on the
recognition of the whole scene. The shape of the space of the scene and the structures present in the scene are strongly
related to the scale of observation. We demonstrate that, by recognizing the properties of the structures present in the
image, we can infer the scale of the scene, and therefore its absolute mean depth. We illustrate the interest in computing
the mean depth of the scene with application to scene recognition and object detection.
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a)

b)

Fig. 1. a) Arti�cial stimulus: the monocular information cannot provide an absolute depth percept. b) Real-world
stimulus: the recognition of familiar image structures provides unambiguous monocular information about the
absolute depth between the observer and the scene.

I. Introduction

Figure 1.a. illustrates the fundamental problem of depth perception from monocular information.
In the absence of cues for absolute depth measurement as binocular disparity, motion, or defocus, the
three cubes will produce the same retinal image and, therefore, the absolute distance between the
observer and each cube cannot be measured. The interpretation of shading, edges and junctions may
provide a 3D model of the cube (relative depth between parts of the cube) but it will not inform about
its actual size. This ambiguity problem does not however apply when dealing with real-world stimuli
(�gure 1.b). Physical processes that shape natural structures are di�erent at each scale (e.g., leaves,
forests, mountains). Human kind also builds di�erent types of structures at di�erent scales, mainly
due to functional constraints in relation with human size (e.g., chair, building, city). As a result,
di�erent laws with respect to the building blocks, the way that they are organized in space and the
shape of the support surfaces, govern each spatial scale [11].
The constraints on the structure of the 3D scene at each spatial scale can be directly transposed

into image content. Figure 2 shows three pictures representing environments with di�erent depths: the
scenes strongly di�er in their global con�guration, the size of the component surfaces as well as the types
of textures. Speci�cally, panoramic views typically display uniform texture zones distributed along
horizontal layers. Views of urban environments in the range of a few hundred meters show dominant
long horizontal and vertical contours and complex squared patterns de�ning smaller surfaces. Close-up
views of objects tend to have large at surfaces and, on average, no clear dominant orientations. As
the observed scale directly depends on the depth of the view, by recognizing the properties of the image
structure, we can infer the scale of the scene and, therefore, the absolute depth.
Most of the techniques for recovering depth information focus on relative depth information: shape

from shading [10], from texture gradients [27], from edges and junctions [2], from symmetric patterns
[25], and from other pictorial cues such as occlusions, relative size, and elevation with respect the
horizon line (see [19] for a more complete review). Most of these techniques apply only to a limited
set of scenes. The literature on absolute depth estimation is also very large but the proposed methods
rely on a limited number of sources of information: binocular vision, motion parallax and defocus.
Absolute depth measurements based on these techniques can only be achieved when particular sources
of information are available (multiple cameras, motion and defocus). However, under normal viewing
conditions, human subjects have no problem in providing a rough estimate of the absolute depth of the
scene even in the absence of all these sources of information (for instance, when looking at a picture of
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Fig. 2. Three examples of images used in this study. The scenes strongly di�er in their absolute mean depth. For
each scene, we show the sections of the global magnitude of the Fourier transform (center) and the sections of the
magnitude of the windowed Fourier transform (right).

a real-world scene). One additional source of information for absolute depth estimation is the image
size of familiar objects with �xed size as faces, bodies, cars, etc. However, this requires exploring the
image into detail and decomposing it into its constituent elements (objects, textures, surfaces, etc.).
The process of image segmentation and object recognition, under unconstrained conditions, remains
still diÆcult and unreliable for current computational approaches. The method proposed in this paper
introduces a new source of information for absolute depth computation from monocular views: the
familiar global image structure. We propose a procedure for absolute depth estimation based on the
recognition of the structure of the scene image. The underlying hypothesis of this approach is that
the recognition of the scene as a whole (categorization of the scene as an indoor, a street, a panoramic
view of a landscape, etc.) is a simpler problem than the one of general object detection and recognition
[17], [18], [29].

II. Scene Structure

In the last years, there have been an increasing number of models of the image structure based on
textural features mainly motivated by applications in image indexing and computation of similarities
between pictures that match human criteria ([4], [5], [8], [16], [31] among many others). For the
purpose of this section, we consider a simple de�nition of the image structure based on a Fourier
description of the textural patterns present in the image and their spatial arrangement [17], [18],
[29]. The Fourier transform is one of the basic tools for the description of image textural patterns.
It provides information about the pattern of dominant orientations and the global roughness of the
texture (e.g. [3]). In this section, we present two levels of description of the image structure (�gure 2)
based on the Fourier transform. The �rst level, the magnitude of the global Fourier transform of the
image, contains only unlocalized information about the dominant orientations and scales that compose
the image. The second level, the magnitude of the local windowed Fourier transform, provides the
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Fig. 3. Global spectral signatures of man-made and natural environments computed on 6000 images. The contour plots
represent the 50% and the 80% of the energy of the spectral signatures.

dominant orientations and scales with a coarse description of their spatial distribution. The aim of
this section is to study the regularities of these two structural descriptions in order to inform about
the mean depth of a real world scene.

A. Unlocalized scene structure and spectral signatures

The discrete Fourier transform of an image is de�ned as:

I(fx; fy) =
N�1X
x=0

N�1X
y=0

i(x; y) h(x; y) e�j 2�(fxx+fyy) (1)

where i(x; y) is the intensity distribution of the image along the spatial variables (x; y); j =
p�1; fx

and fy are the spatial frequency variables de�ned in (fx; fy) 2 [�0:5; 0:5] � [�0:5; 0:5] (units are in
cycles per pixel); and h(x; y) is a circular symmetric window that reduces the boundary e�ects. For
the results shown here, the pictures are square images with 256x256 pixels. The amplitude spectrum
is de�ned as the magnitude of the Fourier transform: A(fx; fy) = jI(fx; fy)j. Figure 2 shows examples
of sections of the amplitude spectra of scene pictures. The amplitude spectrum reveals the dominant
orientations and textural patterns in the image. It is acknowledged that the information concerning
spatial arrangements and shapes of the structures in the image are contained in the phase function
of the Fourier transform. Therefore, the amplitude spectrum contains no information about the local
arrangement of edges, surfaces, and objects inside the image. In fact, if we consider an image as being
any possible distribution of pixel intensities, then the amplitude spectrum is not informative because
many images would have the same amplitude spectrum. However, in the context of real-world scene
pictures, the shape of the amplitude spectrum is correlated with the shape of the spatial structure of
the scene picture [18]. In order to study the relationship between the amplitude spectrum and the
scene structure, we de�ne the spectral signature of a set of images S as the mean amplitude spectrum:

AS(fx; fy) = E [A(fx; fy) jS] (2)

where E is the expectation operator. The spectral signature of a set of images reveals the dominant
structures shared by the images of the set S. Several studies [7], [23] have observed that the averaged
amplitude spectrum of the set of real-world scene pictures falls with a form: AS � 1=f� with � � 1.
Real-world scenes can be divided into semantic categories that depict speci�c spectral signatures
(see [17] for a detailed discussion). The clearest example of picture sets opposed by their spectral
signatures is man-made vs. natural structures. Both spectral signatures are de�ned by the conditional
expectations:

Aart(fx; fy) = E [A(fx; fy) jman�made ] (3)
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Anat(fx; fy) = E [A(fx; fy) jnatural ] (4)

Figure 3 shows the contour plots of the spectral signatures obtained from more than 6000 pictures1.
Aart(fx; fy) has dominant horizontal and vertical orientations due to the bias found in man-made
structures [1], [18]. Anat(fx; fy) contains energy in all orientations with a slight bias toward the
horizontal and the vertical directions. These spectral characteristics are shared by most of the pictures
of both categories allowing the discrimination between man-made and natural landscapes with a very
high con�dence (93.5%, refer to [18], [29]).

B. Windowed Fourier transform and local spectral signatures

An essential aspect of a scene description, that the global amplitude spectrum does not encode,
concerns the spatial arrangement of the structural elements (salient edges and textures). For example,
panoramic landscapes have the sky at the top, characterized by low spatial frequencies, the horizon
line (revealing vertical frequency component), and usually texture at the bottom part. Typical urban
scenes in the range of a few hundred meters will have the sky at the top, buildings in the middle
part and a road at the bottom (e.g. [24]). That speci�c arrangement produces a particular spatial
pattern of dominant orientations and scales (�gure 2) that can be described using the magnitude of
the Windowed Fourier transform (WFT). The WFT is de�ned as:

I(x; y; fx; fy) =
N�1X

x0;y0=0

i(x0; y0) hr(x
0 � x; y0 � y) e�j 2�(fxx

0+fyy0) (5)

hr(x
0; y0) is a Hamming window with a circular support of radius r. The local amplitude spectrum at

one spatial location (x; y) is: A(x; y; fx; fy) = jI(x; y; fx; fy)j. The function A(x; y; fx; fy) encodes the
local image structure in a neighborhood of the location (x; y) (�gure 2). Due to the size of the window
hr, the local amplitude spectrum only contains the low spatial frequencies of the distribution of the
structures in the scene. The local spectral signature of a set of images S is de�ned as follows:

AS;r(x; y; fx; fy) = E [A(x; y; fx; fy) jS; r] (6)

The local spectral signature of a set of images gives information about the dominant spectral features
and their mean spatial distribution. Figure 4 shows the local spectral signatures (r = 16 pixels) for
pictures of man-made and natural environments. As natural and man-made environmental categories
cover (almost) all the possible spatial arrangements of their main components, the local spectral
signatures are spatially homogeneous (the second order statistics are stationary). However, this is not
the case when de�ning other scene categories (see section III and [18]).

III. Scene structure as a depth cue

The aim of this section is to justify the use of the spectral features for describing the scene structure
and to present the main sources of variability in the spectral features with respect to depth. Our
main argument is that there are strong similarities in the spectral components (global and local) of
scenes sharing the same mean depth (spatial scale). There are at least two reasons that can explain
the dependence between the scene structure and its mean depth:

1Images were all 256 x 256 pixels in size, in 256 gray levels. They come from the Corel stock photo library, pictures taken from
a digital camera, images downloaded from the web and images captured from TV. The scene database was composed of scenes
of natural environments (e.g. coast, beach, ocean, island, �eld, desert, grassland, valley, lake, river, mountains, canyon, cavern,
forest, waterfall, garden, etc.), man-made environments (e. g. skyscraper, city center, commercial area, street, road, highway,
house, building, pedestrian center, place, parking, indoors etc.) and close-up views of objects and textures. Pictures with strange
point of views were not included. The horizontal axis of the camera is, more or less, parallel to the ground plane. If we allow
random rotations of the camera, then the spectral signatures will lose their characteristic orientation pattern that is due to the
bias of edges aligned with respect to the gravity plane. Also pictures are taken at a height corresponding to human size (there
are no pictures looking from above or satellite views).
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a) b)

Fig. 4. Local spectral signatures of (a) man-made and (b) natural environments computed on 6000 images. Here, the
function AS;r(x; y; fx; fy) is sampled at 82 spatial locations with r = 16 pixels. The contour plots represent the 50%
and the 80% of the total energy of the spectral signatures.

� The point of view: Under normal viewing conditions, the point of view that an observer adopts on
a speci�c scene is strongly constrained. Objects can be observed under almost any point of view.
However, as distance and scale overtakes human scale, the possible points of views become limited
and more predictable. The dominant orientations on the image vary with the point of view (vanishing
lines), and consequently, the spatial arrangement of the main structures (e.g., position of the ground
level, horizon line).
� The building blocks: The building blocks refers to the elements (surfaces and objects) that compose
the scene. For instance, there is a large di�erence between the building blocks (their shape, texture,
color, etc.) of natural and man-made environments, and also between indoor and outdoor environ-
ments. The building blocks of the scene also di�er from one spatial scale to another due to functional
constraints and to the physical phenomena that shape the space at each scale.
Both the building blocks of the scene and the point of view of the observer determine the dominant

scales and orientations of the image. In this section, we discuss the relationship between the spectral
components (global and local) of scene pictures and the mean depth of the scene.

A. Relationship between the global spectral signature and mean depth

For the range of distances that we are working with (from centimeters to kilometers), the problem
of distance cannot be modeled by a zoom factor with respect to one reference image. As the image
is limited in size and resolution, by zooming out the image by a factor larger than 2, new structures
appear at the boundaries of the image and because of the sampling, small details disappear. The
resulting new picture gets a completely di�erent spatial shape and a new amplitude spectrum that
cannot be related to the one of the original image by a simple scaling operation. In order to study the
variations of scene structure for di�erent depths we use the spectral signatures (eq. 2). It is interesting
to make the distinction between man-made and natural structures. We de�ne S as the set of pictures
sharing the same mean distance (D) from the observer. We study �rst man-made structures. The
spectral signature is:

AD;art(fx; fy) = E [A(fx; fy) jD; man�made ] (7)

Figure 6 shows the spectral signatures for di�erent mean depths. The spectral signatures can be
modeled by: AD(f; �) � �D(�)=f

�D(�), as proposed in [18], where f; � are the spatial frequencies in
polar coordinates. �D(�) is a magnitude prefactor that is a function on orientation. The spectral
signature has a linear decaying rate in logarithmic units with a slope given by ��D(�) ([18], [23]).
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a) b)

Fig. 5. Evolution of the slope of the global magnitude spectrum of real-world pictures with respect to the mean depth
of the scene. The picture shows the evolution of the slope �D(�) at 0 (Horizontal), 45 (Oblique) and 90 (Vertical)
degrees, and its mean value averaged for all the orientations.

These two functions can be obtained by a linear �tting at each orientation of the spectral signature in
logarithmic units (see [23] for details).
In order to illustrate the evolution of the spectral signature �gure 5.a shows the mean slope, �

(averaged with respect to orientation), for di�erent depths. The mean slope reveals the mean fractal
dimensionality of the picture, which is related to its apparent roughness [21]. An increasing of the
slope means a reduction of energy in the high spatial frequencies, which thus changes the apparent
roughness of the picture. For man-made structures, we observe a monotonic decreasing slope (e.g.
increasing roughness) when increasing depth. This is an expected result as close-up views on man-
made objects contain, on average, large at surfaces and homogeneous regions (e.g. low roughness).
When increasing the distance, surfaces are likely to break down in small pieces (objects, walls, doors,
windows, etc.) increasing, therefore, the global roughness of the picture (�g. 6).
Although the increase of roughness with distance appears as something intuitive, it is not a general

rule and it cannot be applied to any kind of picture. For pictures of natural environments, the spectral
signature has a completely opposite behavior with respect to the mean depth (see �gures 5.b and
7): the mean slope increases when depth increases. This fact is related to a decreasing of the mean
roughness of the picture, with distances. Close-up views on natural surfaces are usually textured,
giving to the amplitude spectrum a small decaying slope. When distance increases, natural structures
become larger and smoother (the small grain disappears due to the spatial sampling of the image).
The examples in Figure 7 illustrate this point. For natural scene pictures, in average, the more we
increase the mean depth of the scene the more energy concentrates in the low spatial frequencies which
is the opposite behavior with respect to man-made structures.
The dominant orientations also provide relevant depth related information (�g. 6 and 7). To illus-

trate this point, �gure 5 shows the slopes for the horizontal, oblique and vertical spectral components
for both man-made and natural structures at di�erent scales. For instance, many panoramic views
have a straight vertical shape in their amplitude spectrum due to the horizon line. City-center views
have similar quantities of horizontal and vertical orientations and only a little energy for the oblique
orientations. In average, close-up views of objects have no strong dominant orientations and thus, an
isotropic amplitude spectrum.
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Fig. 6. Evolution of the global spectral signature of man-made structures with respect to the mean depth. Each
signature is obtained from averaging over more than 300 pictures. The contour plots represent the 50% and the
80% of the energy of the spectral signatures.

Fig. 7. Evolution of the global spectral signature of pictures of natural environments with respect to the mean depth.
The contour plots represent the 50% and the 80% of the energy of the spectral signatures.

B. Relationship between the local spectral signatures and depth

Figures 8 and 9 show several examples of local amplitude spectra for man-made and natural scenes.
As in equation (7), we can study the mean local amplitude spectrum (local spectral signatures) for
di�erent depths. Figure 10 shows the evolution of the local spectral signatures with respect to depth
for man-made and natural structures. We can see that not only the general aspect of the local
spectral signatures changes with depths but also the spatial con�guration of orientation and scales
(the variations are mostly from top to bottom). The mean behavior can be summarized as follows:
� An increase of the global roughness with respect to depth for man-made structures and a decrease
of global roughness for natural structures.
� For near distances (D <10m), the spectral signatures are stationary and there is almost no bias
towards horizontal and vertical orientations.
� For mean distances (50m to 500m) the spectral signatures are non-stationary and biased towards
horizontal and vertical orientations. On average, the scene structure is dominated by smooth sur-
faces on the bottom (e.g., support surfaces like roads, lakes, �elds) and also on the top due to the
sky. The center contains buildings with high frequency textures with cross-like spectra for man-made
environments or almost isotropic textures for natural environments.
� For far distances (>500m), the sky introduces a smooth texture in the top part. A long horizon-
tal plane, �lled with small squared man-made structures or with a smooth natural texture, usually
dominates the bottom zone.
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Fig. 8. Sections of the windowed Fourier transform for scenes pictures with man-made structures with increasing mean
depth.

C. Discussion

To summarize, there exists a strong relationship between the structures present in the image and
the mean depth of the scene (also related with the volume and scale of the space that composes the
scene). This point is demonstrated in the rest of the paper by showing that absolute depth can be
estimated from structural features (output energies of multiscale oriented �lters).
In order to compute depth related information, several studies have used structural information.

Pentland [21] mentioned the possibility of computing perspective gradients in a monocular view, by
using the gradient of the Fractal dimension computed locally in the picture. Keller and collaborators
[13] used the fractal dimension to di�erentiate between speci�c landscapes and natural textures like
tree lines and mountain lines, and proposed to use the average Holder constant [13] for detecting
scale changes. Both studies refer to relative depth measurements. There are many other studies that
compute relative depth measurements using spectral features (e.g. shape from texture gradients [27])
but they are all restricted to the presence of textures with precise properties and they do not provide
an absolute depth measurement.

IV. Holistic scene representation

This section is devoted to describe a simple representation of the scene structure that will be used in
section V for absolute depth estimation. Scene representations are generally de�ned as the represen-
tation of a collection of objects and their spatial organization. Those representations require applying
segmentation procedures or object recognition algorithms. However, as discussed in the precedent sec-
tion, scenes belonging to the same category share common features as isolated objects do. Therefore, it
is possible, in principle, to propose scene representations that bypass the analysis of individual objects
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Fig. 9. Sections of the windowed Fourier transform for natural scene pictures with increasing mean depth.

by encoding the scene structure holistically. This section is devoted to a holistic representation of the
scene structure (in terms of spectral components, a scene sketch) that does not require the analysis of
isolated regions or objects as a �rst stage [18].

A. The scene sketch

A sketch is a simple representation of an image that captures what is essential to convey its meaning.
The sketch must conserve the skeleton of the image and has to be designed with few lines eshed out
with basic textures. In that regard, drawing a sketch of an image is similar to a reconstruction

procedure. The sketch must provide the identity of the picture and preserve 3D spatial properties
(e.g. depth, perspective) of the original scene. To do so, it is not necessary to represent intrinsic
object or detailed region information. As in the case of a drawing, a relevant sketch representation
for machine vision must follow these constraints: 1) Low dimensionality: the sketch should be drawn
from a small number of features. 2) Relevance: the representation should capture the lines and the
textures that preserve the semantic identity of the scene. 3) Mapping of global semantic similarities:
scenes belonging to the same semantic category should be close together in the space de�ned by the
scene sketch features. The next sections are dedicated to the de�nition of a procedure that provides a
sketch-like representation of complex scene pictures.
In the computational domain, robust reconstruction algorithms have been proposed for textures and

homogeneous patterns and they o�er an astonishing accurate duplicate of the original texture (e.g.
[22], [6]). But none of these procedures is suitable for catching the non-stationary structure that the
arrangement of objects and regions confer to a real world scene.
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Fig. 10. Local spectral signatures (at 64 di�erent spatial positions) for scene views of man-made (top) and natural
(bottom) structures in the range (from left to right) of 1, 10, 100, 1000 meters and in�nity (e.g. panoramic views
(' 10 Km).

Fig. 11. a) spectral principal components, the templates correspond to
P

k 'n(k)Gk(fx; fy). b) Examples of functions
 n(~x; k). The �gure shows how the spectral components are weighted at each spatial location to obtain an.

B. Low dimensional structural representation

One of the most popular features for encoding images is the output of oriented band-pass �lters:

v(~x; k) =
X
~x0

i(~x0)gk(~x� ~x0) (8)

where i(~x) is the input image and gk(~x) are Gabor �lters de�ned by gk(~x) = ek~xk
2=�2

ke2�j<
~fk;~x>. In such

a representation, v(~x; k) is the output at the location ~x of a complex Gabor �lter tuned to the spatial

frequency ~fk. The variable k indexes �lters tuned to di�erent spatial frequencies and orientations (we
use 5 bands and 8 orientations per band). Other decompositions can be used [26]. The magnitude of
the �lter outputs, jv(~x; k)j, provides contrast invariant information about the local orientation, scale
and texture in the image. These features have been shown to be relevant for scene recognition tasks
[18]. However, the representation achieved by jv(~x; k)j is very high dimensional. In order to reduce
the dimensionality we decompose the image features into its principal components:

an =
X
~x

X
k

jv(~x; k)j  n(~x; k) with jv̂(~x; k)j '
NX
n=1

an n(~x; k) (9)

where an are the decomposition coeÆcients and  n(~x; k) are the principal components of the features
vector de�ned by jv(~x; k)j. Using a reduced number of coeÆcients an provides a low-resolution re-
construction (both in the spatial ~x and the spectral k domains) of the image features jv(~x; k)j. The
principal components  n(~x; k) can also be approximated by:

 n(~x; k) = cos

 
2�~x

~mn

L
+On

!
'n(k) (10)
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Fig. 12. Scene sketches obtained at 1, 2, 3 and 4 c=i and 12 spectral components. From left to right, the representation
includes increasing spatial resolution (with constant spectral resolution). Note that small details in the original
image (like the keyboard or the trees) are represented even at 1 c=i although the di�erent spatial structures in the
image are poorly localized.

where the �rst factor is a spatial Fourier component with On = 0 or �=2 and frequency ~mn (L is
the image size), and the second factor is given by the principal components of the distribution of
the features vector jv(~x; k)j with respect to k (see Fig. 11). The interest of this approximation of
the principal components is that now the functions  n(~x; k) provide a way of controlling the amount
of spatial and spectral resolution included in the representation ~a = fangn=1;N . To summarize, ~a
provides a holistic low-dimensional representation of the structures present in the image with a coarse
description of their spatial distribution. In the next section we show that these features can be used
to build a sketch of the scene.

C. The sketch of the scene

By an adequate set of �lters, the original image i(~x) can be written as:

i(~x) 'X
k

<ealfv(~x; k)g =X
k

jv(~x; k)j cos�(~x; k) (11)

where �(~x; k) is the phase of the complex value v(~x; k). But we do not want to deal with the high
dimensional vector v(~x; k). In fact, we do not look for a perfect visual reconstruction as in [22], only
a reconstruction that preserves the identity of the scene, i.e. a sketch of the scene. Therefore, we
reconstruct the image based only in the low dimensional features vector ~a, i.e. jv̂(~x; k)j as given by
eq. (9). The reconstruction procedure requires the estimation of the phase function �(~x; k) that is
not contained in the representation. We propose the next iterative procedure:

sketcht+1(~x) 'X
k

jv̂(~x; k)j cos �̂t(~x; k)

�̂t+1(~x; k) = angle

(X
~x0

sketcht+1(~x0) gk(~x� ~x0)

)
(12)
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Fig. 13. Examples of scene sketches at 2 c=i.

For all the images tested, the algorithm converges to a stable image sketch(~x) after 20 iterations. The
degree of details of the �nal image is determined by the number of features used in the representation
~a. The spatial resolution can be controlled by including higher spatial frequencies in the functions
 n(~x; k) as shown in eq. (14). Fig. 12 shows the reconstructions obtained with spatial resolutions at
1, 2, 3 and 4 cycles/image. The resulting images are sketches of the original picture and reveal the
dominant edges and textures in the image. As resolution increases, the sketch includes more lines and
textures. It is interesting to see how, even at 2 c/i, the resulting sketch already conveys some of the
important lines that con�gure the space and the dominant shapes of the original scene (see Fig. 13).
As the scene sketch provides a coarse representation of the major lines in the scene, a similarity

measure based on the features of the scene sketch will account for the similarity in the global structure
of two scenes. In order to illustrate this point, �g. 14 shows the distribution of a set of pictures of
outdoor environmental scenes organized with respect to the �rst two principal components of the scene
sketch features. As expected, pictures are organized according to global spatial similarities: from left
to right, the space di�erentiates among open environments and enclosed scenes. From top to bottom,
the space discriminates between man-made and natural environments.
To summarize, the scene sketch features provide a holistic low-dimensional representation in which

the scene is encoded as a single unit and not as the juxtaposition of objects or pre-segmented textured
regions. Therefore, it provides scene recognition before segmentation.
In the next section we show how the holistic scene encoding can be used for estimating the absolute

depth of the scene.
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Fig. 14. Organization of scenes according to the two �rst components obtained by applying PCA of the sketch
features. A coarse organization of scenes emerges: man-made vs. natural environments and panoramic vs. enclosed
environments. It allows a �rst discrimination between man-made and natural environments (83%) and open versus
enclosed environments (88%).

V. Absolute depth estimation

We refer to the mean depth of a scene as a measurement of the mean distance between the observer
and the main components of the scene. In the absence of binocular information (or other direct sources
of information), absolute depth measurements must rely on knowledge about the world. Although, the
relative 3D structure of the scene can be estimated by using pictorial cues as perspective gradients,
edges, occlusions, etc. the estimation of the absolute size of the elements in the scene might require
access to knowledge about the world (�gure 15). For instance, absolute depth can be measured based
on the scale of familiar objects with known size. But this strategy needs a representation of the objects
in the scene.
In this section, we propose to use the scene-centered representation detailed in section IV in order to

estimate absolute depth. In such an approach, the depth of the scene is not given by the recognition
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Fig. 15. E�ects of recognition on depth judgments. The image on the left is generally recognized as close-up view
on bushes and maybe a spider grid on top. The right-hand side, the image is categorized as the inside of a forest
corresponding to a larger distance than the image on the left. The image on the left corresponds to the image on
the right after inversion upside-down. The inversion a�ects the perception of concavities and convexities due to
the assumption of light from above, and, therefore, modi�es the perceived relative 3D structure of the scene. But,
moreover, the wrong recognition a�ects the absolute scale of the perceived space.

of individual objects but by the recognition of the whole scene as a unique entity. As an illustration,
from Fig. 14 we can see that scenes sharing similar depths are close together in the features space
de�ned in the precedent section.
To the contrary of computational studies dedicated to depth perception based on prede�ned laws

(stereo disparity, motion parallax, defocus, shading, texture gradients, etc.), the system we introduce
in this section, is designed to learn the relationship between the structures present in the picture (in
terms of spectral features) and the mean depth of the scene. The relationship between structure and
depth comes from the particular way that the world appears (is built) at each scale. For instance, the
system has to learn that long oblique contours in a natural landscape scene are likely to correspond to a
very large-scale structure (a mountain) and that the texture introduced by trees belongs to a medium-
scale structure. In this section, we present a probabilistic framework for modeling the relationship
between depth and the scene structure using the features provided by the sketch representation. Note
that the system does not know that the landscape contains mountains, trees or grass. None object
information is never given at any point.
The problem of depth estimation from the scene features can be formulated as a regression problem.

Given a training set of T images with features f~aigi=1;T and depth fdigi=1;T we want to obtain a
function D = f(~a). A simple estimator can be built from the conditional PDF p(Dj~a). We estimate
the PDF using the Parzen-window:

p(Dj~a) =
PT

i=1K�1(D � di)K�2(~a� ~ai)PT
i=1K�2(~a� ~ai)

(13)

where the kernel K�(~x) is a gaussian kernel with width �.
The training database used for the results presented here is composed of more than 4000 pictures

for which the two authors reported the absolute distance of the original pictures. The image database
covers a large variety of outdoor and indoor scenes and man-made and natural environments with a
large range of distances (from less than a meter to kilometers) as well as close-up views of objects and
natural textures. We used the reported depth of each image for training the system.
Given a new scene picture, the mean depth is estimated from the scene sketch features as D =
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Fig. 16. Absolute depth estimation results (units are in meters) for both man-made (a, b and c) and natural (d, e and
f) environments. From left to right we reduce the number of images in which the con�dence level is high enough to
provide a depth estimate. At the left-hand side (a and d) we show the estimation results for all the images from
the test set. In the center (b and e) only the 50% of the images that have the highest con�dence levels are shown,
and at the right-hand side (c and f), only the 25% of the images from the test set with the highest con�dence levels
are evaluated.

E[D j~a]:
D =

PT
i=1 diK�2(~a� ~ai)PT
i=1K�2(~a� ~ai)

(14)

The test was also performed using a large variety of scenes. Fig. 16.a shows the comparison between
the real depth reported by the subjects and the estimated depth. Fig. 17 shows 7 pictures of man-made
environments sorted according to the mean depth estimated by eq. (14). On average, the organizations
provided by the algorithm have a spearman rank correlation of 0.82 with respect to the orderings of
the same pictures performed by subjects. The estimation of the PDF p(Dj~a) also provides a method
to measure the reliability of the estimation provided by eq. (14) for each new picture:

�2D =

PT
i=1(�

2
1 + d2i )K�2(~a� ~ai)PT
i=1K�2(~a� ~ai)

�D
2

(15)

For each new image, the bigger is the value of the variance �2D the less reliable is the estimation.
Therefore, if provides a way to decide when we can reliably assign the estimated depth to an image.
Fig. 16 shows the performances for both natural and man-made structures for the entire test database
and also when depth is assigned to the 50% of images with the highest con�dence level (�g. 16.b and
e) and when depth is assigned to the 25% of images with the highest con�dence level (�g. 16.c and
f). For the 50% of the images selected, the correlation between the estimated depth and the depth
reported by the subjects is 0.92. The results show that the variance estimation provides an e�ective
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Fig. 17. Example of scenes organized with respect to the estimated mean depth.

way of predicting the reliability of the estimation. Figures 18-21 show examples of pictures of man-
made and natural scenes sorted according to the estimated depth and the corresponding conditional
probability p(Dj~a) estimated from the scene sketch of each picture. Figures 18 and 20 show images for
which the function p(Dj~a) is narrow having one unique mode. Those images produce high con�dence
ratings and therefore, there are few errors in the estimated depths. Figures 19 and 21 show images
selected among the ones with the largest variance estimations. The corresponding conditional PDFs
have multiple modes covering a large range of possible depths. Those images have low con�dence and
there are many errors in the estimated depths.
There are several potential applications for a global measure of absolute mean depth. For instance,

adding the estimation of the mean depth of a scene to other attributes (like color, orientation, texture)
may signi�cantly increase performances of semantic recognition in applications like image indexing.
Figure 22 shows the distribution, along the mean depth axis, of basic scene categories commonly
employed by human observers when asked to name images. Even if the groups overlap, the mean depth
allows the emergence of speci�c semantic categories, like objects, indoors, urban streets, highways and
panoramic environments for man-made structures, and rivers/forests, �elds, mountains and ocean
views for natural images.

VI. Task and context-dependent automatic scale selection

One fundamental problem in computational vision is to �nd which are the scales in which the main
elements of the scene are localized in the picture. If this information is available as a result of a low
cost pre-processing stage, then subsequent stages of object detection and recognition could be greatly
simpli�ed by focusing the processing onto the only diagnostic/relevant scales. In that aim, Lindeberg
[14], [15] proposed a method for scale selection for the detection of low-level features as edges, junctions,
ridges and blobs when there is no a priori information about the nature of the picture. The method is
based on the study of the evolution over scales of scale-space derivatives.
We propose to use the mean depth to select the scale at which one particular object can be found

[30]. This provides a method for scale selection that is both task and context dependent. The expected
size of one object can be estimated by using the mean depth of the scene. The expected size can be
approximated by eSobj ' Kobj=Depth

2, were Kobj is a normalization constant giving the size of the
object at 1 meter. This will give a restriction of the possible scales as Depth here refers to the mean
depth. Figure 23 illustrates how the procedure can predict the sizes of people and cars for di�erent
environments computed using the mean depth. If one object has an expected size larger than the
volume of the space or it is smaller than the pixel size then it can be discarded from the search.
We selected a subset of pictures in man-made environments containing people (urban outdoor and

indoor environments from 1 to 100 meters). We trained the algorithm to predict the height of the
people's heads based in the local structural information. Height is almost invariant to heads pose
(most of pose variations are due to rotation in an horizontal plane). Using logarithmic units there is a
linear dependence between heads height and distance: log(H) = k� log(D), where H is the true height
measured directly from the image. For the 83% of the scenes tested (900 for the learning and 250 for
the test), the estimated height of people's heads was in the interval [H=2; H � 2], where H is the true
height. As a consequence, the estimated distance (D = K=H) is also in the interval [D=2; D � 2] for
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Fig. 18. Example of scenes organized with respect to the estimated mean depth. For each image, the �gure shows also
the shape of the function p(Dj~a). The horizontal axis (depth) is in a logarithmic scale. The examples shown in this
�gure produce narrow conditional probabilities and therefore are assigned high con�dence.
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Fig. 19. Example of scenes organized with respect to the estimated mean depth. These examples produce wide
conditional probabilities with multiple modes and therefore are assigned low con�dence. Many of these images are
assigned an incorrect mean depth.
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Fig. 20. Example of scenes organized with respect to the estimated mean depth. These examples produce narrow
conditional probabilities and therefore are assigned high con�dence.
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Fig. 21. Example of scenes organized with respect to the estimated mean depth. These examples produce wide
conditional probabilities with multiple modes and therefore are assigned low con�dence. Many of these images are
assigned an incorrect mean depth.
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Fig. 22. Distribution of scene categories commonly used by subjects in function of the mean depth of the scene for
man-made and natural structures. This distributions are obtained from a separate annotation for another study
[18] of the images database used for the depth estimation. The distributions are then obtained by �tting a gaussian
distribution to the PDF p(Djcategory) obtained for each scene category.

Fig. 23. Task and context-dependent scale selection. The schematic drawings represent the attended size of people and
cars estimated using the mean depth as descriptor of the context information.

the 83% of scenes tested. Note that the estimated distance (D) of people in the pictures is obtained
without any detection stage of faces or bodies but by using the whole picture as the context in which
heads are located [18], [30].

VII. Conclusion

The results of this paper show that:
� There exist di�erential structural regularities at di�erent scales in both man-made and natural
environments. Therefore, natural and man-made real-world structures are not self-similar when we
change the scale of analysis.
� Those structural regularities are stable enough to allow a estimation of depth by recognizing the
structures present in the scene.
Depth computation as proposed here does not require recovering the local 3D structure of the scene

as an intermediate step. Rather simple image parameters provide absolute depth related information
that does not require object recognition, processing of surfaces, shadows, or junctions. Therefore,
estimated depth provides contextual information and can be used to simplify object recognition stages
by choosing the more adequate scale of analysis and by limiting the type of possible objects.
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Mean depth is a capital attribute for recognizing the scene in front of the observer. Combined with
other perceptual attributes of the space that the scene picture represents (open, large, bounded, etc.
See [18]) it can allow the recognition of the semantic category of the scene as a �rst step in the visual
processing before the analysis of edges, surfaces or object detection.
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