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#### Abstract

This paper presents a novel algorithm for learning in a class of stochastic Markov decision processes (MDPs) with continuous state and action spaces that trades speed for accuracy. A transform of the stochastic MDP into a deterministic one is presented which captures the essence of the original dynamics, in a sense made precise. In this transformed MDP, the calculation of values is greatly simplified. The online algorithm estimates the model of the transformed MDP and simultaneously does policy search against it. Bounds on the error of this approximation are proven, and experimental results in a bicycle riding domain are presented. The algorithm learns near optimal policies in orders of magnitude fewer interactions with the stochastic MDP, using less domain knowledge. All code used in the experiments is available on the project's web site.
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## 1 Introduction

There is currently much interest in the problem of learning in stochastic Markov decision processes (MDPs) with continuous state and action spaces [2, 9, 10]. For such domains, especially when the state or action spaces are of high dimension, the value and $Q$-functions may be quite complicated and difficult to approximate. However, there may be relatively simple policies which perform well. This has lead to recent interest in policy search algorithms, in which the reinforcement signal is used to modify the policy directly [5, 6 , 10].

For many problems, a positive reward is only achieved at the end of a task if the agent reaches a "goal" state. For complex problems, the probability that an initial, random policy would reach such a state could be vanishingly small. A widely used methodology to overcome this is shaping $[1,3,4,8]$. Shaping is the introduction of small rewards to reward partial progress toward the goal. A shaping function eases the problem of backing up rewards, since actions are rewarded or punished sooner.

When a policy changes, estimating the resulting change in values can be difficult, requiring the new policy to interact with the MDP for many episodes. In this paper we introduce a method of transforming a stochastic MDP into a deterministic one. Under certain conditions on the original MDP, and given a shaping reward of the proper form, the deterministic MDP can be used to estimate the value of any policy with respect to the original MDP. This leads to an online algorithm for policy search: simultaneously estimate the parameters of a model for the transformed, deterministic MDP, and use this model to estimate both the value of a policy and the gradient of that value with respect to the policy parameters. Then, using these estimates, perform gradient descent search on the policy parameters. Since the transformation captures what is important about the original MDP for planning, we call our method the "essential dynamics" algorithm.

The next section gives an overview of the technique, developing the intuition behind it. In section 3 we describe the mathematical foundations of the algorithm, including bounds on the difference between values in the original and transformed MDPs. Section 4 describes an application of this technique to learning to ride a bicycle. The last section discusses these results, comparing them to previous work. On the bicycle riding task, given the simulator, the only domain knowledge needed is a shaping reward that decreases as lean angle increases, and as angle to goal increases. Compared to previous work on this problem, a near optimal policy is found in dramatically less simulated time, and with less domain knowledge.

## 2 Overview of the Essential Dynamics Algorithm

In the essential dynamics algorithm we learn a model of how state evolves with time, and then use this model to compute the value of the current policy. In addition, if the policy and model are from a parameterized family, we can compute the gradient of the value with respect to the parameters.

In putting this plan into practice, one difficulty is that state transitions are stochastic, so that expected rewards must be computed. One way to compute them is to generate many trajectories and average over them, but this can be very time consuming. Instead we might be tempted to estimate only the mean of the state at each future time, and use the rewards associated with that. However, we can do better. If the reward is quadratic, the expected reward is particularly simple. Given knowledge of the state at time $t$, we can then talk about the distribution of possible states at some later time. For a given distribution of states, let $\bar{s}$ denote the expected state. Then

$$
\begin{equation*}
E[r(s)]=\int\left(a(s-\bar{s})^{2}+b(s-\bar{s})+c\right) P(s) d s=a \operatorname{var}(s)+b(\bar{s}-\bar{s})+c=a \operatorname{var}(s)+c \tag{1}
\end{equation*}
$$

where $a, b \& c$ depend on $\bar{s}$.

Suppose the policy depends on a vector of parameters $\theta$. When interacting with the MDP, at every time $t$ after having taken action $a_{t-1}$ in state $s_{t-1}$ and arriving in state $s_{t}$ :

1. $\tilde{\mu}\left(s_{t-1}, a_{t-1}\right) \leftarrow s_{t}$
2. $\tilde{v}\left(s_{t-1}, a_{t-1}\right) \leftarrow\left(s_{t}-\tilde{\mu}\left(s_{t-1}, a_{t-1}\right)\right)^{2}$
3. $\tilde{s}_{t}=s_{t}$
4. $\tilde{\sigma}_{t}^{2}=0$
5. $\tilde{V}=0$
6. For every $\tau$ in $t+1$.. $t+\mathrm{n}$ :
a. $\quad \tilde{s}_{\tau}=\tilde{\mu}\left(\tilde{s}_{\tau-1}, \pi\left(\tilde{s}_{\tau-1}\right)\right)$
b. $\quad \tilde{\sigma}_{\tau}^{2}=\tilde{v}\left(\tilde{s}_{\tau-1}, \pi\left(\tilde{s}_{\tau-1}\right)\right)+\tilde{\sigma}_{\tau-1}^{2}\left(\tilde{\mu}^{\prime} \pi\left(\tilde{s}_{\tau-1}\right)\right)$
c. $\quad \tilde{r}_{\tau}=\frac{1}{2} r^{\prime \prime}\left(\tilde{s}_{\tau}\right) \tilde{\sigma}_{\tau}^{2}+r\left(\tilde{s}_{\tau}\right)$
d. $\quad \tilde{V}=\tilde{V}+\gamma^{\tau-t} \tilde{r}_{\tau}$
7. Update the policy in the direction that increases $\tilde{V}: \theta=\theta+\alpha \frac{\partial \tilde{V}}{\partial \theta}$

Figure 1: The essential dynamics algorithm for a one dimensional state space. The notation $f(x) \leftarrow a$ means "adjust the parameters that determine $f$ to make $f(x)$ closer to $a$," e.g. by gradient descent. $\tilde{\mu}^{\prime} \pi$ is the derivative of $\tilde{\mu}(s, \pi(s))$ with respect to $s$.

Thus, to calculate the expected reward, we don't need to know the full state distribution, but simply its mean and variance. Thus, our model should describe how the mean and variance evolve over time. If the state transitions are "smooth," they can be approximated by a Taylor series. Let $\pi$ be the current policy, and let $\mu_{\pi}(s)$ denote the expected state that results from taking action $\pi(s)$ in state $s$. If $\bar{s}_{t}$ denotes the mean state at time $t$, and $\sigma_{t}^{2}$ the variance, and if state transitions were deterministic, then to first order we would have

$$
\begin{aligned}
& \bar{s}_{t+1} \approx \mu_{\pi}\left(\bar{s}_{t}\right) \\
& \sigma_{t+1}^{2} \approx\left(\frac{d \mu_{\pi}}{d s}\left(\bar{s}_{t}\right)\right)^{2} \sigma_{t}^{2}
\end{aligned}
$$

where $\mu_{\pi}^{\prime}$ is the derivative of $\mu_{\pi}$ with respect to state. For stochastic state transitions, let $v_{\pi}(s)$ be the variance of the state that results from taking action $\pi(s)$ in state $s$. It turns out that the variance at the next time step is simply $v_{\pi}(s)$ plus the transformed variance from above, leading to

$$
\begin{align*}
& \bar{s}_{t+1} \approx \mu_{\pi}\left(\bar{s}_{t}\right) \\
& \sigma_{t+1}^{2} \approx v_{\pi}\left(\bar{s}_{t}\right)+\left(\frac{d \mu^{2}}{d s}\left(\bar{s}_{t}\right)\right)^{2} \sigma_{t}^{2} \tag{2}
\end{align*}
$$

Thus, we learn estimates $\tilde{\mu}$ and $\tilde{v}$ of $\mu$ and $v$ respectively, use Eq. (2) to estimate the mean and variance of future states, and Eq. (1) to calculate the expected reward. The resulting algorithm, which we call the expected dynamics algorithm, is presented in Figure 1.

The next section gives a formal derivation of the algorithm, and proves error bounds on the estimated state, variance, reward and value for the general $n$-dimensional case, where the reward is only approximately quadratic.

## 3 Derivation of the Essential Dynamics Algorithm

A Markov Decision Process (MDP) is a tuple $\left\langle S, D, A, P_{s, a}, r, \gamma\right\rangle$ where: $S$ is a set of states; $D: S \rightarrow \mathbb{R}$ is the initial-state distribution; $A$ is a set of actions; $P_{s, a}: S \rightarrow \mathbb{R}$ are the transition probabilities; $r: S \times A \rightarrow \mathbb{R}$ is the reward; and $\gamma$ is the discount factor. This paper is concerned with continuous state and action spaces, in particular we assume $S=\mathbb{R}^{n_{s}}$ and $A=\mathbb{R}^{n_{a}}$. We use subscripts to denote time and superscripts to denote components of vectors and matrices. Thus, $s_{t}^{i}$ denotes the $i$ th component of the vector $s$ at time $t$.

A (deterministic) policy is a mapping from a state to the action to be taken in that state, $\pi: S \rightarrow A$. Given a policy and a distribution $P_{t}$ of states at time $t$, such as the initial state distribution or the observed state, the distribution of states at future times is defined by the recursive relation $P_{\tau+1}(s)=\int_{S} P_{s^{\prime}, \pi\left(s^{\prime}\right)}(s) P_{\tau}\left(s^{\prime}\right) d s^{\prime}$ for $\tau>t$. Given such a distribution, we can define the expectation and the covariance matrix of a random vector $x$ with respect to it, which we denote $\mathrm{E}_{t}[x]$ and $\operatorname{cov}_{t}(x)$ respectively. Thus, $\mathrm{E}_{t}[x]=\int x P_{t}(x) d x$ and $\operatorname{cov}_{t}^{i, j}(x)=\mathrm{E}_{t}\left[\left(x^{i}-\mathrm{E}_{t}\left[x^{i}\right]\right)\left(x^{j}-\mathrm{E}_{t}\left[x^{j}\right]\right)\right]$. When $P_{t}$ is zero except for a single state $s_{t}$, we introduce $\mathrm{E}\left[x \mid s_{t}\right]$ as a synonym for $\mathrm{E}_{t}[x]$ which makes the distribution explicit.

Given an MDP, we define the limited horizon value function for a given policy as $V_{\pi}\left(s_{t}\right)=\sum_{\tau=t}^{n} \gamma^{\tau-t} \mathrm{E}_{\tau}\left[r\left(s_{\tau}, \pi\left(s_{\tau}\right)\right)\right]$ where the probability density at time $t$ is zero except for state $s_{t}$. Also given a policy, we define two functions, the mean $\mu_{\pi}(s)$ and covariance matrix $v_{\pi}(s)$ of the next state. Thus, $\mu_{\pi}\left(s_{t}\right)=\mathrm{E}\left[s_{t+1} \mid s_{t}\right]$ and $v_{\pi}\left(s_{t}\right)=$ $\mathrm{E}\left[\left(s_{t+1}-\mu_{\pi}\left(s_{t}\right)\right)\left(s_{t+1}-\mu_{\pi}\left(s_{t}\right)\right)^{T} \mid s_{t}\right]$. In policy search, we have a fixed set of policies $\Pi$ and we try to find one that results in a value function with high values.

We transform the stochastic MDP $M$ to a deterministic one $M^{\prime}=\left\langle S^{\prime}, s_{0}{ }^{\prime}, A^{\prime}, f^{\prime}, r^{\prime}, \gamma^{\prime}\right\rangle$ as follows. A state in the new MDP is an ordered pair consisting of a state from $S$ and a covariance matrix, denoted $(s, \Sigma)$. The new initial state $s_{0}{ }^{\prime}=\left(\mathrm{E}_{D}[s], \operatorname{cov}_{D}[s]\right)$. The new action space is the set of all possible policies for $M$, that is $A^{\prime}=\{\pi \mid \pi: A \rightarrow S\}$. The state transition probabilities are replaced with a (deterministic) state transition function $f\left(s_{t}^{\prime}, a_{t}^{\prime}\right)$, which gives the unique successor state that results from taking action $a^{\prime}{ }_{t}=\pi$ in state $s_{t}^{\prime}=\left(s_{t}, \Sigma_{t}\right)$. We set $f\left(s_{t}^{\prime}, a_{t}^{\prime}\right)=f\left(s_{t}, \Sigma_{t}, \pi\right)=\left(\mu_{\pi}\left(s_{t}\right), v_{\pi}\left(s_{t}\right)+\left(\nabla \mu_{\pi}\right) \Sigma_{t}\left(\nabla \mu_{\pi}\right)^{T}\right)$. The reward $r^{\prime}(s, \Sigma, \pi)=r(s)+\frac{1}{2} \operatorname{tr}\left[\left[\frac{\partial^{2} r}{\partial i \partial j}(s)\right] \Sigma\right)$ where $\left[\frac{\partial^{2} r}{\partial i \partial j}(s)\right]$ denotes the matrix of second derivatives of $r$ with respect to each state variable. Finally, $\gamma^{\prime}=\gamma$.

The strength of the method comes from the theorems below, which state that the above transform approximately captures the dynamics of the original probabilistic MDP to the extent that the original dynamics are "smooth." The first theorem bounds the error in approximating state, the second in covariance, the third in reward and the fourth in value.

Theorem 1 Fix a time t, a policy $\pi$, and a distribution of states $P_{t}$. Choose $M_{\mu}$ and $M$
such that $\forall s, \sqrt{\sum_{i, j, k=1}^{n_{s}}\left(\frac{\partial^{2}}{\partial j \partial k} \mu_{\pi}^{i}(s)\right)^{2}}<M_{\mu},\left\|\nabla \mu_{\pi}\left(\tilde{s}_{t}\right)\right\|<M$ and $\left\|\operatorname{cov}_{t}\left(s_{t}, s_{t}\right)\right\|_{F}<M$, where $\left\|\|_{F}\right.$ denotes the Frobenius norm. Let $\tilde{s}_{t}$ be given, and define $\tilde{s}_{t+1}=\mu_{\pi}\left(\tilde{s}_{t}\right)$, $\varepsilon_{t}^{s}=\mathrm{E}_{t}\left[s_{t}\right]-\tilde{s}_{t}$ and $\varepsilon_{t+1}^{s}=\mathrm{E}_{t}\left[s_{t+1}\right]-\tilde{s}_{t+1}$. Then $\left\|\varepsilon_{t+1}^{s}\right\|<\left(\left\|\varepsilon_{t}^{s}\right\|+M_{\mu}\right)\left(\frac{3}{2} M+\frac{1}{2}\left\|\varepsilon_{t}^{s}\right\|^{2}\right)$.

Theorem 2 Suppose $M_{v}$ and $M$ are chosen so that $\forall s, \sqrt{\sum_{i, j, k=1}^{n_{s}}\left(\frac{\partial v^{i, j}}{\partial k}(s)\right)^{2}}<M_{v}$, $\left\|\mathrm{E}_{t}\left[\left|s_{t}-\mathrm{E}_{t}\left[s_{t}\right]\right|^{k}\right]\right\|_{F}<M$ for $k=1,2,3,4,\left\|\tilde{s}_{t+1}\right\|=\left\|\mu_{\pi}\left(\tilde{s}_{t}\right)\right\|<M$ and all the conditions of Theorem 1. Let $\tilde{\Sigma}_{t}$ be given, and define $\tilde{\Sigma}_{t+1}^{i, j}=v^{i, j}\left(\tilde{s}_{t}\right)+\left(\nabla \mu^{i}\left(\tilde{s}_{t}\right)\right)^{T} \tilde{\Sigma}_{t}\left(\nabla \mu^{j}\left(\tilde{s}_{t}\right)\right)$. Let $\varepsilon_{t}^{\Sigma}=\operatorname{cov}_{t}\left(s_{t}, s_{t}\right)-\tilde{\Sigma}_{t}$, similarly for $\varepsilon_{t+1}^{\Sigma}$. Then

$$
\mid \varepsilon_{t+1}^{\Sigma} \|_{F} \leq\left(\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}+\left\|\varepsilon_{t}^{s}\right\|+M_{\mu}+M_{v}\right) M^{2}\left(10+O\left(\left\|\varepsilon_{t}^{s}\right\|\right)\right)
$$

Theorem 3 Suppose $\forall s, \sqrt{\sum_{i, j, k=1}^{n_{s}}\left(\frac{\partial^{3} r}{\partial i \partial j \partial k}(s)\right)^{2}}<M_{r}, \sqrt{\sum_{i, j=1}^{n_{s}}\left(\frac{\partial^{2} r}{\partial i \partial j}\left(\tilde{s}_{t}\right)\right)^{2}}<M$ and $\left\|\nabla r\left(\tilde{s}_{t}\right)\right\|<M$ and the conditions of the previous two theorems. Let $\varepsilon_{t}^{r}=\mathrm{E}_{t}\left[r\left(s_{t}\right)\right]-r^{\prime}\left(\tilde{s}_{t}\right)$. Then $\mathrm{E}_{t}\left[r\left(s_{t}\right)\right]=r^{\prime}\left(\tilde{s}_{t}\right)+\varepsilon_{t}^{r}=r\left(\tilde{s}_{t}\right)+\frac{1}{2} \operatorname{tr}\left(\left[\frac{\partial^{2} r}{\partial i \partial j}\right] \tilde{\Sigma}_{t}\right)+\varepsilon_{t}^{r}$ where

$$
\left|\varepsilon_{t}^{r}\right|<\left(\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}+\left\|\varepsilon_{t}^{s}\right\|+M_{r}\right)\left(\frac{5}{3} M+O\left(\left\|\varepsilon_{t}^{s}\right\|\right)\right)
$$

Theorem 4 Fix a time $t$ and a policy $\pi$, and a distribution of states $P_{t}$. Let $\tilde{s}_{t}$ and $\tilde{\Sigma}_{t}$ be given, and define $\tilde{s}_{\tau}$ and $\tilde{\Sigma}_{\tau}$ for $\tau=t+1 \ldots t+n$ recursively as in theorems 1 and 2 above. Let $M_{\varepsilon r}$ be an upper bound for $\left|\varepsilon_{\tau}^{r}\right|$ for all $\tau \in[t, t+n]$. Then under the conditions of the above three theorems, $\mathrm{E}\left[V\left(s_{t}\right)\right]=V^{\prime}\left(\widetilde{s}_{t}\right)+\varepsilon_{t}^{V}$ where $\varepsilon_{t}^{V}<\frac{1-\gamma^{n+1}}{1-\gamma} M_{\varepsilon r}$.
Proof: First, some preliminaries. In the first three theorems, which deal only with a single transition and a single distribution of states at time $t$, namely $P_{t}$, let $\bar{x}=\mathrm{E}_{P_{t}}[x]$ for any random variable $x$. Note that for any vector $x$ and square matrices $A$ and $B$, $x^{T} A x=\operatorname{tr}\left(A\left(x x^{T}\right)\right)$ where $\operatorname{tr}\left(\right.$.) denotes the trace of a matrix, $|\operatorname{tr}(A B)| \leq\|A\|_{F}\|B\|_{F}$, and $\left\|x x^{T}\right\|_{F}=|x|^{2}$. In the statement of theorem 2, $\mathrm{E}_{t}\left[\left|\left(s_{t}-\bar{s}_{t}\right)^{3}\right|\right]$ is a three dimensional matrix whose $i, j, k$ element is $\mathrm{E}_{t}\left[\left|\left(s_{t}^{i}-\overline{s_{t}^{i}}\right)\left(s_{t}^{j}-\overline{s_{t}^{j}}\right)\left(s_{t}^{k}-\overline{s_{t}^{k}}\right)\right|\right]$. Similarly, $\mathrm{E}_{t}\left[\left|\left(s_{t}-\bar{s}_{t}\right)^{4}\right|\right]$ is a four dimensional matrix, and if all of its elements are finite, then the lower powers must also be finite. The Frobenius norm of such matrices is simply the square root of the sum of the squares of all their elements. Also, if $a, b, c \& d$ are real numbers that are greater than zero, then $a b+c d<(a+c)(b+d)$.

Note that, since $\mu_{\pi}$ is a vector valued function, $\nabla \mu_{\pi}(s)$ is a matrix. Since $\mu_{\pi}^{i}$, the $i$ th component of $\mu_{\pi}$, is a real valued function, $\nabla \mu_{\pi}^{i}(s) \in \mathbb{R}^{n_{s}}$. Because $v(s)$ is a matrix, $v^{i, j}(s) \in \mathbb{R}$. Let $\left[\frac{\partial^{2}}{\partial j \partial k} \mu_{\pi}^{i}(x)\right]$ denote the matrix of second partial derivatives of $\mu_{\pi}^{i}$, evaluated at $x \in \mathbb{R}^{n_{s}}$. For any $s$, let $\Delta_{1}=s-\bar{s}_{t}, \Delta_{2}=\bar{s}_{t}-\tilde{s}_{t}$ and $\Delta=\Delta_{1}+\Delta_{2}=s-\tilde{s}_{t}$.

Thus, $\mathrm{E}_{P_{t}}[\Delta]=\Delta_{2}$ and $\mathrm{E}_{t}\left[\Delta \Delta^{T}\right]=\mathrm{E}_{t}\left[\Delta_{1} \Delta_{1}^{T}\right]+\Delta_{2} \Delta_{2}^{T}=\Sigma_{t}+\Delta_{2} \Delta_{2}^{T}=\tilde{\Sigma}_{t}+\varepsilon_{t}^{\Sigma}+\Delta_{2} \Delta_{2}^{T}$.
Note that $\Delta_{2}=\varepsilon_{t}^{s}$.
Proof of Theorem 1: Expand $\mu_{\pi}^{i}(s)$ using a first order Taylor series with the Lagrange form of the remainder, namely

$$
\begin{equation*}
\mu_{\pi}^{i}(s)=\mu_{\pi}^{i}\left(\tilde{s}_{t}\right)+\nabla \mu_{\pi}^{i}\left(\tilde{s}_{t}\right)^{T}(s-\tilde{s})+\frac{1}{2}\left(s-\tilde{s}_{t}\right)^{T}\left[\frac{\partial^{2}}{\partial j \partial k} \mu_{\pi}^{i}(x)\right]\left(s-\tilde{s}_{t}\right) \tag{3}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\mu_{\pi}^{i}(s)=\mu_{\pi}^{i}\left(\tilde{s}_{t}\right)+\nabla \mu_{\pi}^{i}\left(\tilde{s}_{t}\right)^{T} \Delta+\frac{1}{2} \Delta^{T}\left[\frac{\partial^{2}}{\partial j \partial k} \mu_{\pi}^{i}(x)\right] \Delta \tag{4}
\end{equation*}
$$

for some $x$ on the line joining $s$ and $\tilde{s}_{t}$. Then

$$
\begin{aligned}
\mathrm{E}_{P_{t}}\left[s_{t+1}^{i}\right]-\tilde{s}_{t+1}^{i} & =\mathrm{E}_{P_{t}}\left[\mu_{\pi}^{i}\left(s_{t}\right)\right]-\mu_{\pi}^{i}\left(\tilde{s}_{t}\right) \\
& =\mu_{\pi}^{i}\left(\tilde{s}_{t}\right)+\nabla \mu_{\pi}^{i}\left(\tilde{s}_{t}\right)^{T} \Delta_{2}+\frac{1}{2} \operatorname{tr}\left[\left[\frac{\partial^{2}}{\partial j \partial k} \mu_{\pi}^{i}(x)\right]\left(\Sigma_{t}+\Delta_{2} \Delta_{2}^{T}\right)\right)-\mu_{\pi}^{i}\left(\tilde{s}_{t}\right)
\end{aligned}
$$

So $\left\|\varepsilon_{t+1}^{s}\right\|<M\left\|\varepsilon_{t}^{s}\right\|+\frac{1}{2} M_{\mu}\left(M+\left\|\varepsilon_{t}^{s}\right\|^{2}\right)<\left(\left\|\varepsilon_{t}^{s}\right\|+M_{\mu}\right)\left(M+\frac{1}{2}\left(M+\left\|\varepsilon_{t}^{s}\right\|^{2}\right)\right)$.

Proof of Theorem 2: Let $\left.M_{k}^{\prime}=\| \mathrm{E}_{t}\left[\mid\left(s_{t}-\widetilde{s}_{t}\right)^{k}\right]\right] \|_{F}$. By the mean value theorem, $v^{i, j}(s)=v^{i, j}\left(\tilde{s}_{t}\right)+\nabla v^{i, j}(x) \cdot \Delta$ for some $x$ on the line joining $s$ and $\tilde{s}_{t}$. Also, $\mathrm{v}^{i, j}\left(s_{t}\right)=\mathrm{E}\left[s_{t+1}^{i} s_{t+1}^{j} \mid s_{t}\right]-\mu^{i}\left(s_{t}\right) \mu^{j}\left(s_{t}\right)$ so that

$$
\begin{align*}
\operatorname{cov}_{P_{t}}\left(s_{t+1}^{i}, s_{t+1}^{j}\right) & =\mathrm{E}\left[s_{t+1}^{i} s_{t+1}^{j}\right]-\overline{s_{t+1}^{i}} \overline{s_{t+1}^{j}} \\
& =\mathrm{E}_{P_{t}}\left[\mathrm{E}\left[s_{t+1}^{i} s_{t+1}^{j} \mid s_{t}\right]\right]-\overline{s_{t+1}^{i}} \overline{s_{t+1}^{j}} \\
& =v^{i, j}\left(\tilde{s}_{t}\right)+\mathrm{E}_{P_{t}}\left[\nabla v^{i, j}(x) \cdot \Delta\right]+\mathrm{E}_{P_{t}}\left[\mu^{i}\left(s_{t}\right) \mu^{j}\left(s_{t}\right)\right]-\overline{s_{t+1}^{i}} \overline{s_{t+1}^{j}} \tag{5}
\end{align*}
$$

The second term is an error term, call it $\varepsilon^{\prime i, j}$. We have $\left|\varepsilon^{\prime}\right|<M_{\mathrm{v}} M_{1}{ }^{\prime}$. For the third term, we expand both $\mu^{i}$ and $\mu^{j}$ using Eq. (4) and multiplying out the terms, obtaining $\mathrm{E}_{P_{t}}\left[\mu^{i}\left(s_{t}\right) \mu^{j}\left(s_{t}\right)\right]=\mu^{i}\left(\tilde{s}_{t}\right) \mu^{j}\left(\tilde{s}_{t}\right)$

$$
+\mu^{i}\left(\tilde{s}_{t}\right) \nabla \mu^{j}\left(\tilde{s}_{t}\right)^{T} \Delta_{2}+\mu^{j}\left(\tilde{s}_{t}\right) \nabla \mu^{i}\left(\tilde{s}_{t}\right)^{T} \Delta_{2}
$$

$$
+\nabla \mu^{i}\left(\tilde{s}_{t}\right)^{T}\left(\tilde{\Sigma}_{t}+\varepsilon_{t}^{\Sigma}+\Delta_{2} \Delta_{2}^{T}\right) \nabla \mu^{j}\left(\tilde{s}_{t}\right)
$$

$$
+\frac{1}{2} \mu^{i}\left(\tilde{s}_{t}\right)^{T} \mathrm{E}_{P_{t}}\left[\Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{j}(x)\right] \Delta\right]+\frac{1}{2} \mu^{j}\left(\tilde{s}_{t}\right)^{T} \mathrm{E}_{P_{t}}\left[\Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{i}(x)\right] \Delta\right]
$$

$$
+\frac{1}{2} \nabla \mu^{i}\left(\tilde{s}_{t}\right)^{T} \mathrm{E}_{P_{t}}\left[\Delta \Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{j}(x)\right] \Delta\right]+\frac{1}{2} \nabla \mu^{j}\left(\tilde{s}_{t}\right)^{T} \mathrm{E}_{P_{t}}\left[\Delta \Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{i}(x)\right] \Delta\right]
$$

$$
+\frac{1}{4} \mathrm{E}_{P_{t}}\left[\Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{i}(x)\right] \Delta \Delta^{T}\left[\frac{\partial^{2}}{\partial k \partial l} \mu_{\pi}^{j}(x)\right] \Delta\right]
$$

All terms other than the first and the one involving $\tilde{\Sigma}_{t}$ are error terms, call their sum $\varepsilon^{\prime \prime i, j}$. That is,

$$
\mathrm{E}_{P_{t}}\left[\mu^{i}\left(s_{t}\right) \mu^{j}\left(s_{t}\right)\right]=\mu^{i}\left(\tilde{s}_{t}\right) \mu^{j}\left(\tilde{s}_{t}\right)+\nabla \mu^{i}\left(\tilde{s}_{t}\right)^{T} \tilde{\Sigma}_{t} \nabla \mu^{j}\left(\tilde{s}_{t}\right)+\varepsilon^{\prime \prime i, j}
$$

where

$$
\begin{aligned}
& \left\|\varepsilon^{\prime}\right\|<2\left\|\tilde{s}_{t+1}\right\|\left\|\nabla \mu\left(\tilde{s}_{t}\right)\right\|\left\|\varepsilon_{t}^{s}\right\|+\left\|\nabla \mu\left(\tilde{s}_{t}\right)\right\|^{2}\left(\left\|\varepsilon_{t}^{s}\right\|^{2}+\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}\right) \\
& +\left\|\tilde{s}_{t+1}\right\| M_{\mu} M_{2}^{\prime}+\left\|\nabla \mu\left(\tilde{s}_{t}\right)\right\| M_{\mu} M_{3}{ }^{\prime}+\frac{1}{4} M_{\mu}^{2} M_{4}{ }^{\prime}
\end{aligned}
$$

Lastly let $\varepsilon_{2}^{\prime \prime \prime}=\mu^{i}\left(\tilde{s}_{t}\right) \mu^{j}\left(\tilde{s}_{t}\right)-\overline{s_{t+1}^{i}} \overline{s_{t+1}^{j}}$. By Theorem 1,

$$
\begin{aligned}
\varepsilon^{\prime \prime \prime i, j}= & \mu^{i}\left(\tilde{s}_{t}\right) \mu^{j}\left(\tilde{s}_{t}\right)-\overline{s_{t+1}^{i}} \overline{s_{t+1}^{j}} \\
= & \mu^{i}\left(\tilde{s}_{t}\right) \mu^{j}\left(\tilde{s}_{t}\right)-\left(\mu^{i}\left(\tilde{s}_{t}\right)+\varepsilon_{t}^{s i}\right)\left(\mu^{j}\left(\tilde{s}_{t}\right)+\varepsilon_{t}^{s j}\right) \\
= & -\mu^{i}\left(\tilde{s}_{t}\right) \varepsilon_{t}^{s i}-\mu^{j}\left(\tilde{s}_{t}\right) \varepsilon_{t}^{s i}-\varepsilon_{t}^{s i} \varepsilon_{t}^{s j} \\
& \left\|\varepsilon^{\prime \prime}\right\|<2\left\|\varepsilon_{t}^{s \|}\right\|\left\|\tilde{s}_{t+1}\right\|+\left\|\varepsilon_{t}^{s}\right\|^{2}
\end{aligned}
$$

Substituting into Eq. (5), we obtain:

$$
\operatorname{cov}_{P_{t}}\left(s_{t+1}^{i}, s_{t+1}^{j}\right)=v^{i, j}\left(\tilde{s}_{t}\right)+\varepsilon^{\prime i, j}+\nabla \mu^{i}\left(\tilde{s}_{t}\right)^{)^{2}} \tilde{\Sigma}_{t} \nabla \mu^{j}\left(\tilde{s}_{t}\right)+\varepsilon^{\prime i, j}+\varepsilon^{\prime \prime \prime i, j}
$$

so that $\varepsilon_{t+1}^{\Sigma}=\varepsilon^{\prime}+\varepsilon^{\prime \prime}+\varepsilon^{\prime \prime \prime}$ and

$$
\begin{aligned}
\left\|\varepsilon_{t+1}^{\Sigma}\right\|_{F} & <M_{\mathrm{v}} M_{1}^{\prime}+2 M^{2}\left\|\varepsilon_{t}^{s}\right\|+M^{2}\left(\left\|\varepsilon_{t}^{s}\right\|^{2}+\left\|\varepsilon_{t}^{\Sigma}\right\|\right)+M M_{\mu} M_{2}^{\prime}+M M_{\mu} M_{3}^{\prime}+\frac{1}{4} M_{\mu}^{2} M_{4}^{\prime} \\
& +2\left(\left\|\varepsilon_{t}^{s}\right\|+M_{\mu}\right)\left(\frac{3}{2} M+\frac{1}{2}\left\|\varepsilon_{t}^{s}\right\|^{2}\right) M+\left(\left\|\varepsilon_{t}^{s}\right\|+M_{\mu}\right)^{2}\left(\frac{3}{2} M+\frac{1}{2}\left\|\varepsilon_{t}^{s}\right\|^{2}\right)^{2}
\end{aligned}
$$

Each term has at least one of the "small bounds" $\left\|\varepsilon_{t}^{s}\right\|,\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}, M_{\mu}$ or $M_{\mathrm{v}}$. Using the inequality from the preliminaries, we can "factor them out." The four $M_{k}$ are bounded by $M+O\left(\left\|\varepsilon_{t}^{s}\right\|\right)$, as can be shown using the binomial theorem, e.g.

$$
\begin{aligned}
\mathrm{E}_{t}\left[\left|\Delta_{1}+\Delta_{2}\right|^{3}\right] & \leq \mathrm{E}_{t}\left[\left(\left|\Delta_{1}\right|+\left|\Delta_{2}\right|\right)^{3}\right] \\
& =\mathrm{E}_{t}\left[\left|\Delta_{1}\right|^{3}\right]+3\left|\Delta_{2}\right| \mathrm{E}_{t}\left[\left|\Delta_{1}\right|^{2}\right]+3\left|\Delta_{2}\right|^{2} \mathrm{E}_{t}\left[\left|\Delta_{1}\right|\right]+\left|\Delta_{2}\right|^{3} \\
& =\mathrm{E}_{t}\left[\left|\Delta_{1}\right|^{3}\right]+O\left(\left\|\varepsilon_{t}^{s}\right\|\right)
\end{aligned} .
$$

Proof of Theorem 3: Expand $r(s)$ using a second order Taylor series with the Lagrange form of the remainder, namely

$$
\begin{equation*}
r(s)=r\left(\tilde{s}_{t}\right)+\nabla r\left(\tilde{s}_{t}\right)^{T} \cdot \Delta+\frac{1}{2} \Delta^{T}\left[\frac{\partial^{2} r}{\partial i \partial j}\left(\tilde{s}_{t}\right)\right] \Delta+\frac{1}{6} \sum_{i, j, k=1}^{n_{s}} \frac{\partial^{3} r}{\partial i \partial j \partial k}(x) \Delta^{i} \Delta^{j} \Delta^{k} . \tag{6}
\end{equation*}
$$

Call the last term $\varepsilon^{\prime}$. Thus,

$$
\begin{aligned}
\mathrm{E}_{t}[r(s)] & =r\left(\tilde{s}_{t}\right)+\nabla r\left(\tilde{s}_{t}\right)^{T} \cdot \Delta_{2}+\frac{1}{2} \operatorname{tr}\left[\left[\frac{\partial^{2} r}{\partial i \partial j}\left(\tilde{s}_{t}\right)\right]\left(\tilde{\Sigma}_{t}+\varepsilon_{t}^{\Sigma}+\Delta_{2} \Delta_{2}^{T}\right)\right)+\mathrm{E}_{t}\left[\varepsilon^{\prime}\right] \\
& =r^{\prime}\left(\tilde{s}_{t}\right)+\varepsilon_{t}^{r}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\varepsilon_{t}^{r}\right| & <\left\|\nabla r\left(\tilde{s}_{t}\right)\right\|\left\|\varepsilon_{t}^{s}\right\|+\frac{1}{2}\left(\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}+\left\|\varepsilon_{t}^{s}\right\|^{2}\right) M+\frac{1}{6} M_{r} M_{3}^{\prime} \\
& <\left(\left\|\varepsilon_{t}^{s}\right\|+\left\|\varepsilon_{t}^{\Sigma}\right\|_{F}+M_{r}\right)\left(M+\frac{1}{2} M+\frac{1}{2} M\left\|\varepsilon_{t}^{s}\right\|+\frac{1}{6} M_{3}{ }^{\prime}\right)
\end{aligned}
$$

Proof of Theorem 4:

$$
\begin{aligned}
\mathrm{E}\left[V\left(s_{t}\right)\right] & =\sum_{\tau=t}^{n} \gamma^{\tau-t} \mathrm{E}_{\tau}\left[r\left(s_{\tau}\right)\right] \\
& =\sum_{\tau=t}^{n} \gamma^{\tau-t}\left(r^{\prime}\left(\tilde{s}_{\tau}\right)+\varepsilon_{\tau}^{r}\right) \\
& =V^{\prime}\left(\tilde{s}_{t}\right)+\sum_{\tau=t}^{n} \gamma^{\tau-t} \varepsilon_{\tau}^{r}
\end{aligned}
$$

So,

$$
\left|\varepsilon_{t}^{V}\right|<\sum_{\tau=t}^{n} \gamma^{\tau-t} M_{\varepsilon r}=M_{\varepsilon} r \sum_{\tau=t}^{n} \gamma^{\tau-t}=M_{\varepsilon r} \frac{1-\gamma^{n+1}}{1-\gamma} .
$$

The above theorems state that as long as $\left\|\varepsilon_{t}^{s}\right\|,\left\|\varepsilon_{t}^{\varepsilon}\right\|_{F}, M_{\mu}, M_{v}$ and $M_{r}$ are small and $M$ is finite, and given a good estimate of the mean and covariance of the state at some time, the transformed MDP will result in good estimates at later times, and hence the reward and value functions will also be good estimates. Note that no particular distribution of states is assumed, only that, essentially, the first four moments are bounded at every time. The most unusual conditions are that the reward $r$ be roughly quadratic, and that the value function include only a limited number of future rewards. This motivates the use of shaping rewards.

## 4 Experiments

The code used for all experiments in this paper is available from www.metahuman.org/ martin/Research.html.

The essential dynamics algorithm was applied to Randløv and Alstrøm's bicycle riding task [8], with the objective of riding a bicycle to a goal 1 km away. The five state variables were simply the lean angle, the handlebar angle, their time derivatives, and the angle to the goal. The two actions were the torque to apply to the handlebars and the horizontal displacement of the rider's center of mass from the bicycle's center line. The stochasticity of state transitions came from a uniform random number added to the rider's displacement. If the lean angle exceeded $\pi / 15$, the bicycle fell over and the run terminated.

If the variance of the state is not too large at every time step, then the variance term in the transformed reward can simply be considered another form of error, and only $\tilde{\mu}$ need be estimated. This was done here. A continuous time formulation was used where, instead of estimating the values of the state variables at a next time, their derivatives were estimated. The model was of the form

$$
\frac{\partial s^{i}}{\partial t}=\tilde{\mu}_{w^{i}}(s, a)=w^{i} \cdot \varphi(s, a)
$$

where $\varphi(s, a)$ was a vector of features and $w^{i}$ was a vector of weights. The features were simply the state and action variables themselves. The derivative of each state variable was estimated using gradient descent on $w_{i}$ with the error measure $\operatorname{err}_{i}=\left|\dot{s}^{i}-w_{i} \cdot \varphi(s, a)\right|$ and a learning rate of 1.0 . This error measure was found to work better than the more traditional squared error. The squared error is minimized by the mean of the observed values, whereas the absolute value is minimized by the median [7]. The median is a more robust estimate of central tendency, i.e. less susceptible to outliers, and therefore may be a better choice in many practical situations.

Model estimation was done online, simultaneous with policy search. In the continuous formulation, the value function is the time integral of the reward times the discount factor. The future state was estimated using Euler integration [7]. While the bicycle simulator also used Euler integration, these choices were unrelated. In fact, $\Delta t=0.01$ s for the bicycle simulator and 0.051 s for integrating the estimated reward. It was integrated for 30 time steps.


Figure 2: The left graph shows length of episode vs. training time for 10 runs. The dashed line indicates the optimal policy. Stable riding was achieved within 200 simulated seconds. The right graph shows angle to goal vs. time for a single episode starting after 3000 simulated seconds of training.

The shaping reward was the square of the angle to goal plus 10 times the square of the lean angle. The policy was a weighted sum of features, with a small Gaussian added for exploration, $\pi(s)=\theta \cdot \varphi(s)+N(0,0.05)$. The features were simply the state variables themselves. When the model is poor or the policy parameters are far from a local optimum, $\partial V / \partial \theta$ can be quite large, resulting in a large gradient descent step which may overshoot its region of applicability. This can be addressed by reducing the learning rate, but then learning becomes interminably slow. Thus, the gradient descent rule was modified to $\frac{\partial \theta}{\partial t}=-\alpha \frac{\partial V / \partial \theta}{(\beta+\|\partial V / \partial \theta\|)}$. Near an optimum, when $\|\partial V / \partial \theta\|<\beta$, this reduces to the usual rule with a learning rate of $\alpha / \beta$. In this experiment, $\alpha=0.01$ and $\beta=1.0$.

A graph of episode time vs. learning time is shown in Figure 1. After falling over between 40 and 60 times, the controller was able to ride to the goal or the time limit without falling over. After a single such episode, it consistently rode directly to the goal in a near minimum amount of time. The resulting policy was essentially an optimal policy.

## 5 Discussion

For learning and planning in complex worlds with continuous, high dimensional state and action spaces, the goal is not so much to converge on a perfect solution, but to find a good solution within a reasonable time. Such problems often use a shaping reward to accelerate learning. For a large class of such problems, this paper proposes approximating the problem's dynamics in such a way that the mean and covariance of the future state can be estimated from the observed current state. We have shown that, under certain conditions, the rewards in the approximate MDP are close to those in the original, with an error that grows boundedly as time increases. Thus, if the rewards are only summed for a limited number of steps ahead, the resulting values will approximate the values of the original system. Learning in this transformed problem is considerably easier than in the original, and both model estimation and policy search can be achieved online.

The simulation of bicycle riding is a good example of a problem where the value function is complex and hard to approximate, yet simple policies produce near optimal solutions. Using a traditional value function approximation approach, Randløv needed to augment the state with the second derivative of the lean angle $(\ddot{\Omega})$ and provide shaping rewards [8]. The resulting algorithm took 1700 episodes to ride stably, and 4200 episodes to get to the goal for the first time. The resulting policies tended to ride in circles and precess toward the goal, riding roughly 7 km to get to a goal 1 km away.

In contrast, when the action is a weighted sum of (very simple) features, random search can find near optimal policies. This was tested experimentally; $0.55 \%$ of random policies consistently reached the goal when $\ddot{\Omega}$ was included in the state, and $0.30 \%$ did
when it wasn't. ${ }^{1}$ What's more, over half of these policies had a path length within $1 \%$ of the best reported solutions. Policies that rode stably but not to the goal were obtained $0.89 \%$ and $0.24 \%$ of the time respectively. Thus, a random search of policies needs only a few hundred episodes to find a near optimal policy.

The essential dynamics algorithm consistently finds such near optimal policies, and the author is aware of only one other algorithm which does, the PEGASUS algorithm of [5]. The experiments in this paper took 40 to 60 episodes to ride stably, that is, to the goal or until the time limit without falling over. After a single such episode, the policy consistently rode directly to the goal in a near minimum amount of time. In contrast, PEGASUS used at least 450 episodes to evaluate each policy. ${ }^{2}$ One reasonable initial policy is to always apply zero torque to the handlebars and zero displacement of body position. This falls over in an average of 1.74 seconds, so PEGASUS would need 780 simulated seconds to evaluate such a policy. The essential dynamics algorithm learns to ride stably in approximately 200 simulated seconds, and in the second 780 simulated seconds will have found a near optimal policy.

This was achieved using very little domain knowledge. $\ddot{\Omega}$ was not needed in the state, and the features were trivial. The essential dynamics algorithm can be used for online learning, or can learn from trajectories provided by other policies, that is, it can "learn by watching." In the bicycle experiment, the essential dynamics algorithm needed many times more computing power per simulated second than PEGASUS, although it was still faster than real time on a 1 GHz mobile Pentium III, and therefore could presumably be used for learning on a real bicycle. The experiments in section 4 added the square of the lean angle to the shaping reward, but did not use any information about dynamics (i.e. velocities or accelerations), nor about the handlebars. In fact, the shaping reward simply corresponded to the common sense advice "stay upright and head toward the goal."

However, these advantages do not come without drawbacks. The essential dynamics algorithm only does policy search in an approximation to the original MDP, so an optimal policy for this approximate MDP won't, in general, be optimal for the original MDP. The theorems in section 3 give bounds on this error, and for bicycle riding this error is small.

## Conclusion

This paper has presented an algorithm for online policy search in MDPs with continuous state and action spaces. A stochastic MDP is transformed to a deterministic MDP which captures the essential dynamics of the original. Policy search is then be performed in this transformed MDP. Error bounds were given and the technique was applied to a simulation of bicycle riding. The algorithm found near optimal solutions with less domain knowledge and orders of magnitude less time than existing techniques.
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1. Our experiment contained two conditions, namely with or without $\ddot{\Omega}$ in the state, resulting in 5 or 6 state variables. The features were the state variables themselves, state and action variables were scaled to roughly the range $[-1,+1]$, weights were chosen uniformly from $[-2,+2]$, and each policy was run 30 times. In 100,000 policies per condition, $549(0.55 \%)$ reached the goal all 30 times when $\ddot{\Omega}$ was included, and $300(0.30 \%)$ when it wasn't. For such policies, the median riding distance was 1009 m and 1008 m respectively. The code used is available on the web site.
2. [5] evaluated a given policy by simulating it 30 times. The derivative with respect to each of the 15 weights was evaluated using finite differences, requiring another 30 simulations per weight, for a total of $30 \times 15=450$ simulations. Often, the starting weights at a given stage were evaluated during the previous stage, so only the derivatives need to be calculated.
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