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Abstract

In this paper, we present a static image compression algorithm for very low bit rate applications. The
algorithm reduces spatial redundancy present in images by extracting and encoding edge and mean infor-
mation. Since the human visual system is highly sensitive to edges, an edge-based compression scheme can
produce intelligible images at high compression ratios. We present good quality results for facial as well
as textured, 256 x 256 color images at 0.1 to 0.3 bpp. The algorithm described in this paper was designed
for high performance, keeping hardware implementation issues in mind. In the next phase of the project,
which is currently underway, this algorithm will be implemented in hardware, and new edge-based color
image sequence compression algorithms will be developed to achieve compression ratios of over 100, i.e.,
less than 0.12 bpp from 12 bpp. Potential applications include low power, portable video telephones.
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1 Introduction

Image data compression plays an important role in the transmission and storage of image information. The goal of
image compression is to obtain a representation that minimizes bit rate with respect to some distortion constraint.
Typical compression techniques achieve bit rate reduction by exploiting correlation between pixel intensities. Stan-
dard compression methods include predictive or waveform coding, in which pixel correlation is reduced directly in
the spatial domain, and transform coding, in which the intensity values are transformed into another domain such
that most information is contained in a few parameters. Most of these methods use the mean square error (MSE)
distortion measure so as to make mathematical analysis tractable.

For low bit rate applications, standard compression methods fail to provide satisfactory performance because
of their inadequate distortion criterion (MSE). As the number of bits to be transmitted is reduced, it becomes
increasingly crucial to preserve the perceptually signi�cant parts of the image. Since the mean square error measure
is not based on properties of the human visual system, algorithms using this measure tend to produce unacceptable
results at low bit rates.

One of the most interesting properties of human visual perception is its sensitivity to edges [1, 2]. This suggests
that edges can provide an e�cient image representation, making edge-based compression techniques very useful,
even at high compression ratios. There has been some previous work on edge-based compression, in particular,
by Graham, Kocher, and Carlsson. Graham [3] considers an image as being composed of low and high frequency
parts, which are encoded separately. The high frequency part corresponds to contours in the image, and the low
frequency part corresponds to smooth areas between contours. Kocher et al. [4, 5] use region growing to segment the
image into regions. The texture of each of these regions is encoded separately. Carlsson [6] proposes a sketch-based
coding scheme for grey level images. The work described in this paper is based on the ideas presented by Carlsson.
The representation, however, has been modi�ed, and the encoding process has been simpli�ed to suit hardware
implementation, while providing similar performance. In particular, our algorithm uses: (a) 1-D linear interpolation,
as opposed to iterative minimum variation interpolation, for e�cient implementation; (b) intensity line-�tting for
improved performance; (c) e�cient coding of contour intensity data; and (d) mean coding, as opposed to Laplacian
pyramid coding, for encoding the residual error. Detailed description of the algorithm can be found in the next
section.

Another important advantage of our compression approach is that it can be used with edge-based motion estimation
to encode moving images. The reader is referred to [7] for preliminary results on edge-based image sequence coding.

2 Compression Algorithm

The edge-based representation of an image consists of its binary edge map and the intensity information on both sides
of the contours in the edge map. This representation is su�cient for obtaining an intelligible reconstructed image.
The reconstruction is performed by simply interpolating the intensity information between contours of the edge map.
As with many compression methods, the quality of reconstruction can be improved by residual coding, which in
this case involves encoding the di�erence between the input image and the interpolated image. The compression
algorithm, therefore, consists of edge detection, contour coding, contour intensity data extraction and coding, and
residual coding. This section describes the algorithmic details of all these operations.

It is important to point out that our overall approach has two phases. In the �rst phase, which is presented in
this paper, a new algorithm is developed with hardware implementation in mind, and in the second phase, which is
currently being studied, the algorithm is modi�ed for e�cient hardware implementation. Even if the algorithm is
modi�ed in the second phase to suit hardware implementation, the research described in this paper should remain
useful.

2.1 Edge Detection

Various edge detection methods can be found in the image processing literature. One of the simplest and most
widely-used methods for digital implementation is the Sobel operator. Since in this phase of the project, we are not
interested in optimizing hardware implementation, we chose the Sobel operator for edge detection just because of
its simplicity and good performance. Any other e�cient edge detection method can be used without signi�cantly
a�ecting the performance of the overall algorithm.

In the Sobel edge detection method, the input image is convolved with two �lters: hx and hy.

hx =

 
�1 0 1
�2 0 2
�1 0 1

!
hy =

 
�1 �2 �1
0 0 0
1 2 1

!

The �lter hx corresponds to horizontal di�erentiation (and responds to vertical edges), while hy corresponds to
vertical di�erentiation (and responds to horizontal edges). The results of the two convolutions are combined in the
following way to obtain the Sobel edge-intensity map (Smag ):
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Sx = I � hx; Sy = I � hy (1)

Smag =

q
Sx

2 + Sy
2 (2)

where I is the input image.

Smag is then thresholded to create the edge map for the input image. The edges obtained using this algorithm
are usually very sharp. In order to obtain slowly-varying edges, we use Level edge detection in conjunction with the
Sobel edge detection algorithm. Level edges are detected in exactly the same way as Sobel edges, but with di�erent
�lters:

Lx = I � ĥx; Ly = I � ĥy (3)

Lmag =

q
Lx

2 + Ly
2 (4)

where

ĥx =

 
�1 0 0 0 1
�2 0 0 0 2
�1 0 0 0 1

!
ĥy =

0
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�1 �2 �1
0 0 0
0 0 0
0 0 0
1 2 1

1
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The �nal edge-intensity map is obtained by weighted averaging of the two individual edge-intensity maps. The
weight w is chosen empirically.

Imag = w � Smag + (1� w)� Lmag (5)

To facilitate simple implementation of our edge detection algorithm, the expressions for Smag and Lmag have to
be modi�ed because they contain the square root operation, which is di�cult to implement. We have found that
acceptable edge maps are obtained if the expressions for Smag and Lmag are approximated by using the absolute
value operation. This modi�cation simpli�es the implementation without sacri�cing the edge map quality. The
resultant expression for Imag is given below.

Imag = Ix + Iy (6)

where

Ix = w � jSxj+ (1�w) � jLxj (7)

Iy = w � jSyj+ (1�w) � jLyj (8)

Notice that the above expression for Imag requires 4 convolutions. The number of convolutions can be reduced by
realizing that in most cases, Sx has the same sign as Lx, and Sy has the same sign as Ly. Therefore, Ix and Iy can
be written as:

Ix = jI � gxj; Iy = jI � gyj (9)

where

gx = w � hx + (1� w)� ĥx (10)

gy = w � hy + (1� w)� ĥy (11)

2.1.1 Thresholding and Thinning

The edge-intensity map produced by the aforementioned �ltering operations has to be tested against a threshold
in order to create a binary edge map. Since the number of edge pixels in the edge map is directly dependent on the
threshold level, the bit rate can be controlled by varying the threshold.

It turns out that the binary edge map obtained by thresholding the edge-intensity map is thick and hence cannot
be encoded e�ciently. A thinning operation must be performed to produce edges that are single pixel wide. We
use a very simple thinning algorithm in which every pixel in the edge-intensity map that is over the threshold is
checked for a local maximum in the horizontal and vertical directions. If the current pixel is a local maximum in the
horizontal direction but not the vertical, then it is considered an edge pixel only if Ix > Iy. Similarly, if the current
pixel is a local maximum in the vertical direction but not the horizontal, then it is considered an edge pixel only if
Iy > Ix. This processing eliminates false edges [9].
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The complete thinning algorithm is illustrated in �gure 1 below. Figure 6 shows the binary edge maps for the
images in �gure 5.

u

l c r

d

Imag

Let c, u, d, l, and r represent the edge-intensities at the current, up, down, left, and right pixels, respectively. The
current pixel is an edge pixel if

[c > u AND c � d AND c > l AND c � r] OR
[(c > u AND c � d AND Iy > Ix) OR (c > l AND c � r AND Ix > Iy)]

Figure 1: Illustration of thinning

2.2 Contour Coding

The edge map produced by edge detection has to be encoded for e�cient transmission. The encoding process involves
three steps:

� 8-connected map to 4-connected map

� Contour �ltering

� Chain coding

2.2.1 8-connected map to 4-connected map

An 8-connected map is a binary graph in which each pixel has 8 neighbors, as shown in �gure 2(a). Our analysis
has shown that reduction in bit rate can be achieved if the 8-connected map is transformed into a 4-connected map.
Also, the 4-connected map makes the implementation of the subsequent modules much simpler. Due to these reasons,
our contour coding module converts the input edge map into a 4-connected map and then performs the encoding.
An illustration of the conversion process is shown in �gure 2(b).
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Figure 2: (a) An 8-connected edge map; (b) 8-connected to 4-connected transformation; (c) Possible directionals for
a 4-connected map.
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2.2.2 Contour �ltering

The edge map for an image contains many contours, each representing an object present in the image. Typically,
long contours correspond to important features, while short contours are usually produced by noise. Therefore, in
order to encode the edge map e�ciently, short contours must be eliminated. This simple step is referred to as contour
�ltering.

2.2.3 Chain coding

Chain coding has been shown to be very e�cient for encoding binary contours [8]. Each contour is represented
with a starting point and a sequence of directionals that gives the direction of travel as the contour is traced. The
starting point is found by simply scanning the edge map, row by row, for the �rst non-zero pixel. Once the starting
point has been found, the following procedure is used:

� Find the next pixel on the contour by searching the neighbors clockwise for a non-zero pixel.

� Output the directional that represents the direction of the next pixel relative to the current direction.

� Delete the current contour pixel, go to the next pixel, and update the current direction.

This process is continued until the whole contour is traced.
Figure 2(c) shows the possible directionals for a 4-connected edge map. Each directional can be represented

with log2(3) bits. If we use statistical coding on the sequence of directionals, an even lower bit rate of about 1.3
bits/contour point can be obtained [6]. There is also an overhead of 9 bits/contour to encode the starting point.

2.3 Contour Intensity Data Extraction and Coding

Edge-based image representation requires encoding of the binary edge map and the contour intensity data of the
image. The contour intensity data typically consists of intensity values of pixels to the left and right of each contour
pixel. The receiver reconstructs the image intensity by interpolating the contour intensity data. Since the number
of contour pixels is much less than the total number of pixels in the image, edge-based representation can be used
for low bit rate image compression.

The reconstructed image is obtained by averaging the results of horizontal and vertical interpolation. In horizontal
interpolation, the binary edge map is scanned row by row, and the intensity values between two consecutive edge
points on a row are obtained by linearly interpolating the corresponding contour intensity data. The same process is
repeated for vertical interpolation, but this time the image is scanned column by column. We use linear interpola-
tion, as opposed to other sophisticated interpolation techniques like iterative interpolation with minimum variation
criterion [6], in order to simplify the hardware implementation of the algorithm.

As mentioned above, we would like to represent the image intensity between contours with a linear approximation.
For good reconstruction, the contour intensity data must be chosen so as to obtain a near-optimal linear approxi-
mation. We could use the left and right intensities of contour pixels as contour intensity data, however, in many
instances this leads to poor reconstruction, as illustrated in �gures 3 (a) and (b).

(a)

(b)

(c)

Figure 3: 1-D illustration of linear interpolation. (a) Original signal, 'o' marks the location of an edge; (b) recon-
structed signal if the left and right intensities are chosen as contour intensity data; (c) reconstructed signal with
line-�tting.
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2.3.1 Intensity Line-�tting

A better approach, as shown in �gure 3(c), is to �nd the best linear approximation for the image intensity between
contours and then use these parameters as contour intensity data. The approximation is done horizontally as well as
vertically. The horizontal approximation is obtained by �tting a line to the intensity values between two consecutive
contour pixels on a row, for each row of the image. The end points of these lines are used as horizontal contour
intensity data. Similar processing is done on the columns for vertical approximation. Finally, the results of the two
approximations are combined, by averaging if needed, to obtain the required contour intensity data. Our simulation
results indicate that the quality of reconstruction is improved signi�cantly by the line-�tting approach. Since there
are closed-form solutions available for �tting a line through data, this approach is simple to implement.

2.3.2 Contour Intensity Data Coding

Once the contour intensity data is obtained, it has to be compressed for transmission. E�cient compression can
be achieved if we exploit the redundancy in the contour intensity data for a contour. Since the intensity between
contours is assumed to be smooth, there should be little variation in the contour intensity data on each side of
a contour. This assumption suggests that the data on each side of a contour could be represented with just one
parameter, namely, their average. In reality, however, this assumption does not hold because the edge extraction
process is not perfect. Experimental results indicate that a more reasonable coding strategy is to partition the data
for a contour into �xed-length pieces and then encode each piece with its average value.

2.4 Residual Coding

As described in the previous section, the reconstructed image is obtained by interpolating the contour intensity data.
Because of imperfections in edge extraction, which lead to open contours, the interpolation of the contour intensity
data di�uses the intensity of one object into its neighboring regions, causing reconstruction error. In order to reduce
this error, the residual image, which is obtained by subtracting the interpolated image from the original image, must
be encoded. Standard methods employed for residual coding include waveform coding techniques like Laplacian
pyramid coding [6]. These coding techniques, however, are not feasible for very low bit rate applications.

We perform mean coding on the input image to reduce the reconstruction error and to keep the bit rate down. In
mean coding, the input image is partitioned into 10 x 10 blocks, and the mean of each block is encoded and trans-
mitted. The receiver uses the mean information and the interpolated image to obtain an acceptable reconstruction
of the input image.

One simple way to use the mean information is to modify the mean of the interpolated image so that it matches
the mean of the input image. Unfortunately, this method can not correct the line artifacts present in the interpolated
image. Our experiments indicate that these artifacts can be reduced considerably if the intensity of each non-edge
block in the reconstructed image is set to the mean of the corresponding block in the input image (see �gures 7 and
8). As a result of this processing, all non-edge blocks in the reconstructed image become DC (constant intensity)
blocks, and thereby lose their texture. This loss of texture in non-edge blocks is, however, not that crucial because
texture information is not necessary in low bit rate applications.

Another signi�cant advantage of mean coding over other residual coding techniques is that in mean coding, the
encoder does not have to compute the interpolated image, and therefore, has a simpler structure.

2.5 Color Image Encoding

The algorithm described above can be easily extended for encoding color images. The input color image is assumed to
be in the YIQ format. Edge detection and contour coding is performed on the luminance (Y) component alone, while
contour intensity data extraction and coding is performed independently on all three components. The luminance
component is then mean coded using 10 x 10 blocks, while the chrominance components are mean coded using 20 x 20
blocks. The complete block diagram of the encoder is shown in �gure 4.

3 Bit Rate Estimation

Unlike �xed-bit-rate compression schemes like Vector Quantization (VQ), the bit rate of the edge-based compression
technique depends on the content of the input image, of which we have no a priori knowledge. In this section, we
�rst present the rate controlling parameters of our algorithm and then use these parameters for bit rate estimation.

Based on the compression algorithm described in the previous section, one can clearly see that the following
parameters control the bit rate:
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Figure 4: Block Diagram of Encoder

� Edge detection threshold, T ;

� Edge weight, w, for combining Sobel and level edges;

� Minimum contour length, Lmin, for contour coding;

� Maximum contour length, Lmax, for intensity coding.

The edge weight,w, and minimum contour length, Lmin, vary from image to image. But for most images, w = 0:5
and Lmin = 6 to 10 produce good results. Similarly, Lmax must be chosen experimentally. Our simulation results
indicate that a reasonable value for Lmax is 15 for the Y component of the input. This implies that the contour
intensity data is encoded by partitioning each contour into 15 pixel long pieces and transmitting the average intensity
on each side. Since the I and Q components are perceptually less important and have much less information than
the Y component, they are encoded with Lmax =1.

As opposed to the other parameters, T can not be chosen a priori. The only way to achieve a given �xed bit
rate is to start with a predetermined T and then �ne-tune it until the desired bit-rate is obtained. The �ne-tuning,
however, does not have a serious impact on the speed of the overall algorithm because our simulations suggest that
the correct threshold level can be reached with very few iterations, each involving thresholding and thinning of the
edge-intensity map and then estimating the bit rate. It is important to note that the edge-intensity map has to be
computed only once.

Having looked at the rate controlling parameters, we now focus on the problem of estimating bit rate for measuring
the performance of the compression algorithm. There are three main modules in the algorithm that contribute to
the total bit rate: contour coding, intensity coding, and mean coding.

The performance of contour coding has been studied extensively by many researchers [6, 8]. From their results,
we can estimate the number of bits required for contour coding to be 1:3Lc + 9Nc, where Lc is the total number of
contour pixels in the image and Nc is the number of distinct contours. For details on these estimates, the reader is
referred to [6].

Intensity coding is performed by breaking each contour in the image into Lmax pixel long pieces and then average
encoding the intensity on each side. Our results indicate that for Lmax = 15, which is the value chosen for the Y
component, the total number of contour pieces equals 2Nc on the average. This implies that intensity coding for
the Y component requires 2Nc � 2 parameters. On the other hand, since Lmax is chosen to be 1 for the I and Q
components, each of them requires Nc � 2 parameters. If each parameter is quantized to 4 bits, the total number of
bits needed for intensity coding becomes 32Nc.

Recall from the discussion on mean coding that the Y component is encoded with a block size of 10 x 10, while
the I and Q components are encoded with 20 x 20 blocks. If the image size is N �M , the number of mean values
to be transmitted equals (1:5NM )=100. In our simulations, statistical coding of quantized mean values resulted in
about 2.7 bits per mean. Thus, the number of bits required for mean coding can be estimated to be (NM )=25.
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Combining all the above estimates, the total bit rate of our compression algorithm can be expressed as:

1:3Lc + 41Nc +
NM

25
:

4 Results

The edge-based static compression algorithm was evaluated using the four images shown in �gure 5. The images
are 256 x 256 and have 24 bits/pixel. Figure 6 shows the binary edge maps obtained by edge detection. The rate
controlling parameters and the resulting bit rates for each of the images are given in table 4.

In order to illustrate the signi�cance of mean coding, the interpolated images (without mean coding) are shown
in �gure 7 and the �nal reconstructed images are displayed in �gure 8. These �gures clearly show the e�ectiveness
of mean coding in reducing line artifacts of an interpolated image.

As one can see from these results, our edge and mean based algorithm produces good quality images at very
low bit rates. Since sharp edges are very well preserved, the resulting images convey almost all information that is
perceptually important. There is, however, some loss of texture for images like Sailboat and Cablecar because the
algorithm does not perform any texture coding.

Tests were also performed to determine the lowest possible bit rates for which the algorithm could produce
acceptable quality results. These bit rates were found to be 0.16 bpp and 0.08 bpp for the Lenna and Girl2 images,
respectively. Figures 9 (a) and (b) show the reconstructed Lenna image at 0.2 bpp and 0.16 bpp. Figures 9 (c) and
(d) show the reconstructed Girl2 image at 0.1 bpp and 0.08 bpp.

Color image Threshold(T) Lmin Lc Nc bit rate
Lenna 180 6 5110 220 0.275 bpp
Girl2 75 7 2970 115 0.175 bpp

Cablecar 225 10 5100 215 0.275 bpp
Sailboat 230 9 4550 230 0.275 bpp

Table 1: Rate controlling parameters and bit rate estimates

(a) Lenna (b) Girl2 (c) Cablecar (d) Sailboat

Figure 5: Original color images displayed in monochrome

(a) (b) (c) (d)

Figure 6: Binary edge maps
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(a) (b) (c) (d)

Figure 7: Interpolated color images (without mean coding) displayed in monochrome

(a) (b) (c) (d)

Figure 8: Reconstructed color images (with mean coding) displayed in monochrome

(a) (b) (c) (d)

Figure 9: Reconstructed color images (with mean coding) displayed in monochrome (a) Lenna at 0.2 bpp; (b) Lenna
at 0.16 bpp; (c) Girl2 at 0.1 bpp; (d) Girl2 at 0.08 bpp
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5 Conclusions

Most traditional compression techniques exploit the statistical characteristics of images to reduce bit rate. These
techniques fail to provide acceptable quality at very low bit rates because they do not take into account the properties
of human visual perception. We propose a compression algorithm that represents an image in terms of its binary
edge map, mean information, and the intensity information on both sides of the edges. An edge-based representation
is chosen because the human visual system is highly sensitive to edges.

The proposed algorithm is capable of delivering acceptable quality images at 0.1 to 0.3 bpp for 256 x 256 color
images. Our simulation results suggests that the algorithm works well for images with limited amount of texture,
such as facial images. This, however, is not a drawback in the case of many low bit rate applications, for example
videophones, where the input images can be assumed to be facial.

The research presented here is part of a project whose goal is to develop a new edge-based image sequence
compression technique for use in low power, portable videophones. Edge-based motion estimation and detailed
hardware implementation of the static algorithm are currently being studied.
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