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Scheduling Manufacturing Systems
With Work-In-Process Inventory Control:

Single-Part- Type Systems

by

X. Bai and S. B. Gershwin

Abstract

In this paper, a real-time feedback control algorithm is developed for scheduling
single-part-type production lines in which there are three important classes of ac-
tivities: operations, failures, and starvation or blockage. The scheduling objectives
are to keep the actual production as close to the demand as possible, and to keep

the level of work-in-process inventory as low as possible. By relating the starvation
and blockage to the system capacity, the buffer sizes and the target buffer levels are

chosen according to the demands and machine parameters.

The processing time for each operation is deterministic. Failure and repair times
are random. Whenever a machine fails or is starved or blocked, the scheduling sys-
tem recalculates short term production rates.

To begin with, we study a very simple case, a two machine and one part type sys-
tem, to get insight into the buffer effects and production control policies. Using the
relationship between system capacity and starvation or blockage, we find desirable
buffer levels and buffer sizes. The production control policy is determined to meet

the system performance requirements concerning low WIP inventory and tardiness.

The results from the simple case are extended to N-machine, one-part-type systems.
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1 Introduction

Manufacturing systems are complex. Large numbers of machines, workers, and part
types are often involved. The large number of random events make the scheduling of

manufacturing systems difficult. For example, in a semiconductor fabrication factory,

hundreds of part types are produced simultaneously by hundreds of workers on dozens
of machines. Each part type follows a predefined process which consists of hundreds
of operations. Machines are subject to random failures, and need set-up changes

for different part types. Maintenance and rework must be considered. Workers are

absent at random. These factors result in long throughput time, large work-in-process

(WIP) inventory, and significant tardiness.

Tardiness is the time difference between actual production and demand. If the

actual production is ahead of the demand (negative tardiness or earliness), final prod-

uct inventory accumulates. If the actual production is behind the demand (positive
tardiness), customers are unsatisfied, and sales may be lost.

Throughput time (sometimes called cycle time or lead time) is the time that a part

spends in the system. The shorter the throughput time is, the faster the system can

respond to customer orders, and the sooner that tardiness can be reduced. Through-

put time consists of waiting times in buffers and processing times on machines.

Work-in-process (WIP) inventory is the number of unfinished parts in the system,
which consists of the material in buffers and the pieces being processed on machines.

The less the WIP, the shorter the throughput time. However, too little inventory will

reduce the system capacity, which will increase the tardiness.

To improve the efficiency of production, we would like to reduce inventory, through-

put time, and tardiness simultaneously. In this paper, a real-time feedback control

algorithm is developed for scheduling manufacturing systems. The scheduling objec-

tives are to keep the actual production as close to the demand as possible, and to

keep the level of WIP as low as possible.

1.1 The role of WIP in manufacturing systems

WIP inventory in manufacturing systems is not always bad. It is usually regarded

as a bad thing because it takes space, costs money for handling, and increases the
throughput time. In addition. parts must pass through several operations before

being inspected. If an operation produces defective parts. and there is much WIP

inventory between operations. many parts will be produced before the faulty operation
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is discovered. But inventory does have some properties from which the production

managers can benefit. They are listed in the following.

Operation independence: In serial production systems, two machines in series

without intervening WIP must be perfectly synchronized to operate effectively. Oth-

erwise, even if they have the same average variable processing times, the first machine

sometimes finishes an operation before the second. The first must wait to unload the

finished piece before it begins the next piece. Putting a buffer and some amount of

WIP between the two machines will provide independence of their operations. The

two machines do not have to finish operations at exactly the same instant to operate

effectively.

Breakdown impact absorption: In real manufacturing systems, all machines are

subject to random failures. In the case of two machines in series without a buffer

between them, if first machine is broken. the second machine will be starved after it

finishes its current operation since there is no part available for it to work on next.

Similarly, if the second machine is down, the first machine will be blocked when

it finishes its current operation since there is no space to unload the finished part.

However, putting a buffer and some amount of WIP between the two machines allows

an operation to continue when the another machine is down.

Setup changes: WIP inventory allows two machines in series to work on different

part types, even if there is a significant setup time required to change from one part

type to another.

Spatial decomposition: The huge sizes of manufacturing systems and the variety

of random events involved are always hard to deal with in real-time decision making.

WIP inventory allows a system to be divided into several sub-systems and to be

scheduled separately to some extent. It is like warehouses between factories.

Thus, the WIP inventory in a manufacturing system affects significantly the

throughput time and the tardiness. The properties of WIP and the effects of buffers

in manufacturing systems have drawn a lot of attention and interest from researchers.

In this paper, we study how WIP can be used with a sophisticated control policy. One

key question is: what is the minimal necessary WIP and how should it be distributed

in a manufacturing system to make the production effective?

1.2 Previous research

There is a large body of literature in production scheduling. Much of it is surveyed

in Graves il]. Many of the works before the early 80's are based on combinatorial

7
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optimization/ integer progralming or mixed integer methods ([2], [3], [4], [5], [6], [71,

and [8)). Some other works are based on queuing network models ([9], [10!, and [11]).

Since the large number of machines, workers, part types, and operations are in-

volved in real production systems, hierarchical structures have been proposed for

production control in order to reduce the problem size and complexity ([121, [13],

[14], [15], and [16]). The goal is to replace one large problem by a set of many small

ones because latter is invariably easier to solve. Even still, the variety of random

events associated with the manufacturing procedures make the traditional optimiza-

tion methods. in many cases, inadequate or inappropriate for production scheduling,

especially in real time.

Since the early 80's, production flow models have been developed to further reduce

the complexity of the scheduling problems. In those formulations, the part movement

in a production system is treated as continuous flow so that the dimension of the

model is reduced dramatically. Furthermore, the system dynamics of the production

flow models are in a form that is appropriate for control theory and techniques.

Using Rishel's methodology [17], Kimemia and Gershwin [181 investigated the op-
timal flow controller's structure and determined that it is a hedging point feed-back

control policy. Tsitsiklis [191 proved the convexity of the value function that satis-

fies the Hamilton-Jacobi-Bellman equations and determines the optimal controller.

Gershwin. Akella. and Choong [20] proposed a heuristic approximation of the value

function. Akella and Kumar [21] solved analytically the Hamilton-Jacobi-Bellman

equation to obtain the optimal value function for a simple one-part-type, one-machine

system. Van Ryzin [22] studied the delay of the production flow in a buffer and ob-

tained a numerical solution for a one-part-type, two-machine system. In short, much

effort has been directed to the development of the production flow control models,

for both analytical solutions and approximation methods. (Also see [231, [24], [25],

[263, and 27].)

Work-in-process (WIP) inventory plays a very important role in production schedul-

ing. It has drawn a great deal of attention from researchers. Conway et al. [28j

studied the effects of WIP in serial production lines. Burman et al. [29] investigated

the relation between the WIP level and the system performance of integrated circuit

manufacturing lines. Zeghmi studied inventory buffers in a producion line [30]. Be-

cause of the complex wvay that WIP interacts with all the random events, the WIP

control in a dynamic environment, such as real-time scheduling production systems,

is still not well solved and understood.
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1.3 Results of the paper

A real-time feedback control algorithmn is developed for scheduling single-part-type

production lines in this paper. Three important classes of activities are considered.

They are operations, machine failures, and starvation or blockage. The buffer levels
and sizes (and therefore the WIP) are allocated according to the demands and machine

parameters, by solving a non-linear program.

To begin with, we study a very simple case, a two-machine, one-part- type sys-
tem, to get insight into the buffer effects and production policies. Using the relation
between system capacity and starvation or blockage, we find the most desirable buffer
level and size. The production control policy is determined to meet the system per-

formance requirements concerning low WIP inventory and tardiness. The result from
the simple case is extended. then, to N-machine, one-part-type systems.

The method developed in this paper is extended to multiple-part-type and reen-
trant systems in [31] and [32]. The algorithm can also be modified such that the

formulation for buffer levels and sizes becomes linear 331.

The results of this paper are an extension of those by Kimemia and Gershwin [18]

and Van Ryzin 221].

1.4 Outline of the paper

Section 2 describes the systems which are under study. The system assumptions are

described. Notation and terminology are defined there. The activities, constraints,
and objectives are discussed. In Section 3 we study the two-machine, one-part-type
system. In Section 4 we study N-machine, one-part-type systems. The results are
summarized in Section 5.
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2 The model of a manufacturing system

In this section, we introduce a model of a production line. In Section 3, we construct a
real-time scheduler for the simplest example of this model. In Section 4, we construct

a controller for N-machine, one-part-type systems.

2.1 Time

In a manufacturing system, many measurements are based on different time frames.

For instance. the time to fail is measured only when a machine is operational, and
the frequency of failure is based on the time during which the manufacturing facility
is functional for production activities. Usually, a measurement is defined only on

a specified time frame. It often becomes practically meaningless when the underly-
ing time frame is changed. In the following, we define three time frames and the
complementary frames associated with them.

2.1.1 Absolute time

Absolute time is also called clock time. It is identical to the time measured by a

clock. Define To to be the set of absolute time, which satisfies

Ta = {t E RU{-oo, +oo}} (1)

Define Ca to be the complement of the absolute time, which is an empty set:

C = 0

2.1.2 Working time

Working time is a subset of absolute time. It is the time during which the manu-
facturing system is functional for production activities. Since most manufacturing
facilities are closed on holidays and some are run only one or two shifts a day, it is
convenient, sometimes. to make measurements based on the working time.

Define T, to be the set of working time. which satisfies

T, = {t E Talthe system is functional for production} (2)

Define C, to be the complement of the working time, which satisfies

T,+C1 = T0
10



operational time
of resource j, Toj

absolute time

/ WO rking time

or

operational time
of resource i, Toi

Figure 1: The relationship among the frames of time

In general, Working time consists of shift hours and overtime. The complement of

the working time consists of holidays and off time (such as weekends).

2.1.3 Operational time

Operational time is a subset of the working time. It is associated with an indi-

vidual resource. Operational time is the time during which the resource is able to

perform production activities. A machine can change setup, or produce parts only

when it is operational. Most resources in a manufacturing system subject to disrup-

tions. For example, all machines fail randomly and need preventative maintenance.

Operational time is needed to define some important quantities, such as starvation

fraction and blockage fraction since a machine can be starved or blocked only when

it is operational.

Define T to be the set of operational time associated with Resource i, which

satisfies

To = {t G T,IResource i is operational} (3)

Define Co to be the complement of the operational time of Resource i within T,,

which satisfies

11



2.1.4 The relationship among the time frames

Fig.1 illustrates the relationship among the three time frames defined above. The
absolute time, T,, is the universal set. which consists of the working time, T,, and

its complement, C,,. The operational time, T/, and its complementary, CO,, are
complementary subsets of working time.

Since we do not consider issues like holidays and over time, in this paper, we
assume that the absolute time and working time are identical. That is, we assume

that C, = 0. In the following, the time axis is the working time unless we redefine it

explicitly.

2.2 Material flow

For each part type, the parts go through the system following a predefined operation
sequence. The operation sequence is called a process, which contains the route and

operation information. For example, a semiconductor fabrication process consists of
the machine name, recipe number, processing time, temperaturc, gas configuration,

and so on, for each operation [34].

To reduce the complexity of the problem, we model the movement of parts in
the system as a continuous flow. We model a machine as a valve with a switch

which is randomly on and off. When the switch is on, the material flows through
the machine. The flow is incompressible so no material can be accumulated in the
machine. Therefore, at any given time, the flow rates at the two ends of the machine
must be the same. A buffer can be viewed as a tank in which material is allowed to
accumulate.

In contrast, material is allowed to accumulate inside a machine in the compressible

flow model. In this case, the production flow is not only delayed in buffers, but

also in machines. The compressible flow model is appropriate for "pizza-oven-type"

machines. That is, a machine can handle more than one job at a time, and the
processing times may be different. An individual part can be loaded or unloaded when
the machine is processing some other parts. Van Ryzen (22] studied the phenomena
of delay in machines as well as in buffers.

2.3 Resources

A resource is any part of the manufacturing system that is used to perform or to

support an operation. Machines. buffers and workers are resources. By function, ma-

12



chines are divided into two groups: operation machines and support equipment [34J.

The operation machines are those which perform operations directly. The support

equipment, such as the DI water and gas supplies in a wafer fabrication factory, are

never visited by parts.

We assume that the human resources and the support equipment are always available.

Consequently, the operation machines and buffers are the resources which impose ca-

pacity constraints to the scheduling problem. However, the methods developed in

this paper can be extended to take the human resources and the support equipment

into account. In the following, we will simply use "machine" to indicate an operation

machine.

2.3.1 Machines

The manufacturing system under study includes a total of N machines. All machines

are subject to random failures and need random repair times. Define ai(t) to represent

the state of Machine i (i = 1, 2,..., N). It is a binary variable which is 1 if the machine

is operational and 0 otherwise. We define the machine state vector

a(t) = ((t),**, aV(t)).

Given that Machine i is operational, the probability of a failure in an interval of

length Et is pi6t. The probability that a failed machine is repaired during a t time

interval is given by rt. The parameters pi and r are the failure and repair rates

for machine i (i = 1,2,...,N). The dynamics of the machine state are therefore

governed by

p[ai(t + 6t) = 11ai(t) = 0] = riSt

p[(a(t + 6t) = Olai(t) = 1] = pi6t (4)

(i= 1,2,...,N)

For Machine i the time to fail is thus modeled by exponentially distributed random

variable with mean 1/pi, which is measured in the frame of operational time, To. The

time to repair is also an exponentially distributed random variable with mean /ri,

which is defined on the complement of the operational time, Coi. These two random

variables are independent. The average time interval during which Machine i is up

once and down once is measured in the working time frame. The length of such an

interval is 1/ri + - pi.
13



Define F, to be the frequency of failure of Machine i. which is given by

1 ripi

i + pi

The model assumes that machine failure rates do not depend on the part flow rates,
starvation, or blockage. That is, we assume time-dependent, rather than operation-

dependent failures.

We also assume that all machines are flexible enough so that we can neglect setup
change times. and that the preventative maintenance activities do not occur on the
time scale of repairs and failures. The only activities that we are considering are
operations and failures and the effects of emptying and filling of buffers. (The term
activity is defined in Section 2.4.)

Finally, we assume that the frequency of operations is an order of magnitude
greater than the frequency of failures, and that the durations of operations are an
order of magnitude less. We focus our attention on the time scale in which individual
failures are important, but individual operations are not. Thus we study produc-
tion rates, and approximate cumulative productions and buffer levels as continuous
quantities (and represent them with real numbers rather than integers).

2.3.2 Buffers

There is only one part type in the system. A total of N operations are required.
The ith operation is performed on the i h machine. We assume that there are buffers
between every two consecutive operations. Therefore, there are (N-1) buffers to store
the work-in-process (WIP).

Let Buffer i be the buffer between the ith and i + lth(i = 1, 2,..., N-1) operation.
We use bi to represent the buffer level, i.e., the number of parts in Buffer i. Since
we represent material as continuous flow, b is a real number, not restricted to the
integers.

The buffer level bi is a part of the WIP inventory. It is a key factor for production

control. The buffer level is directly related to how long the production can last
without starving the adjacent downstream machine when a machine is down. If the
downstream machine is starved too much. the production demand cannot be satisfied,
and if the downstream machine is starved too little, then excess WIP inventory exists.

Define ui to be the production rate of the ith operation at Machine i. The dynamics

14



of the buffer level are governed by

bit, - Ui 1 (5)

(i = 1,2,...,N- N)

Define B to be the size of Buffer i. The buffer size Bi is not necessarily the

physical buffer size. It is a control parameter (which we determine below) which is

used as a threshold to block the upstream machine. We choose it to limit WIP when

more WIP does not lead to better performance. Although the model can be easily

extended to include physical buffer size, to focus our attention to WIP inventory

allocation. we assume that there is an unlimited amount of physical space for each

buffer in the system. That means that there is no upper limit for Bi. Bi and bi must

satisfy

B>1 bi>O (6)

(i =1,2,...,N-1).

Define s to be the empty space in Buffer i, which satisfies

bi + s = B

(i= 1,2,...,N- 1)

Here. we would like to emphasize that the empty space si is equally important as

the buffer level b, for production control. The empty space si is the decisive factor that

determines how long the production can last without blocking the adjacent upstream

machine when a machine is down. If the upstream machine is blocked too much, the

demand cannot be achieved, and if the upstream machine is blocked too little, excess

WIP inventory is accumulated.

2.4 Activities

An activity is a pair of events associated with a resource [14]. The first event corre-

sponds to the start of the activity, and the second is the end of the activity. Only

one activity can appear at a resource at any time. The three important classes of

activities which are included in the model are listed as follows:

Operations: The major activities in a manufacturing system are production oper-

ations. It takes a certain amount of time to perform an operation on a machine.

15



Sometimes, operation times are random. However, for highly automated machines,

the variances of operation times are usually very small. We treat the operation

times as deterministic. Production operations are controllable activities. That is,

the decision-maker can decide when and where to perform the activities, as long as

machines are not occupied with any other activities.

Machine failure and repair. All machines are subject to random failures and need
random repair times. Two parameters, the mean time to fail (MTTF) and the mean

time to repair (MTTR), are used to describe the failures and repairs for each ma-

chine. The MTTFi is the average length of the time period from a repair to the
next failure, which is measured in the operational time frame, To. The MATTR is

the average length of the time period from a failure to next repair, which is mea-

sured in the complementary frame of the operational time, CO. Machine failure and

repair are uncontrollable and unpredictable activities. We assume that the time to
fail and the time to repair are exponentially distributed random variables and that

failures may occur even when the machine is not being used (time-dependent failures).

Starvation and blockage: A machine is starved when it is idle because there are

no parts in its upstream buffer. A machine is blocked when it is idle because its

downstream buffer is full. Starvation and blockage are uncontrollable and unpre-
dictable activities. That is, the decision-maker cannot know in advance when and
where starvation or blockage will occur.

We assume that the first machine is never starved due to a shortage of the raw

parts. and the last machine is never blocked due to a lack of space to unload the final

product. A machine can be starved or blocked only when it is operational.

Define f to be the blockage fraction. It is the fraction of operational time, Tsi,

during which Machine i is operational and blocked.

Define f to be the starvation fraction. It is the fraction of operational time, T,,

during which Machine i is operational and starved.

The starvation and blockage fractions are quantities defined in the frame of op-

erational time. We show in Section 3 that the starvation and blockage fraction are

functions of machine parameters, buffer levels, buffer sizes, and production demands.
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2.5 Constraints

Production is subject to many constraints. Some of them are common to a manu-

facturing procedures, such as capacity constraints and feasible demand constraints.

Others only can appear in specific manufacturing environments, such as the limited

furnace chamber size constraint in semiconductor fabrication. In our model, two kinds

of constraints are considered. They are

Capacity constraints: It takes a certain amount of time for a machine to perform

an operation and a machine is only available for so many hours a day. The produc-

tion rates are constrained by the current capacity of the system.

Define ri to be the processing time of the ith operation on Machine i; and ui to

be the production flow rate of the i t h operation through Machine i at time t. The

current or instantaneous capacity is then defined by

rii<ai (i = 1,2,...,N). (7)

As a machine fails or is repaired, i.e., as the machine state changes, the set of feasible

instantaneous production rates change.

An instantaneous production rate is feasible only if it is a member of the capacity

constraint set

0(a) = {ui,i = 1,2,...,N I rui<cta, for all i and ui>0}. (8)

Note that the capacity set is independent of the control policy. That is, the system

can at most have so much capacity no matter what kind of control policies we use.

Operation sequence constraints: We assume that for each part type, operations have

to be performed one after another following a pre-defined sequence. That means

that there is only one path for each part type to go through the system. We do not

consider the multiple route case here.

2.6 Problem feasibility

A manufacturing system has certain capacity. It only can achieve demand within a

limited range. This range represents the long term capacity of the system. It is useful

information for long term planning and marketing decisions.
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By taking the time average of (7), we have

T uidt< aidt (i = , N). (9)

If the system is ergodic and in steady state, then

1 Tr
bin T aidt = i (i = 1,2,... ,N). (10)r-oo T o ri + pi (10)

Let

= Tim f uidt

Plugging (10) into (9), the long term capacity is given by

ri< i (i = 1,2,...,N). (11)
ri + Pi

The long term capacity set is

i = {i I r;i< _ , for all i and u>O}. (12)
ri + Pi

Define d to be the production demand which usually is a function of time. We assume
that the frequency of the demand change is an order of magnitude smaller than that

of failures. That is. the amount of time during which the system is in steady state
is much greater than its time in transient states. A demand is feasible only if it is a
member of the long term capacity constraint set (12).

2.7 Objectives

In different manufacturing environments, the production control objectives may be

different. We emphasize the following objectives:

Tardiness and inventory: To increase sales and keep good business relations with
customers, we want to deliver products on time. At the same time we do not want

excess inventory. Consequently, we must keep production close to demand.
Define xi to be the production surplus of the ith operation on machine i, which

satisfies

i = u- ( = 1, 2,. .. ,N) (13)
18



Define the production surplus vector

x(t) = (xi,i = 1,.. ,N).

It should be noticed that the production surplus is not the same as WIP inventory.

The production surplus is the cumulative difference between production and demand.

Large surplus does not always indicate high WIP inventory. Also, the surplus can be

negative (backlog) but WIP cannot.

For the final operation, if the surplus XN is positive, more material has been

produced than is required. This surplus or safety stock helps to reduce the impact

of machine failures. However, it has a cost. Expensive floor space and a material

handling system must be devoted to storage. In addition, working capital has been

expended in the acquisition and processing of stored materials. This capital is not

recovered until the final product inventory is sold. If the surplus xN is negative, there

is a backlog, which is even more costly. Backlog represents unsatisfied customers. In

this case, sales and goodwill may be lost.

It should also be noticed that the production surplus is different from tardiness.

Tardiness is the time difference between the due date and the actual shipment from

the system. Since we represent material as continuous flow, tardiness is a continuous

variable. Fig.2 illustrates the relations among demand, production, surplus, and tar-

diness, at the final stage of a production process. Positive surplus always indicates

negative tardiness (actual shipment is ahead of due date). Negative surplus always

indicates positive tardiness (actual shipment is behind due date). Most often, large

surplus indicates large tardiness. At any given time, the production surplus is inde-

pendent of the future production. However, when production surplus is negative, the

tardiness depends on the future production (see Fig.2). This is the major reason that

we choose the production surplus as the feedback variable instead of tardiness.

The objective of minimizing the tardiness and final product inventory is equivalent

to minimizing the absolute value of the surplus of the final operation, ziv. That

is because both objectives minimize the area between the actual production and

demand.

The work-in-process (VIP) inventory: Whenever possible, we want to keep WIP

inventory in a manufacturing system as small as possible, because it akes space,

costs money for handling, and increases the throughput time. However, too little

work-in-process inventory will increase starvation and blockage, and therefore reduce

production rates.
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Figure 2: Demand, production, surplus, and tardiness
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The work-in-process inventory consists of the parts in buffers and the working

pieces on machines. Minimizing WIP inventory is equivalent to choosing the small-

est buffer sizes and average buffer levels such that we just have enough capacity to

achieve the demand.

The throughput time: This is the time a part spends in the system. It is also called

cycle time or lead time. The shorter the throughput time is, the faster the system

can respond to customer orders, and the faster the firm can develop new products

and processes. The throughput time consists of the waiting times in buffers and

the processing times on machines. The waiting times in buffers are proportional to

the buffer levels. Consequently, minimizing the buffer levels and buffer sizes also

minimizes throughput time.

Therefore, we formulate an optimization problem in which we minimize the aver-

age WIP level and are constrained to meet demand. The decision variables are the

instantaneous production rates and buffer levels.
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Figure 3: Two-machine, one-part-type system

3 Two machine, one part type system without
reentry

In this section, we study the simplest case, the two-machine, one-part-type system.

The results in this section will be extended to N-machine, one-part-type systems in

Section 4 and more general systems in 33], [31], and [32].

As illustrated in Fig.3, the system consists of two machines (i=1,2) and one buffer.

For Machine i, the failure rate is pi and the repair rate is ri. The mean time to fail

MTTF, = /pi and the mean time to repair MTTR = 1/ri. One part type is

produced. Each part needs an operation with processing time rl on Machine 1 and

an operation with time r2 on Machine 2. A buffer is located between the two machines.

We assume that Machine 1 is never starved and Machine 2 is never blocked.

3.1 Dynamic optimization

The production flow rate control can be formulated as a dynamic optimization prob-

lem. Given an initial surplus state (to), and machine state a(to), we wish to specify

a feedback control strategy for production during to<t<T that satisfies

J(x(to),a(to), to) = min E{ g(x, b)dt x(to), (to)} (14)

subject to:

r2U2 < C2

ul >0, U2 >

22



where the system dynamics are

1 = u - d

z2 = 2 - d
b = u 1 - U2

B>b>O

in which B is the buffer size to be determined. The constraints are specified in the

form of uESI(a), where (a) is given by (8). The function g(x, b) is a convex function

which penalizes z(t) and b(t) for being too positive or too negative.

Assume that the initial buffer level b(to) satisfies

b(to) = zl(to) - X2(to) (15)

The buffer level. b. is a function of the surplus x. which can be determined by (5),

(13), and (15),

b(t) = xl(t) - X2 (t) (16)

Therefore, by plugging (16) and (15) into (14), the cost-to-go J is not an explicit

function of the buffer level. b(t).

It is impossible to solve this dynamic optimization problem analytically. A nu-

merical solution was obtained by Van Ryzin 221 for the two-machine, one-part-type

case. It was shown that the production surplus x-space is divided into regions. For

each a. each region in x-space corresponds to a specific production decision rule.

Unfortunately, the numerical method is very time consuming and not efficient

enough to be extended to more complicated systems. Instead, we develop an approx-

imation method to solve the production control problem, which can be extended for

more complicated systems.

3.2 Feedback control law and the quadratic J function

Based on the methods of Kimemia and Gershwin [18], it can be verified that the

optimal production flow rate. u. can be determined, if the optimal cost-to-go (or

value function) J(x.a. to) is known. by solving the linear programming problem

main -t +- ,}1 (17)

subject to:
7
T1U l Cal

r 2 < C2

ul >O, u 2 >0
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where
z = 1 - d

z = U2 - d
b = U1 - U2

B>b>O

The solution of (17) is a real-time feedback control law since the LP is determined by

x and a. For complicated manufacturing systems, it is impossible to get the closed

form optimal cost-to-go J(z,a,to). As an approximation, we present a quadratic

function for the cost-to-go of the linear programming problem (17) and we assume

that J is not a explicit function of a. Not only does this reduce data requirements and

simplify the computation of the production flow rates , but it also makes it possible

to solve the production control problem for more complicated systems.

Let ;e = ( 1 , 2 ,b)' = ( 1 , 2,X - X2 )t. The value function is

J = _;E'A i + C + D (18)

where A is a 3x3 positive semi-definite and symmetric matrix, C is a 3xl vector,

and D is a scalar.

Let

;L(x 1,X 2)= -= (10 0 )A X2 ) Ct(0) (19)

OJ _(1 -
L 2 (x,2) -=( 1 z)A( 2 + C t (20)

L2(X2?S~: - x2 -X -

Note that L(xl,x 2) and L 2(xlz, 2) are linear functions of production surplus zl and

X2 -.

Plugging (19) and (20) into (17), the linear programming problem becomes

Inin{L1 l(x, X2 )u1 4- L 2(X, X2)u 2} (21)

subject to:
71TU1 C 1

r2 2 < t2
u1 O- U2 >0

where
i1 = ul - d
Z2 = U2 - d

b = 1 - 2

B>b>O
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By inspecting (21), we can make the following observations.

Observation 1: The coefficients of u are functions of x. Consequently, (21) divides

the x-space into mutually exclusive regions (Fig.4). For instance, suppose that both

machines are operational. If both coefficients are positive, the solution will be ul = 0

and u2 = 0; if the coefficient of u2 is positive and the other is negative, the solution

will be iul = 1/r1 and u 2 = 0; and so on. We can thus define regions of x-space in

which the production rate u is constant. Because the coefficients are linear functions

of x, the boundaries are straight line segments. When z(t) is on a boundary, u is also

constant. Consequently, the linear program yields a piecewise constant solution, u(t).

Observation 2: The production rates u(t) do not have to be calculated at every
time instant. They need only to be computed when a changes or when z(t) reaches

a boundary.

When both machines are operational, the solution of (21) in x-space is illustrated

in Fig.4. The straight line which goes through the origin is the zero buffer boundary,

which is the set of points in which the buffer is empty. The straight line which is

parallel to the zero buffer boundary is the full buffer boundary, which is the set of

points in which the buffer is full. Since we have to respect (6) and (16), the feasible

solution lies between the zero buffer boundary (b = 0) and the buffer size boundary

(b = B). The other two boundaries are the coefficient boundaries, which are the

sets of points in which one of the coefficient functions of ul or u 2 in (21) is zero.

The coefficient boundaries divide the feasible area into four regions. In Region 1, the
coefficient functions are both positive, so the production decision is to shut down both

machines. In Region 2. Machine 1 produces at its maximum rate, while Machine 2

produces nothing. In Region 3, both machines produce at their maximum rates. In

Region 4, Machine 2 produces as much as possible, while Machine 1 produces nothing.

The intersection of the coefficient boundaries is called the hedging point, which

is the desirable operating state of the system. The feedback controller (21) always

attempts to drive the system to the hedging point, and to stay there. Since we have

chosen a quadratic cost-to-go J which is not a function of a. then the hedging point

is not a function of Q.

Both the coefficient boundaries are attractive. (See 201 for a similar problem.)
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Figure 4: The linear program solution in x-space
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That is. when the system state reaches a boundary, it moves along the boundary

towards the hedging point. The solutions on the boundaries are different from those

in the interior of the regions. That difference leads to a set of conditional constraints

which we discuss later in this section. In the following text. we will use "boundary"

to indicate the coefficient boundary.

A similar graph as Fig.4 was obtained by Van Ryzin from the numerical solution

of the dynamic optimization problem (14) [221. The quadratic J function was not

used in that work.

3.3 System behavior and performance specification

In the previous section. we introduced the quadratic approximation of the optimal

cost-to-go J and obtained a feedback controller in the form of linear programming

problem. But the coefficients of the quadratic J function, namely A. C, and D, are

unknown. Different sets of coefficients correspond to different boundary positions in

the x-space. Consequently, the system behaves differently.

To choose the unknown parameters of the quadratic J function, in this section,

we specify the desirable system behavior and performance requirements which reflect

the scheduling objectives. In the following sections, we determine the coefficients of

the quadratic J function such that the system behaves as specified.

The desirable system behavior and performance specifications are:

(a) When Machine 1 fails. keep Machine 2 producing without changing its production

plan until the buffer is empty.

(b) When Machine 2 fails, keep Machine 1 producing without changing its production

plan until the buffer is full.

(c) Keep the absolute value of XN as small as possible. That is, keep the production

close to demand.

(d) Keep the buffer size and average buffer level as small as possible. That is, keep

WIP low and throughput time short.

The behavior requirements (a) and (b) are the considerations of spatial decompo-

sition. For example. when a single machine fails. we do not want to change the

production plan of other machines unless we have to. Consequently. we would like to

separate the machines as much as possible to reduce the effects of machine failures.

This consideration is essential for dividing a system into several sub-systems in a
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Figure 5: The desirable boundary shape in x-space

hierarchical structure. In this case, the state of Machine 1 does not affect Machine

2 if the buffer is not empty, and the state of Machine 2 does not affect Machine 1 if

the buffer is not full.

It is important to note that these specifications are not necessarily optimal ac-

cording to (14). They are heuristic approximations. In latter sections, we will see

that these specifications reduce the complexity of the production control problem.

3.4 The desirable boundary shape in x-space

By using the system behavior requirements (a) and (b) of the previous section, we

can determine the desirable boundary shape in x-space. When the system reaches

the hedging point (the intersection of the coefficient boundaries), it will stay there

if no failure occurs. This is because that the system attempts to move towards the

intersection all the time (see Fig.4). Therefore. when the system stays at the hedging

point. the production flow rates are equal to the demand since the surpluses do not

change.

Suppose that the system has reached the hedging point. The production rate

decision is then ul = u2 = d. so the system stays at the hedging point indefinitely.

When Machine 1 fails (al = 0) and Machine 2 is operational (a2 = 1), according to

the behavior requirement (a) and the capacity constraints (8), the production decision
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should be

U1 = 0

U2 = d (22)

until the buffer is empty. Before the buffer is empty, x1 decreases at rate d and 2 is

constant. Therefore the system state (Z 1, 2) moves along a horizontal line towards

the zero buffer boundary ( = 2). Since the solution (22) is different from those

in the interior of the regions. one of the boundaries must be horizontal and must go

through the hedging point (see the discussion at the end of Section 3.2).

Similarly, the other boundary must be vertical and must go through the hedging

point.

The desirable boundary shape in x-space is illustrated in Fig.5. Regions (1), (2),

(4) and the dashed boundaries are the transient states. This is because, after the

system reaches the hedging point, it will never go above the horizontal boundary and

to the right of the vertical boundary. On the horizontal boundary, X2 is constant

(u 2 = d). On the vertical boundary, xz is constant (ul = d). When the buffer is

empty, Machine 2 cannot produce faster than Machine 1. When the buffer is full,

Machine 1 cannot produce faster than Machine 2.

3.5 The conditional constraints

As we mentioned earlier, the solutions on the boundaries are different from those in

the interior in the x-space. These properties are modeled as conditional constraints

of the linear program.

Define (z,,- 2) to be the hedging point which is the desirable value of (zi,z 2 ).

The components of the hedging point are unknown and will be determined by the

performance specifications (c) and (d) of Section 3.3. This is described in Section 3.9.
The conditional constraints are

if x1 = z1, then ul = d
if 2 = 2 , then u 2 = d
if b = . then ul>u2

if b = B, then z1<u2

which sav that when the system reaches the vertical boundary, the production rate

of Machine 1. u, should be equal to the demand. d. When the system reaches the

horizontal boundary, the production rate of Machine 2, u 2, should be equal to the

demand, d. When the buffer is empty, Machine 2 cannot produce faster than Machine

1. When the buffer is full, Machine 1 cannot produce faster than Machine 2.
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3.6 The linear program for real-time feedback control

To ensure that the coefficient boundaries in x-space are horizontal and vertical and

go through the hedging point, linear program (21) becomes

min{al(zl - z)ul + a 2 (Z 2 - z2)u 2} (23)

subject to:

2LU2 a 2

u 1 0 u 2 >0

if xl = z 1, then ul = d
if 2 = 2 , then u 2 = d
if b = O. then u 1 >u2

if b = B, then ul•u 2

where
l1 = ul - d

i2 = u2 - d
b = tt 1 - 2

B>b>O

in which z1 and z 2 are the unknown components of the hedging point which are to

be determined later.

Comparing (23) and (21), we have

L l (xl,x 2 ) = ,= a(x 1 - z) (24)

&J
L 2(X1 ,X2 ) = d= = a 2 (X2 - Z2 )

The vertical boundary in the x-space corresponds to Ll(x;, 2) = 0 ( or xz = zl.

The horizontal boundary corresponds to L 2 (X 1,z 2) = 0 (or X2 = Z2 ).

The choice of the quadratic J function is not unique. (24) leads to a family of

quadratic functions. The level set of the J function, s = {x E R 2 J(X,a) < )}, is

an ellipse centered at ( 1, 2). For simplicity, we choose al = a2 = 1.

Note that the coefficient of ul is not a function of x 2. Therefore, if the buffer is

neither empty nor full, (23) indicates that the production flow rate, ult, is indepen-

dent of the flow rate 2, the machine state a 2, and the surplus state 2. The same

observation can be made for 2. Coupling occurs only when the buffer is either empty

or full as specified in the conditional constraints.
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In the linear program. there are three unknown parameters we need to determine.

They are the components of the hedging point ( 1, z 2) and the buffer size B. By relat-

ing starvation and blockage to the system capacity, we determine the smallest buffer

size which satisfies performance specification (d) of Section 3.3. The components of

the hedging point are determined to meet performance requirement (c).

3.7 Starvation and blockage

If the buffer size is small. Machine 1 will be blocked soon after Machine 2 fails. If
the amount of material in the buffer is small. Machine 2 will be starved soon after
Machine 1 fails.

Define z 5 to be the buffer hedging level (see Fig.5). It is the buffer level when the

system reaches the hedging point. which satisfies

Z_ = 1 - 2 (25)

Define z to be the buffer hedging space. It is the room left for more parts in the

buffer when the system reaches the hedging point, which satisfies

Z'= B- . (26)

Fig.6 illustrates a sample cumulative production trajectory for a system in which

U 1i>U2, where IU, is the maximum service rate of Machine i (i=1,2). We start with

a empty buffer. At the beginning, both machines produce at maximum rates, while

Machine 2 starts after IMachine 1 finishes the first part. When the system reaches

the hedging point, both cumulative production graphs are parallel to the cumulative

demand graph. When Machine 1 fails at time tl, Machine 2 continues to produce

and starts to consume the material in the buffer. The buffer becomes empty at time

t2, and Machine 2 is starved until Machine 1 is repaired at time t3. In this case,

the length of the period of starvation t 2, t 3] is a function of the demand, the buffer
level, and the time to repair Machine 1. In general. during the time Machine 1 is

down. Machine 2 can fail. Therefore. the amount of time that Machine 2 is starved

is affected b the failures of Machine 2.

A similar observation can be made for the blockage of Machine 1. That is, the

amount of time that Machine 1 is blocked is a function of demand. the buffer space,

the time to repair Machine 2. and the failures of Machine 1.

In the following, we formulate the relationship among the starvation fractions,

blockage fractions. demand. and machine parameters. The starvation and blockage
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Figure 6: A typical trajectory of the cumulative production
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fractions are defined in Section 2.4.

The starvation fraction of Alachine 1: Since we assumed that Machine 1 is never

starved. the starvation fraction of Machine 1 is

f' = 0. (27)

The starvation fraction of ilachine 2: Assume that the demand is a member of

the long term capacity set 10 (12). Then the system has enough capacity to recover

from machine breakdowns. That is, when the system leaves the hedging point due to

Machine 1 going down. it is very likely that the system will come back to the hedging

point after Machine 1 is repaired and before the next failure of Machine 1. As an

estimate, we assume that zb is the amount of material in the buffer at the instant

that Machine 1 goes down. Consider the average time interval during which Machine

1 is up once and down once. The length of the average interval is 1/rl + I/pl. Vhile

Machine 1 is down, Machine 2 can be down, or produce, or be starved (Fig.7).

Let /1 be the average amount of time that both machines are down during an

average Machine 1 up-down period. Note that the Machine i down-time is measured

in the complementary frame of the operational time associated with Machine i (i=1,2).

The length of the average Machine 1 up-down interval is measured in the working

time frame. Therefore, to calculate 31, we need to convert the machine down times

to the frame of working time.

In the working time frame, the fraction of time that Machine i is down is given by

Pi (i = 1, 2)
ri + pi

The amount of time that both machines are down during (1/rl + 1/pi) is

3 (1 1)( Pi P2

rl P1 rl + pi r + P2

1 P2

rl r2 + 2

Let /32 be the average amount of time that Machine 2 produces when Machine 1 is

down during an average period in which Machine 1 is up once and down once. When

Machine 1 is down, the production at Machine 2 is maintained by the material in the

buffer. To calculate 32, we need to know how much material is in the buffer at the
33



an average Machine 1
up-down Interval

I~~~~. ~~~~~~~~~~~~~~.

1/r1 1/p 

I _ _ _ _ -1

I' t I / P8 131 /32~~~~
; l ~1

the avera e amount of
- .. - _. -L_ 2 _

- time matr Macnine is
starved during the Interval

the average amount of
4twi 4kr^ I l b3 3^4 I-
tliC IICIL I11111C AC I*

producing when Machine 1
is down during the interval

the average amount of
time thnt hnth maehinar

are down during the Interval

Figure 7: The average cycle time of Machine 1 breakdown

34

1 I i I 
j

i
I

. I



instant that Machine 1 goes down and what the average production rate of Machine

2 is during that time.

Let i2 be the average production rate when Machine 2 is producing, which is

governed by

-(1 - f2)f, =_2( + -)d (28)
P2 r2 P2

or
(r 2 + p2 )d
r2(1 -f2)

where (1 - f) is the amount of time that Machine 2 produces during an average

Machine 2 up-down interval. Equation (28) says that the cumulative production at

Machine 2 equals the cumulative demand during an interval of length (1/r 2 + l/p2).

Since we assumed that the average amount of material in the buffer is zb at the

instant that Machine 1 goes down, we have approximately

zb r 2 (1 - f2)zb

112 (r2 + p 2)d

Let /33 be the average amount of time that Machine 2 is starved when Machine

1 is down during an interval of length 1/ri + /pi. Since the starvation fraction of

Machine 2 is defined in the operational time frame, we have to convert it to the frame

of working time in order to calculate /33.

In the working time frame, the fraction of time that Machine 2 is starved is

( )f2
r2 + P2

Therefore, the amount of time that Machine 2 is starved during an up-down cycle of
Machine 1 is

1 1 r
rl pi r 2 + P2

But, since Machine 2 cannot be starved when Machine 1 is up,

1 1 r2
/3a =(-( i )f2r l pi r2 + P2

The d/3's satisfy

1 - 2 + 33 = -* (29)
ri

After manipulation, this leads to

+ rl+ PI -:-- bfi (30)
d rlpl d rl
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or
1 1 zb

f2 = ' (i - - ) (31)
rl P1 d

Equation (30) describes the relationship among the buffer hedging level zb, the starva-

tion fraction f 2 , the demand, and the machine parameters. In this case, the demand

and machine parameters are known. The buffer hedging level and the starvation

fraction are decision variables.

Fig.8 depicts the relationship described by Equation (30) in the space of decision

variables (f2, ?b), for given demand and machine parameters, r and pi. The follow-

ing observations can be made.

Observation 1: Since the buffer hedging level zb is non-negative, the starvation frac-

tion of Machine 2,. f, is bounded from above by pl/(rl +pl). This coincides with our

intuition. To see this, suppose that Machine 2 is a perfect machine which never fails.

Then, the operational time frame of Machine 2 is identical to the frame of working

time. Machine 2 is starved whenever Machine 1 fails. which leads to

Pi
rl + Pi

if the buffer hedging level is zero.
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When Machine 2 is not perfect. the same result holds since

r2 ' < r 2 Pi
r2 + 2 r 2 + 2 r + pl

where the left-hand-side is the starvation fraction of Machine 2 in the working time

frame. The right-hand-side is the time fraction in the working time frame that Ma-

chine 1 is down and Machine 2 is up.

Observation 2: Since the starvation fraction of Machine 2 is non-negative, the feasible

region of zb in the equality constraint (30) is bounded from above by d/rl.

Observation 3: The buffer hedging level zb is a convex function of the starvation

fraction of Machine 2 on its feasible region f E [O,p1 /(ri + pl)].

The blockage fraction of Machine 1: By similar reasoning, the blockage fraction of

Machine 1, f, satisfies

1 , + 1 1 (32)
r2p2 /~- dI: - (32)
r T2P2 d r2

or

-+ -d 2 d

Equation (32) describes the relationship among the blockage fraction of Machine 1,

the buffer hedging space, the demand. and machine parameters. Fig.9 illustrates the

equation. It leads to more observations:

Observation 4: The blockage fraction of Machine 1, fb, is bounded from above by

P2/(r 2 + P2)-

Observation 5: Since the blockage fraction of Machine 1 is non-negative, the fea-

sible region of z' in the equality constraint (32) is bounded from above by z'/r 2.

Observation 6: The buffer hedging space. z', is a convex function of the blockage

fraction of Machine 1 on its feasible region, f1b E [0,p2 /(r 2 + P2)].

The blockage fraction of AMachine 2: Since we assumed that Machine 2 is never

blocked, the blockage fraction of Machine 2 is

f2 = . (34)
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When we have excess capacity, we can keep WIP as low as possible by making starva-
tion and blockage as large as possible (and meeting demand). We do that by keeping
buffer size and buffer level small. However, we have to ensure that there is enough

capacity to maintain production. The starvation and blockage fractions must there-
fore satisfy

Il- f}) _r(1 - fb)
U1 l U>1Ld, (35)

'1 Pi

(- _ r,(1 - f 2 )god f~l2_ r2( t2)U >d, (36)
1 1 r2 + P2 U2 (36)

T1 P2

where U is the maximum service rate of Machine i. In this case, Ui = 1/ri (i=1,2).
We assume that the demand d is a member of the constraint set (12). Conditions
(35) and (36) ensure that both machines have enough capacity to achieve the demand
given the blockage and starvation fractions. Let d,a, be the isolated capacity of Ma-

chine i which is given by

dma,,,,_ iUs (i = 1,2).
ri + pi
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After a rearrangement, the starvation and blockage constraints, (35) and (36), become

fb< -l ' (37)

d
f d_<1 &,,===. (38)

Note that since fb, f2 E [0, 1], feasible demand must satisfy

0 < d < min{dmal, dma 2 }.

3.8 The nonlinear program for buffer hedging level and
hedging space

In the previous section. we formulated the relations among the starvation and blockage

fractions, the buffer hedging level and space, the demand, and the machine parame-

ters. In this section, we establish a nonlinear programming problem to determine the

optimal buffer size and average buffer level.

As we discussed earlier, one of the objectives is to minimize the WIP inventory,

which is equivalent to minimizing the average buffer level and buffer size. That can be

formulated as an optimization problem, by putting (30), (32), (37), and (38) together

as follows

min{b + z'} (39)

subject to:
+ 1 b ,Pl 1 1

d + - = 1_rip, ri

1 r2 + p2 1 = b 1
1' + f -Z l 1, -

fib <1- d
f21-d,,,l

dmaz2

fl>0 f2>0

zb>O, Z'>0

Solving (39) is equivalent to minimizing both the buffer size and average buffer

level, since the buffer size is defined in Section 2.2.2 as

B = ± + z'
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The buffer hedging level is different from the average buffer level. Let b be the

average buffer level. which can be obtained by taking time average of (16)

= l - z2 (40)

The relation between the hedging buffer level and the average buffer level is given

by

= b + (A2 - Al)

where Ai(i = 1.2) are the average surplus losses, which are discussed in next section.

3.9 The hedging point and surplus loss

In the previous section, we determined the optimal buffer size needed in the feedback

controller (21). In this section. we are going to determine the hedging point accord-

ing to the system performance requirement (c) specified in Section 3.3. Since the

system performance is based on the average surplus of the final operation, we have

to formulate the relations among the components of the hedging point and average

surpluses.

Since both machines are unreliable and can be starved or blocked, there is a

difference between the hedging point (z 1,z 2 ) and the average surplus (Z-1,~ 2), which

is the time average over the planning horizon of (z 1, X2). The relation can be written

z- = i + Ai (i= 1,2) (41)

where A(i = 1.2) is the average surplus loss at Machine i, which is the average

amount that x; deviates from Zi.

The average surplus loss Ai(i = 1,2) consists of three components caused by

failure, starvation, and blockage. For simplicity, we assume that the three components

are independent of each other. That is, the three components can be calculated

separately. Note that the assumption is a heuristic approximation.

Fig.10 illustrates the typical surplus loss due to failures. The shaded area is the

total surplus loss due to failure during an average Machine i up-down interval. The

area of the shaded region is equal to

2 )2d + ti(d) + -t d - -t2 U

where t is the average catch-up time needed for Machine i to recover from failures.

It is given by
d

rfUi - d)
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Figure 10: The surplus loss due to failure
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Also. U is the maximum service rate of Machine i and is 1/ri.
Let gr be the average surplus loss due to failures for Machine i. Dividing the

shaded area of Fig.10 by the average time that Machine i is up once and down once,
( 1/r + 1/pi), leads to

r ( )2d + ti( d ) + It2 d - lt2 U57 1
i = '1 1

ri Pi

rip d U )( )2 (i = 1,2) (42)ri +ppi2 rU d

Let 6/ be the average surplus loss due to starvation. As we did for S6, we determine
6' by dividing the total surplus loss due to starvation in an average Machine i up-
down interval by the length of the interval. 1/ri + 1/pi. To do that, we use a heuristic
approximation by replacing the machine down time 1/ri with the starvation time in
the interval. f','pi, in (42). Then

rp, d( Ul )(f )2 (i = 1,2) (43)
ri pi2 Ui - pi

Similarly, b, the average surplus loss due to blockage, is given by

r p d I 1 fb
i rp-ip 1 2 !U d )( (2; = 1,2) (44)

Therefore the average surplus loss is approximately given by

_rip d 5 2 - ( )2 + ( )2} (i = 1,2). (45)
ri + Pi 2 U, - d r. Pi Pi

According to the performance specification (c) of Section 3.3, we would like to
minimize the absolute value of surplus 2. Since we do not have control over the
variance of z 2, the best we can do is to keep the average of 2 close to zero. Therefore,
we choose the hedging point (l,Z2) such that

`2 = 0. (46)

From (25). (41), and (46), the hedging point should satisfy

z2 = A2;

z = z + A2 (47)
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Up to this point. we have constructed the real-time scheduler for the two-machine,

one-part-type system. In Section (3.6), the feedback controller is established as a lin-

ear programming problem with three unknown parameters, namely, the buffer size,

B, and the components of the hedging point, zl and z2 . In Section (3.8), the op-

timal buffer size is determined by solving a non-linear optimization problem. The

components of the hedging point are determined above in this section.

3.10 The algorithm and the hierarchical policy

In this section, we summarize the steps of the algorithm of the production scheduler

and describe the hierarchical structure for implementation.

Step 1: Collect the input data set, which consists of the failure rate pi, the repair rate

ri, and the processing time. ri for Machine i (i=1,2), and the demand.

Step 2: Calculate the buffer hedging level zb and hedging space z', and the star-

vation and blockage fractions for each machine by solving the the nonlinear program

(39). Then, calculate the buffer size, B, by summing the buffer hedging level and

hedging space.

Step 3: calculate the components. z- and 2, of the hedging point according to (47).

Step 4: Utsing the feedback information of surplus zi and machine state ai (i=1,2),

calculate the production rates. ui (i=1,2), in real time by solving the linear program

(23).

Step 5: The loading times for each machine are determined by a heuristic policy

called staircase strategy [231. That is, whenever the actual cumulative production is

less than the integral of the production rate, load a part into the machine.

Step 6: If the demand or any one of the machine parameters changes, go to Step
2.

This production scheduling algorithm can be divided into a three-level hierarchy [18].

At the top level of the hierarchy, we calculate the buffer size and the hedging point

given the demand and the machine parameters (as we state in Step 1, 2, and 3 of the
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algorithm). At the middle level. we calculate the production rates in real time, while
the machine states and the production surplus are fedback from the shop-floor (Step
4 of the algorithm). At the bottom level of the hierarchy, we determine the loading
times for each machine using the staircase strategy (Step 5 of the algorithm). Fig.11
illustrates the hierarchical structure.
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Figure 11: The hierarchical policy
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Figure 12: Buffer size vs demand

3.11 Example

To verify the algorithm. we have done simulations for many different cases. All the

simulations showed us very promising results. In this section. we demonstrate a

simulation example of the production control algorithm. First, we look at the control

parameter calculation at the top level of the hierarchy. Then we simulate a production

system with a constant demand.

3.11.1 Buffer size vs demand and machine parameters

The nonlinear program (39) is a well behaved problem. For the top level calculation

in the algorithm, we used a commercially available software package [35].

As we mentioned earlier, the buffer level and size are functions of the demand

and machine parameters. Fig.12 depicts the results of the top level calculation for

different demand values. When the demand is small, the system has extra capacity

which can be used to reduce the buffer level and size. The bigger the demand is, the

bigger the buffer level and size are.

Fig.13 illustrates the results of the top level calculation for different values of l.

The bigger rl is. the more reliable Machine 1 is. and so the smaller the buffer level

and size are.

Fig.14 illustrates the results of the top level calculation for different values of p1.

The bigger Pl is. the smaller the isolated efficiency of Machine 1 is, and the bigger
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Figure 13: Buffer size vs rl

the buffer level and size are.

3.11.2 Simulation results

For the simulation. we chose the machine parameters as follows:

rl = 0.5, p =0.1, rl =0.5
r, = 0.5, P = 0.1 , r = 0.5

where the unit of r. p and r is i/day. The unit of parts is lot.

Given that the demand is equal to 1.6 (lots/day), the buffer size and hedging point

are listed in Table.l. In the simulations. the buffer size is rounded up to an integer.

The simulation program that we use is called HIERCSIM which was developed

by B. Darakananda 36]. Fig.15 illustrates the cumulative production results of the

simulation. The straight line is the cumulative demand. The upper curve is the

cumulative input of the raw parts at Machine 1. The lower curve is the cumulative

output of the final products at Machine 2. The dashed lines are the middle level

results which are the integrals of the flow rates. The staircase-like graphs are the

bottom level results which are the actual count of cumulative production. It is almost

impossible to tell the difference between the middle and bottom level results.

Fig.16 illustrates buffer level vs time. The buffer level consists of the parts in the

buffer and the working piece in Machine 1. The dashed line is the middle level result.
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Table 1: The buffer size and hedging point for the two machine and one part type
example
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Figure 15: The simulation result of the cumulative production of a two-machine and
one-part-type system

That is. it is the buffer level b(t) which is governed by Eq.(5). The solid line is the

bottom level result which is the actual count of the parts in the buffer. The actual

count and b(t) rarely differ by more than 1.

3.12 Summary

In this section. a real-time feedback control algorithm has been developed for the

scheduling of two-machine. one-part-type system. The simulation results verify that

it works well.

In the following section. we extend the algorithm to N-machine. one-part-type

systems.
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Figure 16: The simulation result of buffer level

4 N-machine, one-part-type system without reen-
try

In this section, we study the N-machine, one-part-type system. As illustrated in

Fig.17. the system consists of N machines and N-1 buffers. For Machinei (i=1,2,...,N),

the failure rate is p, and the repair rate is r. The mean time to fail ITTFi = l/pi
and the mean time to repair ITTR = 1/ri. One part type is produced. Each

part needs an operation with processing time r on Machine i. The parts travel in

a fixed sequence: Machine 1, Machine 2, ... , Machine N. The buffers are located

between machines. We assume that Machine 1 is never starved and Machine N is

never blocked.

In this case, a machine in the middle of the production line can be either starved

or blocked. The relations among machines are more complex than the previous case,

since a machine failure can starve or block more than one machine. The technique

developed in the previous section is extended to deal with the serial production line.

4.1 Dynamic optimization

Given the system as described above. an initial surplus state vector x(to), and machine

state vector a(to), we wish to specify a feedback control strategy u(zx a) for production
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Figure 17: N-machine, one-part-type system

during to<t<T that satisfies

J(z(to), a(to), to) = inin E{ g(xb)dt I
U

( to), a(to)} (48)

subject to:
riu,<ai (i = 1, , . . ., N)
Ui >O (i 1, . N)

where the system dynamics are

i = ui - d

bi = i - i 1

Bi>b,>O

(i = 1,'2,... N)
(i= 1,2,..., N- 1)
(i= 1 ,.... N -1)

where B, is the buffer size which is to be determined. Assume that the initial buffer

level b(to) satisfies

bl(to) = xi(to)- xi(to)

Then by the definition (5) and (13), we have

bi = xi - x.+l (i = 1, ..... N - 1).

The constraints are in form of (6) and (8). The function g(x.b)! is a convex function

which penalizes xit) and b(t) for being too positive or too negative.

4.2 Feedback control law and the quadratic J function

With the same reasoning as for the two-machine, one-part-type system in Section 3,

the optimal production rate. u. can be determined. if the optimal cost-to-go (or value

51
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function J(x.a.t) is known. by solving the following linear programming problem

for u:
aJ oJ

nin{- Il - - -...U21 X az 2

fJ
OXN

(50)

subject to:
riui<ai (i = 1,... , N)

ui>O (i = 1,,.... .N)

Xi = ui - d (i = 1.2...-)

b = u, -
1 i,4l (i = 1.2. ... NV- 1)

B i >bi>O

Let

£ = {x1 . b .... b *. bN-}t

= {1* .... XN, X1 - 2, .z N_1 - XN} t

Since we do not know the optimal cost-to-go J(x,a,t), a quadratic approximation

.1 = 1:'A/ + c + D
2 (51)

is used. where A is a (2N-1)x(2N-1) positive semi-definite and symmetric matrix, C

is a (2N-1)x 1 vector. and D is a scalar.

Let

aJ
Ll(x) = =

L 2(aX) - (O
Oax

0...0 O...O)A

1...0 0 - ... O)A
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where

XI

X2

XN

X - X2

N1 -x

+ C t
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0

0
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0

0
1

0
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Xl~~Ux1 0
X2

L aJ 1LN(x) = pX =(O 0 ... 1 0 0 ...- 1)A XN +Ct o
X1 - 2

N -~ z N ~ 0

XN.I - X -

(52)

Note that L,(x) is a linear function of x = {x 1 ,...,XN}t, (i=, .... N).

Plugging (52) into (50). the linear programming problem becomes

min{Z L,(xl, .... x)u} (53)
t=1

subject to:
rui<ai (i = 1, ) ,. N)
u1>O (i = 1,2,...,N)

where
zi=ui-d (i=1 ... N)
b i=u-i. (i= 12,. N 1)
Bi>bi>O (i = 1. N-1)

As we observed in Section 3.2. the coefficient boundaries divide the x-space into
mutually exclusive regions. Because the coefficients are linear functions of x, the

boundaries are straight line segments.

4.3 System behavior and performance specification

To solve the production control problem. we need to find the parameters of the
quadratic J function. We specify the desirable system behavior and performance. If

the linear program 53) gives us satisfactory system behavior and performance, we
sav that it is an approximation of the dynamic optimization poblem (48), and the
quadratic J function is an approximation of the optimal value function. The following

are specifications on system behavior and performance:

(1) When Machine 1 fails. keep Machine 2 producing without changing the pro-
duction plan until Buffer i is empty.

(2) When Machine i (i=2 ... N-1) fails. keep Machine i-i producing without changing

the production plan until Buffer i-1 is full and keep Machine i+1 producing without

53
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Figure 18: The desirable boundary shape in (i-,zi) space

changing the production plan until the Buffer i is empty.

(3) When Machine n fails, keep Machine N-1 producing without changing the pro-

duction plan until Buffer N-1 is full.

(4) Keep the absolute value of xZ as small as possible. That is, keep the production

close to demand.

(5) Keep the buffer sizes and average buffer levels as small as possible. That is, keep

XVIP low and throughput time short.

The behavior requirements (1), (2), and (3) demand that all coefficient boundaries

in x-space are parallel with axes. The performance requirements (4) and (5) will be

used to determine the buffer sizes and the hedging point.

4.4 The conditional constraints

The solutions on the boundaries are different from those in the interior of x-space.

The properties are modeled as conditional constraints to the linear program.

Define (,2,...,ZN) to be the hedging point which is the desirable operating

state of the system. The conditional constraints are

if xi = zi, then ui = d (i = 1,2,..N)
if b = 0, then ui>ui+l (i= 1,2,.. .,N -1) (54)
if b = Bi, then ui<ui1l (i = 1,2,..., N - 1)
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which imply that when the production surplus z, reaches its component of the hedging

point. z-,, at Machine i. the flow rate should be equal to the demand. This is so that

chattering on the attractive boundary can never occur 20]. When Buffer i is empty,

Machine i+l cannot be faster than the upstream machine. When Buffer i is full,

Machine i cannot be faster than the downstream machine.

4.5 The linear program

To ensure that the coefficient boundaries in x-space are parallel with axes, and go

through the hedging point. the linear program (53) becomes

min{al(xl - zl)ul - a2 ( 2 - 2 )u 2 ... + aN(XN - N)UN} (55)

subject to:
r,u <. (i = 1, 2...N)

u,>O (i = 1,2, .... N)
if Xi = z-, then u = d (i= 1,2,...,
if b = O. then ui>ui+l (i = 1,2,...,N-1)
if b = Bi, then u<u,,1 (i = 1,2,...,N - 1)

where
i; =u-d (i= . 2 N)

bi= i -u+ (i = 1,,...,N- 1)

Bi>b1>O (i=1,2,...N-i)

In the linear program. the hedging point ( l,....Z rN) and the buffer sizes ( B 1,..., BN-1)

are still unknown. We show how they may be found in Section 4.7 and 4.8.

Comparing (55) and (53), we have

aJ
L,(x, . .x) = = a(xi - z1) (i = 1,2,... ,N) (56)

The choice of the quadratic J function is not unique. (56) leads to a family of convex

functions, whose level sets are ellipsoids centered at the hedging point. For simplicity,

we choose a = 1. (i=l. 2, ... N).

4.6 Starvation and blockage

Define -z to be the hedging level of Buffer i (see Fig.18). It is the number of parts in

Buffer i when the system reaches the hedging point, which satisfies

i - i -- Zi+ (i = 1,2,...N - 1). (57)
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Define 3- to be the hedging space of Buffer i. It is the room left for more parts in

Buffer i when the system reaches the hedging point, which satisfies

= B - (i = 2,... - 1). (58)

The starvation fraction of M.achine 1: Since we assumed that Machine 1 is never

starved, we have

kf = O. (59)

The starvation fraction of Mlachine i (i=2 ......V): We assume that the demand d

is a member of the long term capacity set (12). Then the system has enough capacity

to recover from machine failures. That is, when the system leaves the hedging point

due to Machine i-1 going down. it is very likely that the system will come back to the

hedging point after Machine i-1 is repaired.

As we did in Section 3.7. we assume that the amount of material in Buffer i-1

is z5-_ at the instant that Machine i-1 goes down. Consider the average length of a

period in which Machine i-1 is up once and down once. l/ri_l + l/pi-l. During such

a period. Machine i-1 is starved for amount of time f,_l'/pi (since that a machine

cannot be starved when it is down). The average amount of time that NMachine i-1

is down or starved during this period is (1/ri_l 1 filliP i-) . When Machine i-1 is

down or starved. Machine i can be down, or blocked, or starved. or producing (see

Fig. 19).

Let 31 be the average amount of time that Machine i is down or blocked when

Machine i-1 is down or starved during a Machine i-1 up-down cycle. In the working

time frame. the fraction of time that Machine i-1 is down or starved is

4,
1 _ -I

1 i

The fraction of time that Machine i is down or blocked is

r, P,

1 _ 1
ri' Pi
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Figure 19: The average cycle time of Machine i-1 breakdown

Consequently,

3= 1 1 ) - P- i, p.
i-1 i- r,_ L P r p,

1 1 ripi 1

r,_ 1 Pi-1 ri t- pi r Pi

Let Uii be the average production flow rate of Machine i when it is producing. It

is determined bv

or

1 1 )d
-(1 - f" - f)i = (- )d
Pi ri Pi

(60)

(ri + pi)d
r(1- f - fi8 )

where (llpi)(l - f - ) is the amount of time that Machine i is producing during
an average Machine i up-down interval. Equation (60) says that the cumulative

production at Machine i equals the cumulative demand during an interval of length

(1/r, - l/pi). Let 32 be the average amount of time that Machine i produces when
Machine i-I is down or starved during an interval of length 1ri_l + l/pi_l. When

Machine i-1 is down or starved. the production at Machine i is maintained by the
material in Buffer i-i. Since we assumed that the amount of material in Buffer i-1

is ,_4 at the instant that Machine i-1 goes down, the average amount of time that

.57
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production at Machine i can last, approximately. is

32 = -- 1
ItI

Let 33 be the average amount of time that Machine i is starved when Machine i-1
is down or starved during an interval of length 1/r_l -f'l/Pi-l.

In the working time frame, the fraction of time that Machine i is starved is

1 1

Pi

or
( ripi Ihf
ri + pi Pi

The amount of time that Machine i is starved during an Machine i-I up-down interval
is

1 1 ripi (61)
ri-1 pi-l ri + pi pi

Since Machine i cannot be starved when Machine i-1 is up, 3
3 is the same as (61).

#33 = ( 1 1 ripi
ri-l pi-l ri + pi

- fi(
1 1

1

Pi
r:

r- _ )p ( i , )
ril pi-l ri t pi

The 3's satisfy
1 1

31 - 32 33 = -f
rIl pi-1

Plugging the 3's into (62), and manipulating, leads to

1 , 1 s

d pi
r. - p; s

fi+ -
ripi

ri f 1l d i 1

1 - fb

1 I 1* _-
,-i ', .1_ L

1 1
--- -fi

r;,- Pi-l

The blockage fraction of machine i (i=1. ......N-I): Assume that the average spare
space in Buffer i is ' at the instant that Machine i-1 goes down. By similar reasoning
as for f, the blockage fraction of Machine i is governed by

I ri -+ Pi+I b I fb
-- 4- fi` - --- fi - f i-4-1

ri4-1 ri.4lpi+ l Pi+l

1 I ·
- if13 

It "f
If, d 'A 

1

Pi+l
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or

fiS 

(62)

1
d i t t+1 -

1

pi

1

ri
(63)

_b
- d--1 )

d
(i = 2. N). (64)

1
_Si

d -i
I

ri+1

(65)



1 - fi I
r, l. P,+1 d

1 ),
X _L 1 

(i= 1. 2 .... N- 1).
4

(66)

The blockage fraction of llachine N: Since we assumed that Machine N is never
blocked, the blockage fraction of Machine N is

f = 0. (67)

To ensure that the system has enough capacity to achieve the demand, the star-
vation and blockage fractions must satisfy

d
f+ f_ I dmz'awr• l$

(i = 1, 2..... N)

where

dm = ri [Ui (i= 1,2, N).
ri + pi

and Ui is the maximum service rate of Machine i. In this casc, ri = 1/ri (i=1,2,.. ,N).

4.7 Buffer hedging levels and buffer sizes

By putting (59), (63), (65), (67), and (68) together, we form an optimization problem

to minimize the buffer hedging levels and spaces.

min{z - ... + vb - Z + ... + z N-
1 }I 'IV 1 1 IV -

subject to:
1

b 1 ri + pi
- -- fi + fi+
d pi ripi

Ib b
Zi fi+Ii b

t-i+l -
r;

(69)

1
+ -fi f

Pi

1
ri

1 1
-S 1 1 fS +

ri+ l

ril + Pi+l b
Pi+ri+lpi+l

(i = 1,2, .. .. ,N - 1)

+1 - t 1 + .f b+
Pi+l d d d~ Pi+i

(i= 1.2.... N- 1)

fi = O. fb = 0
ft + f < 1 d
f: >o. fb>o

b>O, _;>O

The optimal buffer sizes are given by

B -z + 'I i

(i = 1.2 .....V)

(i = 12....,:N)

(i= 1.2.....- 1)

(i = 1. , .. ... - 1)
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(68)

1

ri+l

1
-Z.

'fi'4-1 d 



4.8 The hedging point

Since all machines are unreliable and can be starved or blocked, there is difference

between the hedging point (Zl, z2 ,... Nv) and the average surplus (l,:2, , N),

which is the time average over the planning horizon of (l, X2 ... X,ZN). The relation

is governed by

-i = Z;i + i (70)

where Ai(i = 1. ..... N) is the surplus loss at Machine i. The surplus loss is approx-

imately given by (see Section 3.9)

'- rp, d U(1 [2 ( )2 ({() 2+ (i = 1. 2 N). (71)
r, tp 2 -d r -i Pi 

According to the performance specification (4) of Section 4.3, we would like to

minimize the absolute value of surplus xv. With the same reasoning as we did for

the two-machine. one-part-type system. we choose the hedging point ( 1,z 2 , , zN)

such that

XN = 0. (72)

From (57), (70), and (72), the hedging point must satisfy

ZN = N;
N-1

-i-X z= -4- At, (i =1,. N 1). (73)
k=i

4.9 The algorithm

We have extended the real-time feedback control algorithm to N-machine, one-part-

type production lines. The steps of the algorithm are summarized in the following:

Step 1: Collect the input data set, which consists of the failure rates pi, the re-

pair rates ri, and the processing time r, for Machine i (i = 1,2,...NiV), and the

demand. d which should be a member of the long term capacity set (12).

Step 2: Calculate the buffer hedging levels, z (i=1 2,.... N). and hedging spaces,

- (i=1.....N), and the starvation and blockage fractions for each machine by solv-

ing the nonlinear program (69). Then, calculate the buffer size for each machine by

summing the buffer hedging level and hedging space.
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Step : Calculate the components of the hedging point. (z 1-,2, ... .z:), according

to (73).

Step 4: Using the feed-back information of surplus xz and machine state ai (i=1,2,... ,N),

calculate the production rates. u, (i=1.2,....N), i '. real time by solving the linear pro-

gram (55).

Step 5: The loading times for each machine are determined by the heuristic staircase

strategy. That is. whenever the actual cumulative production is less than the integral

of the production rate. load a part into the machine.

Step 6: If the demand or any of the machine parameters changes, go to Step 2.
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Table 2: The buffer sizes and hedging point for a five-machine. one-part-type system
(d=0.7)

4.10 Example

For the simulation, we still use the three-level hierarchical policy described in Section

3.10. At the top level. the buffer sizes and hedging point are calculated by using a

commercially available software package (35]. HIERCSINI 361 is used for the next

two level simulation. The system consists of five machines and four buffers. The

parameters are chosen as follows:

r 1 = 0.5. pi = 0. 3 , ri = 0.5
r2 = 0.2, P2 = 0 0 5 . 2 = 0.3
r3 = 0.3, p3 = 0.2 , T 3 = 0.6
r 4 = 1.2. p4 = 0.*1. r= 0 .4
rs = 0.3, p5 =0.1, rs = 0.7

Given that the demand is 0.7. the buffer sizes and hedging point are calculated at

the top level by solving (69) and (73), and listed in Table.2.

Fig.20 illustrates the simulation results of the cumulative production. The straight
line is the cumulative demand. The upper curve is the input of the raw parts at

Machine 1. The lower curve is the output of the final products at Machine 5. The

dashed lines are the results at the middle level by solving (55).

Fig.21 shows the history of the level of Buffer 3 which lies between Machine 3

and Machine 4. The dashed lines are the second level result which is determined by

b3 (t) = r 3(t) - .r4 (t). The solid lines are the actual count of the parts in the buffer.
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a b s b
i f. fi zi Zi B i zi

1 0.0 0.44 0.0 1.4 2 3.96

2 0.0 0.30 1.46 0.0 2 2.56

3 0.18 0.13 0.79 1.36 3 2.56

4 0.29 0.18 0.0 0.0 1 1.2

5 0.35 0.0 / 1.2



e.
'1

IaIx
0 20 m(dy) 100

Figure 20: The simulation result of cumulative production of the five-machine and
one-part-type system

To see the effects of buffer levels and sizes, we increase the demand to 0.85 without

changing the buffer sizes and the hedging point (Table 2). The simulation result in

Fig. 22 shows that the production fell behind the demand. That is, with the buffer

levels and sizes in Table 2, the system is starved or blocked too much to achieve the

demand. 0.85.

Given that the demand is 0.85, the desirable buffer sizes and hedging point are

calculated and listed in Table 3. With the appropriate buffer sizes and hedging point

(Table.3), the actual production follows the demand closely (see Fig. 23).
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Figure 22: The effects of infeasible buffer levels and sizes
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Table 3: The buffer sizes and hedging point for a five-machine, one-part-type system
(d=0.85)

i

I
IIL
S

0 400
nTme cays)

Figure 23: The effects of desirable buffer levels and sizes
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m b m b
i fi zi 4 Bi z

1 0.0 0.32 0.0 1.7 2 6.84

2 0.0 0.15 2.08 1.25 4 5.13

3 0.15 0.0 2.54 2.68 6 3.89

4 0.14 0.22 0.0 0.0 1 1.2

5 0.21 0.0 __ 1.2



5 Summary

A real-time feedback control algorithm is developed for scheduling single-part-type

production lines in this paper. The WIP inventory is allocated dynamically according

to the production demand and machine parameters. The simulation results verify that

the algorithm works well.

The method developed in this paper is extended to multiple- part-type and reen-

trant production systems in [31] and 32]. The algorithm is also modified in [33] such

that the formulation for buffer hedging levels and hedging spaces becomes linear. In

many cases, the linear formulation gives us equally good results without the trouble
of solving the non-linear programming problem.
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