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Abstract— Arguably, one of the biggest deterrants for
software developers who might otherwise choose to write
parallel code is that parallelism makes their lives more
complicated. Perhaps the most basic problem inherent in
the coordination of concurrent tasks is the enforcing of
atomicity so that the partial results of one task do not
inadvertently corrupt another task. Atomicity is typically
enforced through locking protocols, but these protocols can
introduce other complications, such as deadlock, unless
restrictive methodologies in their use are adopted. We have
recently begun a research project focusing on transactional
memory [18] as an alternative mechanism for enforcing
atomicity, since it allows the user to avoid many of the
complications inherent in locking protocols.

Rather than viewing transactions as infrequent occur-
rences in a program, as has generally been done in the
past, we have adopted the point of view that all user
code should execute in the context of some transaction. To
make this viewpoint viable requires the development of two
key technologies: effective hardware support for scalable
transactional memory, and linguistic and compiler support.
This paper describes our preliminary research results on
making “transactions everywhere” a practical reality.

I. Introduction

In a seminal paper ten years ago, Herlihy and Moss
[18] proposed transactional memory as a way to ease
the writing of concurrent programs. Transactional mem-
ory is sometimes described as an extension of Load-
Linked/Store-Conditional [24] and other complex in-
structions. The idea of transactional memory is to allow a
program to read and modify multiple, disparate memory
locations as a single atomic operation, much as occurs
within a database transaction [14], [15]. With trans-
actional memory, they argued, programmers can avoid
such concurrency anomalies such as priority inversion,
convoying, and deadlock. Herlihy and Moss proposed
an extension to hardware cache-consistency mechanisms
that can provide hardware transactional memory (HTM)
efficiently.

The traditional way to specify atomicity using trans-
actions is by textually marking the start and end of
the transaction. Within the transaction, all results are
“sandboxed,” which means that the values written by

the transaction are held in abeyance until the end of
the transaction, at which point the transaction commits,
and all these values are atomically made globally avail-
able. If the transaction is unable to commit for any
reason, the commit action returns an abort code, and
no global changes are made. Otherwise, it returns a
committed code, and all global changes are viewable.
If the transaction aborts, it is usually the responsibility
of the programmer to retry the transaction.

This traditional view of transactional memory simply
replaces a locking protocol with a transactional protocol.
Moreover, the common perception among researchers
seems to be that transactions occur infrequently (as
evidenced implicitly by the designs and codes that have
been proposed [18], [28]) and have high overhead.
Many researchers have focused their efforts on software
transactional memory (STM) [30], [17], [16], leading to
a dearth in the exploration of HTM.

We believe that the real advantage of transactional
memory is that programmers can largely be freed from
writing and debugging synchronization protocols. Rather
than viewing transactions as infrequent, our research
explores the notion of transactions everywhere: user code
is always executing within some transaction. This ex-
treme point of view requires both linguistic and hardware
support. In this paper, we describe our research progress
towards justifying a transactions-everywhere approach,
making HTM as familiar a computer subsystem as
cached memory.

The remainder of this paper outlines our research
progress to date. Section II describes our proposal for
adapting software to exploit HTM, focusing on linguistic
issues and compiler technology. Section III describes our
modification to Herlihy and Moss’s scheme to make it
scalable and how we plan to design a Bluespec hardware
specification and simulator for HTM to measure over-
heads. Finally, we offer some conclusions in Section IV.CORE Metadata, citation and similar papers at core.ac.uk
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II. Linguistic and compiler support
for HTM

Our preliminary investigations of language support for
HTM focus on providing “implicit” atomicity within
Cilk [2], [3], [25], [34], [12], a multithreaded pro-
gramming language developed by our research group
which features a provably efficient, randomized, “work-
stealing” scheduler. The current Cilk-5.3.2 release uses
locking to achieve atomicity, but we wish to investigate
how HTM can be employed to eliminate the use of
locks and other concurrency protocols. In particular, we
are studying the degree to which transactions can be
specified implicitly, rather than explicitly.

In this section, we first offer a brief introduction to
Cilk.1 We then describe our proposal to extend Cilk to
specify atomicity. Finally, we report on some preliminary
studies of the implications of this language extension.

The Cilk multithreaded language extends the C pro-
gramming language with five keywords:

• cilk before a function definition indicates that
this function can operate in parallel;

• spawn before the call to a Cilk function indicates
that this call can execute in parallel with the caller;

• sync waits until all spawned functions have fin-
ished;

• inlet allows the result from a spawned function
to be incorporated into the caller in a user-defined
fashion;

• abort stops the execution of a spawned function.

Cilk is a faithful extension of the C programming
language: if the Cilk keywords for parallel control are
elided from a Cilk program, a syntactically and seman-
tically correct C program results. Consequently, just by
#define’ing all Cilk keywords to nil, a Cilk program
becomes an ordinary C program.

The current Cilk-5.3.2 release uses locks to implement
mutual exclusion when data structures are operated on
concurrently by Cilk threads. Locking introduces many
concurrency anomalies, such as deadlock, into “pure”
Cilk programming. In previous work, we have developed
a tool, called the “Nondeterminator” [10], [7], [8], [32],
which helps with the debugging of locking protocols, but
specifying locks remains an error-prone exercise.

Replacing locking protocols with transactions may
mitigate some of the problems with concurrency control,
but specifying the start and end of each transaction
seems to be no simpler than specifying where to grab a
lock and where to release it. Although locking protocols

1More detailed information on Cilk can be found at http://
supertech.lcs.mit.edu/cilk.

must be wary of deadlock, transactions can have livelock
problems. When a transaction aborts, recovery code
must roll back and restart the transaction. Having the
programmer worry about livelock instead of deadlock
seems tantamount to replacing one protocol poison with
another.

Although specifying locations in code where atom-
icity needs to be enforced seems to be a popular op-
tion (see, for example, [18], [17], [16], [9], [27]), our
transactions-everywhere philosophy encourages a differ-
ent tack. Rather than specifying where atomicity should
be enforced, we take the view that atomicity is always
enforced, but it is implicitly “cut” at certain reasonable
points in the code. Of course, what is linguistically
“reasonable” is a matter of debate and personal taste. Our
initial studies for Cilk assume that atomicity is broken
implicitly at the following cutpoints:

• at backward branches (such as the end of a loop);
• when a C function is called or returns;
• when a Cilk function is spawned or returns;
• at a sync.

Intuitively, these cutpoints partition the program into
atomic sections. In other programming environments,
such as pthreads [23], similar cutpoints could be defined.

The compiler needs not only to partition the code
into atomic sections, it must generate code to recover
and restart transactions in case they abort. Intuitively,
this job is not hard. The transaction variables are rolled
back to their states from before the transaction began,
and the transaction is reexecuted. Of course, the pro-
grammer need not be aware that transactions are being
aborted during execution. The mechanisms to implement
transactions are beneath the layer of abstraction provided
by the programming language. The programmer need
only understand where the cutpoints are that divide the
program into atomic sections.

We have modified the Cilk compiler to atomize C
and Cilk code by inserting cutpoints. We then compiled
our Cilk benchmark programs to determine which would
operate correctly without locks. Although many run
correctly with this implicit atomization, several do not.
For example, one benchmark uses linked lists. In the
benchmark’s implementation with locks, each list is
locked in its entirety while it is operated on. In another, a
call to a simple arithmetic function breaks the atomicity
in the middle of what one would want to be an atomic
section.

We did not want to introduce explicit locking or a
transactional protocol into the Cilk language to cope
with situations where implicit atomicity seems to be
inadequate. Our goal is to determine the extent to which



an HTM computing environment can rid concurrent
computing of error-prone protocols altogether.

Consequently, we decided to add a new keyword
atomic to the Cilk language, which can be used as a
type qualifier in function declarations or as a statement
qualifier. When atomic is applied to a function dec-
laration, calling the function does not break atomicity.
When atomic occurs before a statement, it forces the
statement to be atomic. The compiler signals an error
if a function declaration or statement is declared atomic
and it contains, for example, a spawn or a function call
to a nonatomic function.

As an example, labeling a while loop as atomic
causes all iterations of the loop to form a single trans-
action, rather than each individual iteration, as would
normally be the case. In our benchmarks, few loops need
to be labeled atomic. Many built-in library functions,
such as those in math.h, need to be declared atomic,
but only a few functions in user code need the type
qualifier.

After modifying the Cilk compiler to C and Cilk code,
we ran it on many of our Cilk benchmarks. We then
investigated the character of the resulting atomic sections
in order to determine whether a hardware implementa-
tion of transactional memory was reasonable under our
linguistic model. Figure 1 shows the results, which al-
though preliminary, are nevertheless encouraging. These
statistics are conservative and do not exploit the fact that
many variables cannot escape their lexical context and
need not be included in the general HTM mechanism.

As can be seen from the table in the figure, the average
number of variables per transaction is about 4, which
indicates that hardware support can reasonably expect
to handle the common case. The FFT code has 380

variables in its largest transaction, which suggests that a
scalable HTM mechanism, rather than a fixed-size HTM
mechanism, will probably be necessary for some codes.
Of course, all these benchmarks are small, and we must
do a more complete and scientific study to validate any
proposed strategy for providing atomicity in a largely
automatic fashion.

The compiler modifications we have just described
simply break code into atomic sections. They do not
actually produce running code with embedded transac-
tions. In the future, we plan to modify the Cilk compiler
to execute on the HTM system described in Section III.
We shall measure the efficiency of the software/hardware
support for HTM on the HTM simulator. These measure-
ments should allow us, among other things, to explore
compiler optimizations. For example, the compiler can
identify some variables in an atomic section as being

Program name
Max # var
in any
transaction

avg # var
per
transaction

# atomic
blocks

# lines

blockedmul.cilk 68 12.0 7 352

bucket.cilk 13 3.7 12 295

cholesky.cilk 14 3.6 28 908

cilksort.cilk 2 1.5 22 510

ck.cilk 37 5.0 25 542

fft.cilk 380 37.9 31 3242

fib-benchmark.cilk 2 2.0 3 107

game.cilk 3 1.9 9 234

heat.cilk 14 4.8 13 414

kalah.cilk 26 4.3 46 911

knapsack.cilk 2 1.8 4 205

knary.cilk 5 3.0 3 158

lu.cilk 25 5.7 16 560

magic.cilk 5 1.8 81 993

matmul.cilk 2 1.6 9 177

notempmul.cilk 68 11.0 7 352

plu.cilk 7 2.7 25 432

queens.cilk 1 1.0 3 126

rand.cilk 1 1.0 2 40

rectmul.cilk 68 19.6 8 493

spacemul.cilk 68 19.0 8 468

testall.cilk 8 1.5 47 1334

test-locks.cilk 1 1.0 2 42

Fig. 1. Statistics on transaction sizes for Cilk benchmarks.

unsharable. Although these variables may need to be
rolled back if the transaction is aborted, the mechanism
is much simpler than with shared variables. A working
compiler and a hardware simulator will allow us to make
reasonable tradeoffs between what the compiler should
implement and what should be put into hardware.

We also plan to make the compiler produce output
that can execute on a software transactional memory
(STM) system. Although compiling for STM will gen-
erally produce low-performance codes, it will allow us
to experiment with real applications to learn about the
strengths and inadequacies of our linguistic framework
for HTM. In addition, a running implementation will
allow us to experiment real programs with algorithms
for contention resolution.

III. Architectural support for an
HTM computing environment

We want an HTM computing environment to be imple-
mentable for single processors; for bus-based multipro-
cessors using, for example, snoopy caches [13]; and for



scalable multiprocessors using, for example, directory-
based cache coherence [4], [6], [5]. Herlihy and Moss
[19] showed how to implement transactional memory for
these various architectures, but their implementation is
not scalable in that it would not work if the transac-
tion size exceeds the hardware resources. This section
presents the outline of a design for a scalable HTM
mechanism.

Since we wish to put transactions everywhere in the
code, rather than in just a few critical sections, almost all
memory operations will take place within a transaction.
Achieving high performance will require hardware sup-
port, since in a software-only scheme, nearly every load
and store instruction would incur significant overhead.

To support an HTM programming environment, the
common case must be fast and correct, and the uncom-
mon cases must interact correctly with the common case.
Our compiler studies (described in Section II) indicate
that when transactions are everywhere, the common case
is a small transaction that fits within the on-processor
cache. Herlihy and Moss showed how to implement
small transactions efficiently by extending the MESI
protocol [13]. We would like small transactions to run
just as efficiently in a scalable system.

The uncommon case, in which a transaction is too big
to fit in cache, must run correctly. Limiting transactions
to the size of on-processor caches, or any other fixed size,
makes the compiler’s job difficult, because it is unwise
for executable binaries to depend on implementation-
specific, as opposed to architectural, parameters. One
might propose that the compiler could, for large transac-
tions, simply generate code to obtain a global lock, but
locking protocols and transactions do not interact seam-
lessly. Specifically, every small transaction may now
need to check the lock, resulting in increased overhead
for the common case, or increased system complexity to
mitigate the overhead.

We want to allow transactions to be huge, perhaps
requiring many gigabytes of memory for the transac-
tion’s “undo log.” If an application is willing to devote
the memory, then the hardware should interact smoothly
with software to support that application. A scalable
HTM computing environment must support large trans-
actions whether they access a large number of memory
locations or run for a long time.

To solve the scalability problem, we plan to add
memory to the computer architecture in three places: a
commit record, a transaction log, and extra status for
every cache line of main memory. The commit record
is simply a location in memory that contains one of
three values, indicating whether a transaction is pending,

committed, or aborted. The idea is that a single write to
the commit record will have the effect of committing
(or aborting) all of the writes of a whole transaction.
The transaction log contains, for each memory operation,
the information needed to abort or commit a transaction.
For each memory store, the transaction log contains the
new value of memory. For each memory location that is
read, the transaction log also contains some bookkeeping
information. Thus, the extra status for each cache line
indicates whether the cache line has been operated on
as part of a transaction, in which case it points to a
transaction log entry.

Surprisingly, reads are trickier than writes, because
our protocol requires writers to gain exclusive access to
each memory location. But, there can be many readers
of a memory location, and the hardware must be able to
find them all when a conflict is discovered. To make the
protocol work, we allocate one entry in the transaction
log for every read operation. The entry makes up one
cell of a doubly linked list of all the transactions that
read that location. The doubly linked list is constructed
from the transaction logs of the various transactions that
have performed reads. The extra status simply points to
the head of the list.

Whenever a processor performs a load, the extra status
must be checked. If the extra status indicates that the
cache line is not part of a write in a transaction, then
the read may proceed. If the extra status points to a
write in the log of a transaction whose commit record is
pending, then there is a conflict. If the extra status points
to a write in the log of a transaction whose commit
record indicates that the transaction has aborted, then
the read may proceed (since the old value is stored in
the memory location). If the extra status points to a
write transaction and the commit record indicates that
the transaction has committed, then the data must be
read out of the transaction log. A similar set of rules
applies when writing to a memory location.

The commit record and transaction log are only
needed for memory locations that spill from the cache
during the transaction. If indeed the common case is that
most transactions do not spill from the cache, as we are
hypothesizing, then transactions will usually incur little
or no overhead.

Implementing our protocol requires additional mem-
ory. In our current design, the commit record and the
transaction log are provided from ordinary program
memory by the language runtime system. If the memory
provided for the transaction log turns out to be too small,
then the transaction can abort, and the runtime system
can retry with a bigger transaction log. The memory for



extra status on a cache line, in contrast, must be added to
the hardware main-memory system. In a directory-based
cache system, it may be possible to conscript unused bits
in the directory entry to keep track of the status. Thus,
part of the memory is architecturally visible (the commit
record and transaction log) and part is architecturally
invisible (the extra status).

Thus, our implementation of scalable HTM extends
the transactional memory instruction-set architecture
(ISA) of Herlihy and Moss [18] to support scalable
transactions, even those that do not fit within an on-
processor cache. The ISA our scheme will use is es-
sentially identical to that given by [18], except that
the language runtime system provides memory to the
transaction. We have not yet determined the policy and
mechanism by which the HTM system decides which
transaction to abort in the case of a conflict.

We are implementing a Bluespec [29] model of our
HTM design to show that we have not missed any
important details. Bluespec is a high-level hardware
description language developed at Sandburst Corporation
which makes it easier to write term-rewriting descrip-
tions of hardware. Bluespec developed out of work
by others in our Laboratory on using term-rewriting
systems to design and verify cache-coherence protocols
[1], [20], [21], [26], [22], [31], [33], [29]. Bluespec
can be compiled into circuits or to a cycle-accurate C-
language simulator. Bluespec produces Verilog output,
which can then be used to program an FPGA, as well
as a cycle-accurate C-language backend.

IV. Conclusion

The overall goal of this research is to make parallel
computing easier for ordinary programmers, not just for
expert computer scientists. Today, it makes little sense
for most programmers to take on the complexities of
parallel programming. Consequently, high-performance
programming is a niche business, codes are expensive to
develop, and they often underperform expectations. For
parallel programming to advance significantly into the
mainstream, it must become simpler. Although it will
be intellectually challenging to address all the problems
inherent in developing an HTM computing environment,
we believe that HTM represents a path towards overall
programming simplicity. Our thesis is that the ability
of programmers to exploit the high-level structure of
their applications (such as exploiting sparsity in a matrix)
will outweigh the complexities of the low-level imple-
mention, leading to a large net improvement in overall
performance.
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