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#### Abstract

In many applications (e.g. recognition of geophysical and biomedical signals and multiscale analysis of images), it is of interest to analyze and recognize phenomena occuring at different scales. The recently introduced wavelet transforms provide a time-and-scale decomposition of signals that offers the possibility of such analysis. At present, however, there is no corresponding statistical framework to support the development of optimal, multiscale statistical signal processing algorithms. In this paper we describe such a framework. The theory of multiscale signal representations leads naturally to models of signals on trees, and this provides the framework for our investigation. In particular, in this paper we describe the class of isotropic processes on homogenous trees and develop a theory of autoregressive models in this context. This leads to generalizations of Schur and Levinson recursions, associated properties of the resulting reflection coefficients, and the initial pieces in a system theory for multiscale modeling.
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## 1 Introduction

The investigation of multi-scale representations of signals and the development of multiscale algorithms has been and remains a topic of much interest in many contexts. In some cases, such as in the use of fractal models for signals and images [13,27] the motivation has directly been the fact that the phenomenon of interest exhibits patterns of importance at multiple scales. A second motivation has been the possiblity of developing highly parallel and iterative algorithms based on such representations. Multigrid methods for solving partial differential equations [14,23,28,30] or for performing Monte Carlo experiments [18] are a good example. A third motivation stems from so-called "sensor fusion" problems in which one is interested in combining together measurements with very different spatial resolutions. Geophysical problems, for example, often have this character. Finally, renormalization group ideas, from statistical physics, now find application in methods for improving convergence in large-scale simulated annealing algorithms for Markov random field estimation [20].

One of the more recent areas of investigation in multi-scale analysis has been the development of a theory of multi-scale representations of signals $[24,26]$ and the closely related topic of wavelet transforms [4,5,6,7,10,19,22]. These methods have drawn considerable attention in several disciplines including signal processing because they appear to be a natural way to perform a time-scale decomposition of signals and because examples that have been given of such transforms seem to indicate that it should be possible to develop efficient optimal processing algorithms based on these representations. The development of such optimal algorithms-e.g. for the reconstruction of noise-degraded signals or for the detection and localization of transient signals of different duration-requires, of course, the development of a corresponding theory of stochastic processes and their estimation. The research presented in this and several other papers and reports $[17,18]$ has the development of this theory as its objective.

In the next section we introduce multi-scale representations of signals and wavelet transforms and from these we motivate the investigation of stochastic processes on
dyadic trees. In that section we also introduce the class of isotropic processes on dyadic trees and set the stage for introducing dynamic models on trees by describing their structure and introducing a rudimentary transform theory. In Section 2 we also introduce the class of autoregressive (AR) models on trees. As we will see, the geometry and structure of a dyadic tree is such that the dimension of an AR model increases with the order of the model. Thus an $n$th order AR model is characterize by more than $n$ coefficients whose interdependence is specified by a complex relation and the passage from order $n$ to order $n+1$ is far from simple. In contrast, in Section 3 we obtain a far simpler picture if we consider the generalization of lattice structures, and in particular we find that only one reflection coefficient is added as the order is increased by one. The latter fact leads to the development of a set of scalar recursions that provide us with the reflection coefficients and can be viewed as generalizations of the Schur and Levinson recursions for AR models of time series. These recursions are also developed in Section 3 as are the constraints that the reflection coefficients must satisfy which are somewhat different than for the case of time series. In Section 4 we then present the full vector Levinson recursions that provide us with both whitening and modeling filters for AR processes, and in Section 5 we use the analysis of the preceding sections to provide a complete characterization of the structure of autoregressive processes and a necessary and sufficient condition for an isotropic process to be purely nondeterministic. The paper concludes with a brief discussion in Section 6.

## 2 Multiscale Representations and Stochastic Processes on Homogenous Trees

### 2.1 Multiscale Representations and Wavelet Transforms

The multi-scale representation $[25,26]$ of a continuous signal $f(x)$ consists of a sequence of approximations of that signal at finer and finer scales where the approximation of $f(x)$ at the $m$ th scale is given by

$$
\begin{equation*}
f(x)=\sum_{n=-\infty}^{+\infty} f(m, n) \phi\left(2^{m} x-n\right) \tag{2.1}
\end{equation*}
$$

As $m \rightarrow \infty$ the approximation consists of a sum of many highly compressed, weighted, and shifted versions of the function $\phi(x)$ whose choice is far from arbitrary. In particular in order for the $(m+1)$ st approximation to be a refinement of the $m$ th, we require that $\phi(x)$ be exactly representable at the next scale:

$$
\begin{equation*}
\phi(x)=\sum_{n} h(n) \phi(2 x-n) \tag{2.2}
\end{equation*}
$$

Furthermore in order for (2.1) to be an orthogonal series, $\phi(t)$ and its integer translates must form an orthogonal set. As shown in [7], $h(n)$ must satisfy several conditions for this and several other properties of the representation to hold. In particular $h(n)$ must be the impulse response of a quadrature mirror filter $[7,31]$. The simplest example of such a $\phi, h$ pair is the Haar approximation with

$$
\phi(x)= \begin{cases}1 & 0 \leq x<1  \tag{2.3}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
h(n)= \begin{cases}1 & n=0  \tag{2.4}\\ 0 & \text { otherwise }\end{cases}
$$

Multiscale representions are closely related to wavelet transforms. Such a transform is based on a single function $\psi(x)$ that has the property that the full set of its
scaled translates $\left\{2^{m / 2} \psi\left(2^{m} x-n\right)\right\}$ form a complete orthonormal basis for $L^{2}$. In [7] it is shown that $\phi$ and $\psi$ are related via an equation of the form

$$
\begin{equation*}
\psi(x)=\sum_{n} g(n) \phi(2 x-n) \tag{2.5}
\end{equation*}
$$

where $g(n)$ and $h(n)$ form a conjugate mirror filter pair [3], and that

$$
\begin{equation*}
f_{m+1}(x)=f_{m}(x)+\sum_{n} d(m, n) \psi\left(2^{m} x-n\right) \tag{2.6}
\end{equation*}
$$

$f_{m}(x)$ is simply the partial orthonormal expansion of $f(x)$, up to scale $m$, with respect to the basis defined by $\psi$. For example if $\phi$ and $h$ are as in eq. (2.3), eq. (2.4), then

$$
\begin{gather*}
\psi(x)=\left\{\begin{array}{rl}
1 & 0 \leq x<1 / 2 \\
-1 & 1 / 2 \leq x<1 \\
0 & \text { otherwise }
\end{array}\right.  \tag{2.7}\\
g(n)=\left\{\begin{array}{rl}
1 & n=0 \\
-1 & n=1 \\
0 & \text { otherwise }
\end{array}\right. \tag{2.8}
\end{gather*}
$$

and $\left\{2^{m / 2} \psi\left(2^{m} x-n\right)\right\}$ is the Haar basis.
From the preceding remarks we see that we have a dynamical relationship between the coefficients $f(m, n)$ at one scale and those at the next. Indeed this relationship defines a lattice on the points $(m, n)$, where $(m+1, k)$ is connected to $(m, n)$ if $f(m, n)$ influences $f(m+1, k)$. In particular the Haar representation naturally defines a dyadic tree structure on the points $(m, n)$ in which each point has two descendents corresponding to the two subdivisions of the support interval of $\phi\left(2^{m} x-n\right)$, namely those of $\phi\left(2^{(m+1)} x-2 n\right)$ and $\phi\left(2^{(m+1)} x-2 n-1\right)$. This observation provides the motivation for the development of models for stochastic processes on dyadic trees as the basis for a statistical theory of multiresolution stochastic processes.

### 2.2 Homogenous Trees

Homogenous trees, and their structure, have been the subject of some work [1,2,3,12, 16] in the past on which we build and which we now briefly review. A homogenous
tree $\mathcal{T}$ of order $q$ is an infinite acyclic, undirected, connected graph such that every node of $\mathcal{T}$ has exactly $(q+1)$ branches to other nodes. Note that $q=1$ corresponds to the usual integers with the obvious branches from one integer to its two neighbors. The case of $q=2$, illustrated in Figure 2.1, corresponds, as we will see, to the dyadic tree on which we focus throughout the paper. In 2-D signal processing it would be natural to consider the case of $q=4$ leading to a pyramidal structure for our indexing of processes.

The tree $\mathcal{T}$ has a natural notion of distance: $d(s, t)$ is the number of branches along the shortest path between the nodes of $s, t \in \mathcal{T}$ (by abuse of notation we use $\mathcal{T}$ to denote both the tree and its collection of nodes). One can then define the notion of an isometry on $\mathcal{T}$ which is simply a one-to-one, onto a map of $\mathcal{T}$ onto itself that preserves distances. For the case of $q=1$, the group of all possible isometries corresponds to translations of the integers $(t \mapsto t+k)$ the reflection operation $(t \mapsto-t)$ and concatenations of these. For $q \geq 2$ the group of isometries of $\mathcal{T}$ is significantly larger and more complex. One extremely important result is the following [12]:

Lemma 2.1 (Extension of Isometries) Let $\mathcal{T}$ be a homogenous tree of order $q$, let $A$ and $A^{\prime}$ be two subsets of nodes, and let $f$ be a local isometry from $A$ to $A^{\prime}$, i.e. $f$ is bijection from $A$ onto $A^{\prime}$ such that

$$
\begin{equation*}
d(f(s), f(t))=d(s, t) \text { for all } s, t \in A \tag{2.9}
\end{equation*}
$$

Then there exists an isometry $\tilde{f}$ of $T$ which equals $f$ when restricted to $A$. Furthermore, if $\tilde{f}_{1}$ and $\tilde{f}_{2}$ are two such extensions of $f$, their restrictions to segments joining any two points of $A$ are identical.

Another important concept is the notion of a boundary point [1,16] of a tree. Consider the set of infinite sequences of $\mathcal{T}$ where any such sequence consists of a sequence of distinct nodes $t_{1}, t_{2}, \ldots$ where $d\left(t_{i}, t_{i+1}\right)=1$. A boundary point is an equivalence class of such sequences where two sequences are equivalent if they differ by a finite number of nodes. For $q=1$, there are only two such boundary points corresponding to sequences increasing towards $+\infty$ or decreasing toward $-\infty$. For
$q=2$ the set of boundary points is uncountable. In this case let us choose one boundary point which we will denote by $-\infty$.

Once we have distinguished this boundary point we can identify a partial order on $\mathcal{T}$. In particular note that from any node $t$ there is a unique path in the equivalence class defined by $-\infty$ (i.e. a unique path from $t$ "toward" $-\infty$ ). Then if we take any two nodes $s$ and $t$, their paths to $-\infty$ must differ by only a finite number of points and thus must meet at some node which we denote by $s \wedge t$ (see Figure 2.1. We then can define a notion of the relative distance of two nodes to $-\infty$

$$
\begin{equation*}
\delta(s, t)=d(s, s \wedge t)-d(t, s \wedge t) \tag{2.10}
\end{equation*}
$$

so that

$$
\begin{gather*}
s \preceq t(\text { "s is at least as close to }-\infty \text { as } \mathrm{t} \text { ") if } \delta(s, t) \leq 0  \tag{2.11}\\
s \prec t(\text { "s is closer to }-\infty \text { than } \mathrm{t} \text { ") if } \delta(s, t)<0 \tag{2.12}
\end{gather*}
$$

This also yields an equivalence relation on nodes of $\mathcal{T}$ :

$$
\begin{equation*}
s \sim t \leftrightarrow \delta(s, t)=0 \tag{2.13}
\end{equation*}
$$

For example, the points $s, t$, and $u$ in Figure 2.1 are all equivalent. The equivalence classes of such nodes are referred to as horocycles.

These equivalence classes can best be visualized as in Figure 2.2 by redrawing the tree, in essence by picking the tree up at $-\infty$ and letting the tree "hang" from this boundary point. In this case the horocycles appear as points on the same horizontal level and $s \preceq t$ means that $s$ lies on a horizontal level above or at the level of $t$. Note that in this way we make explicit the dyadic structure of the tree. With regard to multiscale signal representations, a shift on the tree toward $-\infty$ corresponds to a shift from a finer to a coarser scale and points on the same horocycle correspond to the points at different translational shifts in the signal representation at a single scale. Note also that we now have a simple interpretation for the nondenumerability of the set of boundary points: they correspond to dyadic representations of all real numbers.

### 2.3 Shifts and Transforms on $\mathcal{T}$

The structure of Figure 2.2 provides the basis for our development of dynamical models on trees since it identifies a "time-like" direction corresponding to shifts toward or away from $-\infty$. In order to define such dynamics we will need the counterpart of the shift operators $z$ and $z^{-1}$ in order to define shifts or moves in the tree. Because of the structure of the tree the description of these operators is a bit more complex and in fact we introduce notation for five operators representing the following elementary moves on the tree, which are also illustrated in Figure 2.3

- 0 the identity operator (no move)
- $\gamma^{-1}$ the backward shift (move one step toward $-\infty$ )
- $\alpha$ the left forward shift (move one step away from $-\infty$ toward the left)
- $\beta$ the right forward shift (move one step away from $-\infty$ toward the right)
- $\delta$ the intercharge operator (move to the nearest point in the same horocycle)

Note that 0 and $\delta$ are isometries; $\alpha$ and $\beta$ are one-to-one but not onto; $\gamma^{-1}$ is onto but not one-to-one; and these operators satisfy the following relations (where the convention is that the right-most operator is applied first):

$$
\begin{gather*}
\gamma^{-1} \alpha=\gamma^{-1} \beta=0  \tag{2.14}\\
\gamma^{-1} \delta=\gamma^{-1}  \tag{2.15}\\
\delta^{2}=0  \tag{2.16}\\
\delta \beta=\alpha \tag{2.17}
\end{gather*}
$$

Arbitrary moves on the tree can then be encoded via finite strings or words using these symbols as the alphabet and the formulas (2.14)-(2.17). For example, referring to Figure 2.3

$$
s_{1}=\gamma^{-4} t \quad, \quad s_{2}=\delta \gamma^{-3} t \quad, \quad s_{3}=\alpha \delta \gamma^{-3} t
$$

$$
\begin{equation*}
s_{4}=\alpha \beta \delta \gamma^{-3} t \quad, \quad s_{5}=\beta^{2} \alpha \delta \gamma^{-3} t \tag{2.18}
\end{equation*}
$$

It is also possible to code all points on the tree via their shifts from a specified, arbitrary point $t_{0}$ taken as origin. Specifically define the language

$$
\begin{equation*}
\mathcal{L}=\left(\gamma^{-1}\right)^{*} \cup\{\alpha, \beta\}^{*} \delta\left(\gamma^{-1}\right)^{*} \cup\{\alpha, \beta\}^{*} \tag{2.19}
\end{equation*}
$$

where $K^{*}$ denotes arbitrary sequences of symbols in $K$ including the empty sequence which we identify with the operator 0 . Then any point $t \in \mathcal{T}$ can be written as $\omega t_{0}$, where $\omega \in \mathcal{L}$. Note that the moves in $\mathcal{L}$ are of three types: a pure shift back toward $-\infty\left(\left(\gamma^{-1}\right)^{*}\right)$; a pure descent away from $-\infty\left(\{\alpha, \beta\}^{*}\right)$; and a shift up followed by a descent down another branch of the tree $\left(\{\alpha, \beta\}^{*} \delta\left(\gamma^{-1}\right)^{*}\right)$. Our use of $\delta$ in the last category of moves ensures that the subsequent downward shift is on a different branch than the preceding ascent. This emphasizes an issue that arises in defining dynamics on trees. Specifically we will avoid writing strings of the form $\alpha \gamma^{-1}$ or $\beta \gamma^{-1}$. For example $\alpha \gamma^{-1} t$ either equals $t$ or $\delta t$ depending upon whether $t$ is the left or right immediate descendant of another node. By using $\delta$ in our language we avoid this issue. One price we pay is that $\mathcal{L}$ is not a semigroup since $\nu \omega$ need not be in $\mathcal{L}$ for $\nu, \omega \in \mathcal{L}$. However, for future reference we note that, using (2.14)-(2.17) we see that $\delta \omega$ and $\gamma^{-1} \omega$ are both in $\mathcal{L}$ for any $\omega \in \mathcal{L}$.

It is straightforward to define a length $|\omega|$ for each word in $\mathcal{L}$, corresponding to the number of shifts required in the move specified by $\omega$. Note that

$$
\begin{gather*}
\left|\gamma^{-1}\right|=|\alpha|=|\beta|=1 \\
|0|=0 \quad, \quad|\delta|=2 \tag{2.20}
\end{gather*}
$$

Thus $\left|\gamma^{-n}\right|=n,\left|\omega_{\alpha \beta}\right|=$ the number of $\alpha$ 's and $\beta$ 's in $\omega_{\alpha \beta} \in\{\alpha \beta\}^{*}$, and $\left|\omega_{\alpha \beta} \delta \gamma^{-n}\right|=$ $\left|\omega_{\alpha \beta}\right|+2+n .^{3}$ This notion of length will be useful in defining the order of dynamic models on $\mathcal{T}$. We will also be interested exclusively in causal models, i.e. in models in which the output at some scale (horocycle) does not depend on finer scales. For this reason we are most interested in moves the either involve pure ascents on the tree, i.e.

[^1]all elements of $\left\{\gamma^{-1}\right\}^{*}$, or elements $\omega_{\alpha \beta} \delta \gamma^{-n}$ of $\{\alpha, \beta\}^{*} \delta\left\{\gamma^{-1}\right\}^{*}$ in which the descent is no longer than the ascent, i.e. $\left|\omega_{\alpha \beta}\right| \leq n$. We use the notation $\omega \preceq 0$ to indicate that $\omega$ is such a causal move. Note that we include moves in this causal set that are not strictly causal in that they shift a node to another on the same horocycle. We use the notation $\omega \asymp 0$ for such a move. The reasons for this will become clear when we examine autoregressive models.

Also, on occasion we will find it useful to use a simplified notation for particular moves. Specifically, we define $\delta^{(n)}$ recursively, starting with $\delta^{(1)}=\delta$ and

$$
\begin{align*}
& \text { If } t=\alpha \gamma^{-1} t \text {, then } \delta^{(n)} t=\alpha \delta^{(n-1)} \gamma^{-1} t \\
& \text { If } t=\beta \gamma^{-1} t \text {, then } \delta^{(n)} t=\beta \delta^{(n-1)} \gamma^{-1} t \tag{2.21}
\end{align*}
$$

What $\delta^{(n)}$ does is to map $t$ to another point on the same horocycle in the following manner: we move up the tree $n$ steps and then descend $n$ steps; the first step in the descent is the opposite of the one taken on the ascent, while the remaining steps are the same. That is if $t=m_{\alpha, \beta} \gamma^{-n+1} t$ then $\delta^{(n)} t=m_{\alpha \beta} \delta \gamma^{-n+1} t$. For example, referring to Figure 2.3, $s_{6}=\delta^{(4)} t$.

With the notation we have defined we can now define transforms as a way in which to encode convolutions much as $z$-transforms do for temporal systems. In particular we consider systems that are specified via noncommutative formal power series [11] of the form:

$$
\begin{equation*}
S=\sum_{\omega \in \mathcal{L}} s_{\omega} \cdot \omega \tag{2.22}
\end{equation*}
$$

If the input to this system is $u_{t}, t \in \mathcal{T}$, then the output is given by the generalized convolution:

$$
\begin{equation*}
(S u)_{t}=\sum_{\omega \in \mathcal{L}} s_{\omega} u_{\omega t} \tag{2.23}
\end{equation*}
$$

For future reference we use the notation $S(0)$ to denote the coefficient of the empty word in $S$. Also it will be necessary for us to consider particular shifted versions of $S$ :

$$
\begin{equation*}
\gamma S=\sum_{\omega \in \mathcal{L}} s_{\gamma^{-1} \omega} \cdot \omega \tag{2.24}
\end{equation*}
$$

$$
\begin{equation*}
\delta^{(k)} S=\sum_{\omega \in \mathcal{L}} s_{\delta(k) \omega} \cdot \omega \tag{2.25}
\end{equation*}
$$

where we use (2.14)-(2.17) and (2.21) to write $\gamma^{-1} \omega$ and $\delta^{(k)} \omega$ as elements of $\mathcal{L}$.

### 2.4 Isotropic Processes on Homogenous Trees

Consider a zero-mean stochastic process $Y_{t}, t \in T$ indexed by nodes on the tree. We say that such a process is isotropic if the covariance between $Y$ at any two points depends only on the distance between the points, i.e. if there exists a sequence $r_{n}, n=$ $0,1,2, \ldots$ so that

$$
\begin{equation*}
E\left[Y_{t} Y_{s}\right]=r_{d(t, s)} \tag{2.26}
\end{equation*}
$$

An alternate way to think of an isotropic process is that its statistics are invariant under tree isometries. That is, if $f: \mathcal{T} \rightarrow \mathcal{T}$ is an isometry and if $Y_{t}$ is an isotropic process, then $Z_{t}=Y_{f(t)}$ has the same statistics as $Y_{t}$. For time series this simply states that $Y_{-t}$ and $Y_{t+k}$ have the same statistics as $Y_{t}$. For dyadic trees the richness of the group of isometries makes isotropy a much stranger property.

Isotropic processes have been the subject of some study $[1,2,12]$ in the past, and in particular a spectral theorem has been developed that is the counterpart of Bochner's theorem for stationary time series. In particular Bochner's theorem states that a sequence $r_{n}, n=0,1, \ldots$ is the covariance function of a stationary time series if and only if there exists a nonnegative, symmetric spectral measure $S(d w)$ so that

$$
\begin{align*}
r_{n} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{j \omega n} S(d \omega) \\
& =\frac{1}{\pi} \int_{0}^{\pi} \cos (\omega n) S(d \omega) \tag{2.27}
\end{align*}
$$

If we perform the change of variables $x=\cos \omega$ and note that $\cos (n \omega)=C_{n}(\cos \omega)$, where $C_{n}(x)$ is the $n$th Chebychev polynomial, we have

$$
\begin{equation*}
r_{n}=\int_{-1}^{1} C_{n}(x) \mu(d x) \tag{2.28}
\end{equation*}
$$

where $\mu(d x)$ is a nonnegative measure on $[-1,1]$ (also referred to as the spectral measure) given by

$$
\begin{equation*}
\mu(d x)=\frac{1}{\pi}\left(1-x^{2}\right)^{-\frac{1}{2}} S(d \omega) \tag{2.29}
\end{equation*}
$$

For example, for the white noise sequence with $r_{n}=\delta_{n 0}$,

$$
\begin{equation*}
\mu(d x)=\frac{1}{\pi}\left(1-x^{2}\right)^{-\frac{1}{2}} \tag{2.30}
\end{equation*}
$$

The analogous theorem for isotropic processes on dyadic trees requires the introduction of the Dunau polynomials [2,12]:

$$
\begin{gather*}
P_{0}(x)=1 \quad, \quad P_{1}(x)=x  \tag{2.31}\\
x P_{n}(x)=\frac{2}{3} P_{n+1}(x)+\frac{1}{3} P_{n-1}(x) \tag{2.32}
\end{gather*}
$$

Theorem 2.1 [1,2]: A sequence $r_{n}, n=0,1,2, \ldots$ is the covariance function of an isotropic process on a dyadic tree if and only if there exists a nonnegative measure $\mu$ on $[-1,1]$ so that

$$
\begin{equation*}
r_{n}=\int_{-1}^{1} P_{n}(x) \mu(d x) \tag{2.33}
\end{equation*}
$$

The simplest isotropic process on the tree is again white noise, i.e. a collection of uncorrelated random variables indexed by $\mathcal{T}$, with $r_{n}=\delta_{n 0}$, and the spectral measure $\mu$ in (2.33) in this case is [12]

$$
\begin{equation*}
\mu(d x)=\frac{1}{2 \pi} \chi_{\left[-\frac{2 \sqrt{2}}{3}, \frac{2 \sqrt{2}}{3}\right]}(x) \frac{\left(8-9 x^{2}\right)^{\frac{1}{2}}}{1-x^{2}} d x \tag{2.34}
\end{equation*}
$$

where $\chi_{A}(x)$ is the characteristic function of the set $A$. A key point here is that this spectral measure is smaller than the interval $[-1,1]$. This appears to be a direct consequence of the large size of the boundary of the tree, which also leads to the existence of a far larger class of singular processes than one finds for time series. While Theorem 2.1 does provide a necessary and sufficient condition for a sequence $r_{n}$ to be the covariance of an isotropic process, it doesn't provide an explicit and direct criterion in terms of the sequence values. For time series we have such a criterion based on the fact that $r_{n}$ must be a positive semi-definite sequence. It is not difficult
to see that $r_{n}$ must also be positive semidefinite for processes on dyadic trees: form a time series by taking any sequence $Y_{t_{1}}, Y_{t_{2}}, \ldots$ where $d\left(t_{i}, t_{i+1}\right)=1$; the covariance fuction of this series is $r_{n}$. However, thanks to the geometry of the tree and the richness of the group of isometries of $\mathcal{T}$, there are many additional constraints on $r_{n}$. For example, consider the three nodes $s, u$, and $s \wedge t$ in Figure 2.1, and let

$$
\begin{equation*}
X^{T}=\left[Y_{s}, Y_{u}, Y_{s \wedge t}\right] \tag{2.35}
\end{equation*}
$$

Then

$$
E\left[X X^{T}\right]=\left[\begin{array}{lll}
r_{0} & r_{2} & r_{2}  \tag{2.36}\\
r_{2} & r_{0} & r_{2} \\
r_{2} & r_{2} & r_{0}
\end{array}\right] \geq 0
$$

which is a constraint that is not imposed on covariance functions of time series. Collecting all of the constraints on $r_{n}$ into a useful form is not an easy task. However, as we develop in this paper, in analogy with the situation for time series, there is an alternative method for characterizing valid covariance sequences based on the generation of a sequence of reflection coefficients which must satisfy a far simpler set of constraints which once again differ somewhat from those in the time series setting.

### 2.5 Models for Stochastic Processes on Trees

As for time series it is of considerable interest to develop white-noise-driven models for processes on trees. The most general input-output form for such a model is simply

$$
\begin{equation*}
Y_{t}=\sum_{s \in \mathcal{T}} c_{t, s} W_{s} \tag{2.37}
\end{equation*}
$$

where $W_{t}$ is a white noise process with unit variance. In general the output of this system is not isotropic and it is of interest to find models that do produce isotropic processes. One class introduced in [1] has the form

$$
\begin{equation*}
Y_{t}=\sum_{s \in \mathcal{T}} c_{d(s, t)} W_{s} \tag{2.38}
\end{equation*}
$$

To show that this is isotropic, let $(s, t)$ and $\left(s^{\prime}, t^{\prime}\right)$ be two pairs of points such that $d(s, t)=d\left(s^{\prime}, t^{\prime}\right)$. By Lemma 2.1 there exists an isometry $f$ so that $f(s)=f\left(s^{\prime}\right)$,
$f(t)=f\left(t^{\prime}\right)$. Then

$$
\begin{align*}
E\left[Y_{s^{\prime}} Y_{t^{\prime}}\right] & =\sum_{u} c_{d\left(s^{\prime}, u\right)} c_{d\left(t^{\prime}, u\right)} \\
& =\sum_{u^{\prime}} c_{d\left(s^{\prime}, f\left(u^{\prime}\right)\right)} c_{d\left(t^{\prime}, f\left(u^{\prime}\right)\right)} \\
& =\sum_{u^{\prime}} c_{d\left(f(s), f\left(u^{\prime}\right)\right)} c_{d\left(f(t), f\left(u^{\prime}\right)\right)} \\
& =\sum_{u^{\prime}} c_{d\left(s, u^{\prime}\right)} c_{d\left(t, u^{\prime}\right)}=E\left[Y_{s} Y_{t}\right] \tag{2.39}
\end{align*}
$$

The class of systems of the form of (2.38) are the generalization of the class of zerophase LTI systems (i.e. systems with impulse responses of the form $h(t, s)=h(|t-s|))$. On the other hand, we know that for time series any LTI stable system, and in particular any causal, stable system, yields a stationary output when driven by white noise. A major objective of this paper is to find the class of causal models on trees that produce isotropic processes when driven by white noise. Such a class of models will then also provide us with the counterpart of the Wold decomposition of a time series as a weighted sum of "past" values of a white noise process.

A logical starting point for such an investigation is the class of models introduced in Section 2.3

$$
\begin{equation*}
Y_{t}=(S W)_{t} \quad, \quad S=\sum_{\omega \in \mathcal{L}} s_{\omega} \cdot \omega \tag{2.40}
\end{equation*}
$$

However, it is not true that $Y_{t}$ is isotropic for an arbitrary choice of $S$. For example if $S=1+a \gamma^{-1}$, it is straighforward to check that $Y_{t}$ is not isotropic. Thus we must look for a subset of this class of models. As we will see the correct model set is the class of autoregressive (AR) processes, where an AR process of order $p$ has the form

$$
\begin{equation*}
Y_{t}=\sum_{\substack{\omega<0 \\ \mid \omega \nwarrow \leq p}} a_{\omega} Y_{\omega t}+\sigma W_{t} \tag{2.41}
\end{equation*}
$$

where $W_{t}$ is a white noise with unit variance.
The form of (2.41) deserves some comment. First note that the constraints placed on $\omega$ in the summation of (2.41) state that $Y_{t}$ is a linear combination of the white noise $W_{t}$ and the values of $Y$ at nodes that are both at distances at most $p$ from $Y(|\omega| \leq p)$ and also on the same or previous horocycles $(\omega \preceq 0)$. Thus the model
(2.41) is not strictly "causal" and is indeed an implicit specification since values of $Y$ on the same horocycle depend on each other through (2.41) (see the second-order example to follow). A question that then arises is: why not look instead at models in which $Y_{t}$ depends only on its "strict" past, i.e. on points of the form $\gamma^{-n} t$. As shown in Appendix A, the additional constraints required of isotropic processes makes this class quite small. Specifically consider an isotropic process $Y_{t}$ that does have this strict dependence:

$$
\begin{equation*}
Y_{t}=\sum_{n=0}^{\infty} a_{n} W_{\gamma^{-n_{t}}} \tag{2.42}
\end{equation*}
$$

In Appendix A we show that the coefficients $a_{n}$ must be of the form

$$
\begin{equation*}
a_{n}=\sigma a^{n} \tag{2.43}
\end{equation*}
$$

so that the only process with strict past dependence as in (2.42) is the $\operatorname{AR}(1)$ process

$$
\begin{equation*}
Y_{t}=a Y_{\gamma^{-1} t}+\sigma W_{t} \tag{2.44}
\end{equation*}
$$

Consider next the $\mathrm{AR}(2)$ process, which specializing (2.41), has the form

$$
\begin{equation*}
Y_{t}=a_{1} Y_{\gamma^{-1} t}+a_{2} Y_{\gamma^{-2} t}+a_{3} Y_{\delta t}+\sigma W_{t} \tag{2.45}
\end{equation*}
$$

Note first that this is indeed an implicit specification, since if we evaluate (2.45) at $\delta t$ rather than $t$ we see that

$$
\begin{equation*}
Y_{\delta t}=a_{1} Y_{\gamma^{1} t}+a_{2} Y_{\gamma^{-2} t}+a_{3} Y_{t}+\sigma W_{\delta t} \tag{2.46}
\end{equation*}
$$

We can, of course, solve the pair (2.45), (2.46) to obtain the explicit formulae

$$
\begin{align*}
Y_{t} & =\left(\frac{a_{1}}{1-a_{3}^{2}}\right) Y_{\gamma^{-1} t}+\left(\frac{a_{2}}{1-a_{3}^{2}}\right) Y_{\gamma^{-2} t}+\sigma V_{t}  \tag{2.47}\\
Y_{\delta t} & =\left(\frac{a_{1}}{1-a_{3}^{2}}\right) Y_{\gamma^{-1} t}+\left(\frac{a_{2}}{1-a_{3}^{2}}\right) Y_{\gamma^{-2} t}+\sigma V_{\delta t} \tag{2.48}
\end{align*}
$$

where

$$
\begin{equation*}
V_{t}=\frac{1}{1-a_{3}^{2}}\left\{W_{t}+a_{3} W_{\delta t}\right\} \tag{2.49}
\end{equation*}
$$

Note that $V_{t}$ is correlated with $V_{\delta t}$ and is uncorrelated with other values of $V$ and thus is not an isotropic process (since $E\left[V_{t} V_{\gamma^{-2} t}\right] \neq E\left[V_{t} V_{\delta t}\right]$ ). Thus while the explicit representation (2.47)-(2.48) may be of some value in some contexts (e.g. in [17] we use similar nonisotropic models to analyze some estimation problems), the implicit characterization (2.45) is the more natural choice for a generalization of AR modeling.

Another important point to note is that the second-order $\operatorname{AR}(2)$ model has four coefficients-three $a$ 's and $\sigma$, while for time series there would only be two $a$ 's. Indeed a simple calculation shows that our $\operatorname{AR}(\mathrm{p})$ model has $\left(2^{p}-1\right) a$ 's and one $\sigma$ in contrast to the $p a$ 's and one $\sigma$ for time series. On the other hand, the coefficients in our AR model are not independent and indeed there exist nonlinear relationships among the coefficients. For example for the second-order model (2.45) $a_{3} \neq 0$ if $a_{2} \neq 0$ since we know that the only isotropic process with strict past dependence is $\operatorname{AR}(1)$. In Appendix B we show that the coefficients $a_{1}, a_{2}$, and $a_{3}$ in (2.45) are related by a 4th-order polynomial relation.

Because of the complex relationship among the $a_{w}$ 's in (2.41), the representation is not a completely satisfactory parameterization of this class of models. As we will see in subsequent sections, an alternate parametrization, provided by a generalization of Schur and Levinson recursions, provides us with a much better parametrization. In particular this parametrization involves a sequence of reflection coefficients for AR processes on trees where exactly one new reflection coefficient is added as the AR order is increased by one.

## 3 Reflection Coefficients and Levinson and Schur Recursions for Isotropic Trees

As outlined in the preceding section the direct parametrization of isotropic AR models in terms of their coefficients $\left\{a_{\omega}\right\}$ is not completely satisfactory since the number of coefficients grows exponentially with the order $p$, and at the same time there is a growing number of nonlinear constraints among the coefficients. In this section we develop an alternate characterization involving one new coefficient when the order is increased by one. This development is based on the construction of "prediction" filters of increasing order, in analogy with the procedures developed for time series $[8,9]$ that lead to lattice filter models and whitening filters for AR processes. As is the case for time series, the single new parameter introduced at each stage, which we will also refer to as a reflection coefficient, is not subject to complex constraints involving reflection coefficients of other orders. Therefore, in contrast to the case of time series for which either the reflection coefficient representation or the direct parametrization in terms of AR coefficients are "canonic" (i.e. there are as many degrees of freedom as there are coefficients), the reflection coefficient representation for processes on trees appears to be the only natural canonic representation. Also, as for time series, we will see that each reflection coefficient is subject to bounds on its value which capture the constraint that $r_{n}$ must be a valid covariance function of an isotropic process. Since this is a more severe and complex constraint on $r_{n}$ than arises for time series, one would expect that the resulting bounds on the reflection coefficients would be somewhat different. This is the case, although somewhat surprisingly the constraints involve only a very simple modification to those for time series.

As for time series the recursion relations that yield the reflection coefficients arise from the development of forward and backward prediction error filters for $Y_{t}$. One crucial difference with time series is that the dimension of the output of these prediction error filters increases with increasing filter order. This is a direct consequence of the structure of the AR model (2.41) and the fact that unlike the real line, the number of points a distance $p$ from a node on a tree increases geometrically with $p$. For example,
from (2.45)-(2.49) we see that $Y_{t}$ and $Y_{\delta t}$ are closely coupled in the $\operatorname{AR}(2)$ model, and thus their prediction might best be considered simultaneously. For higher orders the coupling involves (a geometrically growing number of) additional $Y$ 's. In this section we set up the proper definitions of these vectors of forward and backward prediction variables, and, thanks to isotropy, deduce that only one new coefficient is needed as the filter order is increased by one. This leads to the desired scalar recursions. In the next section we use the prediction filter origin of these recursions to construct lattice forms for modeling and whitening filters. Because of the variation in filter dimension the lattice segments are somewhat more complex and capture the fact that as we move inward toward a node, dimensionality decreases, while it increases if we expand outward.

### 3.1 Forward and Backward Prediction Errors

Let $Y_{t}$ be an isotropic process on a tree, and let $\mathcal{H}\{\cdots\}$ denote the linear span of the random variables indicated between the braces. As developed in [9], the basic idea behind the construction of prediction models of increasing orders for time series is the construction of the past of a point $t: \mathcal{Y}_{t, n}=\mathcal{H}\left\{Y_{t-k} \mid 0 \leq k \leq n\right\}$ and the consideration of the sequences of spaces as $n$ increases. In analogy with this, we define the past of the node $t$ on our tree:

$$
\begin{equation*}
\mathcal{Y}_{t, n} \triangleq \mathcal{H}\left\{Y_{w t}: w \preceq 0,|w| \leq n\right\} \tag{3.1}
\end{equation*}
$$

One way to think of the past for time series is to take the set of all points within a distance $n$ of $t$ and then to discard the future points. This is exactly what (3.1) is: $\mathcal{Y}_{t, n}$ contains all points $\mathcal{Y}_{s}$ on previous horocycles $(s \succ t)$ and on the same horocycle ( $s \sim t$ ) as long as $d(s, t) \leq n$. A critical point to note is that in going from $\mathcal{Y}_{t, n-1}$ to $\mathcal{Y}_{t, n}$ we add new points on the same horocycle as $t$ if $n$ is even but not if $n$ is odd (see the example to follow and Figures 3.1-3.4).

In analogy with the time series case, the backward innovations or prediction errors are defined as the variables spanning the new information, $\mathcal{F}_{t, n}$, in $\mathcal{Y}_{t, n}$ not contained
in $\mathcal{Y}_{t, n-1}$ :

$$
\begin{equation*}
\mathcal{Y}_{t, n}=\mathcal{Y}_{t, n-1} \oplus \mathcal{F}_{t, n} \tag{3.2}
\end{equation*}
$$

so that $\mathcal{F}_{t, n}$ is the orthogonal complement of $\mathcal{Y}_{t, n-1}$ in $\mathcal{Y}_{t, n}$ which we also denote by $\mathcal{F}_{t, n}=\mathcal{Y}_{t, n} \ominus \mathcal{Y}_{t, n-1}$. Define the backward prediction errors for the "new" elements of the "past" introduced at the $n$th step, i.e. for $|\omega| \preceq 0$ and $|\omega|=n$, define

$$
\begin{equation*}
F_{t, n}(w) \triangleq Y_{w t}-E\left(Y_{w t} \mid \mathcal{Y}_{t, n-1}\right) \tag{3.3}
\end{equation*}
$$

where $E(x \mid \mathcal{Y})$ denotes the linear least-squares estimate of $x$ based on data spanning $\mathcal{Y}$. Then

$$
\begin{equation*}
\mathcal{F}_{t, n}=\mathcal{H}\left\{F_{t, n}(w):|w|=n, w \preceq 0\right\} \tag{3.4}
\end{equation*}
$$

For time series the forward innovations is the the difference between $Y_{t}$ and its estimate based on the past of $Y_{t-1}$. In a similar fashion define the forward innovations

$$
\begin{equation*}
E_{t, n}(w) \triangleq Y_{w t}-E\left(Y_{w t} \mid \mathcal{Y}_{\gamma^{-1} t, n-1}\right) \tag{3.5}
\end{equation*}
$$

where $\omega$ ranges over a set of words such that $\omega t$ is on the same horocycle as $t$ and at a distance at most $n-1$ from $t$ (so that $\mathcal{Y}_{\gamma^{-1} t, n-1}$ is the past of that point as well), i.e. $|\omega|<n$ and $w \asymp 0$. Define

$$
\begin{equation*}
\mathcal{E}_{t, n} \triangleq \mathcal{H}\left\{E_{t, n}(w):|w|<n \text { and } w \asymp 0\right\} \tag{3.6}
\end{equation*}
$$

Let $E_{t, n}$ denote the column vector of the $E_{t, n}(\omega)$. a simple calculation shows that

$$
\begin{equation*}
\operatorname{dim} E_{t, n}=2^{\left[\frac{n-1}{2}\right]} \tag{3.7}
\end{equation*}
$$

where $[x]$ denotes the largest integer $\leq x$. The elements of $E_{t, n}$ are ordered according to a dyadic representation of the words $\omega$ for which $|\omega|<n, w \asymp 0$. Specifically any such $\omega$ other than 0 must have the form

$$
\begin{equation*}
w=\delta^{\left(i_{1}\right)} \delta^{\left(i_{2}\right)} \ldots \delta^{\left(i_{k}\right)} \tag{3.8}
\end{equation*}
$$

with

$$
\begin{equation*}
1 \leq i_{1}<i_{2}<\cdots<i_{k}<\left[\frac{n}{2}\right] \tag{3.9}
\end{equation*}
$$

and with $|\omega|=2 i_{k}$. For example the points $\omega t$ for $\omega=0, \delta, \delta^{(2)}$, and $\delta \delta^{(2)}$ are illustrated in Figure 3.4 ${ }^{4}$. Thus the words $\omega$ of interest are in one-to-one correspondence with the numbers 0 and $\sum_{j=1}^{k} 2^{i j}$, which provides us with our ordering.

In a similar fashion, let $F_{t, n}$ denote the column vector of the $F_{t, n}(\omega)$. In this case

$$
\begin{equation*}
\operatorname{dim} F_{t, n}=2^{\left[\frac{n}{2}\right]} \tag{3.10}
\end{equation*}
$$

The elements of $F_{t, n}$ are ordered as follows. Note that any word $\omega$ for which $|\omega|=n$ and $\omega \preceq 0$ can be written as $\omega=\tilde{\omega} \gamma^{-k}$ for some $k \leq 0$ and $\tilde{\omega} \asymp 0$. For example, as illustrated in Figure 3.4, for $n=5$ the set of such $\omega$ 's is $\left(\delta^{(2)} \gamma^{-1}, \delta \delta^{(2)} \gamma^{-1}, \delta \gamma^{-3}\right.$, and $\gamma^{-5}$ ). We order the $\omega$ 's as follows: first we group them in order of increasing $k$ and then for fixed $k$ we use the same ordering as for $E_{t, n}$ on the $\tilde{\omega}$.

Example 3.1 In order to illustrate the geometry of the problem, consider the cases $n=1,2,3,4,5$. The first two are illustrated in Figure 3.1 and the last three are in Figures 3.2-3.4 respectively. In each figure the points comprising $E_{t, n}$ are marked with dots, while those forming $F_{t, n}$ are indicated by squares.
$n=1$ (See Figure 3.1): To begin we have

$$
\mathcal{Y}_{t, 0}=\mathcal{H}\left\{Y_{t}\right\}
$$

The only word $\omega$ for which $|\omega|=1$ and $\omega \preceq 0$ is $\omega=\gamma^{-1}$. Therefore

$$
\begin{aligned}
F_{t, 1} & =F_{t, 1}\left(\gamma^{-1}\right) \\
& =Y_{\gamma^{-1} t}-E\left(Y_{\gamma^{-1} t} \mid Y_{t}\right)
\end{aligned}
$$

Also

$$
\mathcal{Y}_{\gamma^{-1} t, 0}=\mathcal{H}\left\{Y_{\gamma^{-1} t}\right\}
$$

and the only word $\omega$ for which $|\omega|<1$ and $\omega \asymp 0$ is $\omega=0$. Thus

$$
\begin{aligned}
E_{t, 1} & =E_{t, 1}(0) \\
& =Y_{t}-E\left(Y_{t} \mid Y_{\gamma^{-1} t}\right)
\end{aligned}
$$

[^2]$n=2$ (See Figure 3.1): Here
$$
\mathcal{Y}_{t, 1}=\mathcal{H}\left\{Y_{t}, Y_{\gamma^{-1} t}\right\}
$$

In this case $|\omega|=2$ and $\omega \preceq 0$ implies that $\omega=\delta$ or $\gamma^{-1}$. Thus

$$
\begin{aligned}
F_{t, 2} & =\binom{F_{t, 2}(\delta)}{F_{t, 2}\left(\gamma^{-2}\right)} \\
& =\left(\begin{array}{ll}
Y_{\delta t} & -E\left(Y_{\delta t} \mid Y_{t}, Y_{\gamma^{-1} t}\right) \\
Y_{\gamma^{-2} t} & -E\left(Y_{\gamma^{-2} t} \mid Y_{t}, Y_{\gamma^{-1} t}\right)
\end{array}\right)
\end{aligned}
$$

Similarly,

$$
\mathcal{Y}_{\gamma^{-1} t, 1}=\mathcal{H}\left\{Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}\right\}
$$

and 0 is the only word satisfying $|\omega|<2$ and $\omega \asymp 0$. Hence

$$
\begin{aligned}
E_{t, 2} & =E_{t, 2}(0) \\
& =Y_{t}-E\left(Y_{t} \mid Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}\right)
\end{aligned}
$$

$n=3$ (See Figure 3.2) In this case

$$
\left.\begin{array}{rl}
\mathcal{Y}_{t, 2} & =\mathcal{H}\left\{Y_{t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\delta t}\right\} \\
F_{t, 3} & =\binom{F_{t, 3}\left(\delta \gamma^{-1}\right)}{F_{t, 3}\left(\gamma^{-3}\right)} \\
& =\left(\begin{array}{c}
Y_{\delta \gamma^{-1} t} \\
Y_{\gamma^{-3} t}
\end{array}-E\left(Y_{\delta \gamma^{-1} t} \mid Y_{t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\delta t}\right)\right. \\
\left.\gamma_{\gamma^{-3} t} \mid Y_{t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\delta t}\right)
\end{array}\right) .
$$

Also

$$
\mathcal{Y}_{\gamma^{-1} t, 2}=\mathcal{H}\left\{Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma^{-1} t}\right\}
$$

and there are two words, namely 0 and $\delta$, satisfying $|\omega|<3$ and $\omega \asymp 0$.

$$
\begin{aligned}
E_{t, 3} & =\left(\begin{array}{ll}
E_{t, 3} & (0) \\
E_{t, 3} & (\delta)
\end{array}\right) \\
& =\left(\begin{array}{lll}
Y_{t} & -E\left(Y_{t} \mid Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma^{-1} t}\right) \\
Y_{\delta t} & -E\left(Y_{\delta t} \mid Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma^{-1} t}\right)
\end{array}\right)
\end{aligned}
$$

$n=4$ (See Figure 3.3)

$$
\begin{aligned}
\mathcal{Y}_{t, 3} & =\mathcal{H}\left\{Y_{t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\delta t}, Y_{\gamma^{-3}}, Y_{\delta \gamma^{-1} t}\right\} \\
F_{t, 4} & =\left(\begin{array}{l}
F_{t, 4}\left(\delta^{(2)}\right) \\
F_{t, 4}\left(\delta \delta^{(2)}\right) \\
F_{t, 4}\left(\delta \gamma^{-2}\right) \\
F_{t, 4}\left(\gamma^{-4}\right)
\end{array}\right) \\
\mathcal{Y}_{\gamma^{-1} t, 3} & =\mathcal{H}\left\{Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\gamma^{-4} t}, Y_{\delta \gamma^{-1} t}, Y_{\delta \gamma^{-2 t}}\right\} \\
E_{t, 4} & =\binom{E_{t, 4}(0)}{E_{t, 4}(\delta)}
\end{aligned}
$$

$n=5$ (See Figure 3.4)

$$
\begin{aligned}
\mathcal{Y}_{t, 4} & =\mathcal{H}\left\{Y_{t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2 t}}, Y_{\delta t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma-1}, Y_{\gamma-4 t}, Y_{\delta \gamma \gamma^{-2} t}, Y_{\alpha \delta \gamma^{-1} t}, Y_{\beta \delta \gamma-1 t}\right\} \\
F_{t, 5} & =\left(\begin{array}{l}
F_{t, 5}\left(\delta^{(2)} \gamma^{-1}\right) \\
F_{t, 5}\left(\delta \delta^{(2)} \gamma^{-1}\right) \\
F_{t, 5}\left(\delta \gamma^{-3}\right) \\
F_{t, 5}\left(\gamma^{-5}\right)
\end{array}\right) \\
\mathcal{Y}_{\gamma^{-1}, 4} & =\mathcal{H}\left\{Y_{\gamma-1}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma^{-1} t}, Y_{\gamma-4}, Y_{\delta \gamma-{ }^{-2} t}, Y_{\gamma^{-5} t}, Y_{\delta \gamma \gamma^{-3} t}, Y_{\alpha \delta \gamma^{-2} t}, Y_{\beta \delta \gamma^{-2} t}\right\} \\
E_{t, 5} & =\left(\begin{array}{l}
E_{t, 5}(0) \\
E_{t, 5}(\delta) \\
E_{t, 5}\left(\delta^{(2)}\right) \\
E_{t, 5}\left(\delta \delta^{(2)}\right)
\end{array}\right)
\end{aligned}
$$

Let us make a few comments about the structure of these prediction error vectors. Note first that for $n$ odd, $\operatorname{dim} F_{t, n}=\operatorname{dim} E_{t, n}$, while for $n$ even $\operatorname{dim} F_{t, n}=2 \operatorname{dim} E_{t, n}$.

Indeed for $n$ even $F_{t, n}$ includes some points on the same horocycle as $t$ (namely $\omega t$ for $|\omega|=n, \omega \asymp 0$-e.g. for $n=2 F_{t, 2}(\delta)$ is an element of $F_{t, 2}$. These are the points that are on the backward-expanding boundary of the "past". At the next stage, however, these points become part of $E_{t, n}$ e.g. for $n=3 E_{t, 3}(\delta)$ is an element of $E_{t, 3}$. This captures the fact mentioned previously that as the order of an AR model increases, an increasing number of points on the same horocycle are coupled.

As a second point, note that we have already provided a simple interpretation (3.2) of $\mathcal{F}_{t, n}$ as an orthogonal complement. As for time series, this will be crucial in the development of our recursions. We will also need similar representations for $\mathcal{E}_{t, n}$. It is straightforward to check that for $n$ odd

$$
\begin{equation*}
\mathcal{Y}_{t, n} \ominus \mathcal{Y}_{\gamma^{-1} t, n-1}=\mathcal{E}_{t, n} \tag{3.11}
\end{equation*}
$$

(this can be checked for $n=1$ and 3 from Example 3.1), while for $n$ even

$$
\begin{equation*}
\mathcal{Y}_{t, n} \ominus \mathcal{Y}_{\gamma^{-1} t, n-1}=\mathcal{E}_{t, n} \oplus \mathcal{E}_{\delta^{\left(\frac{n}{2}\right)_{t, n}}} \tag{3.12}
\end{equation*}
$$

For example for $n=2$ this can be checked from the calculations in Example 3.1 plus the fact that

$$
E_{\delta t, 2}=Y_{\delta t}-E\left[Y_{\delta t} \mid Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}\right]
$$

Finally, it is important to note that the process $E_{t, n}$ (for $n$ fixed) is not in general an isotropic process (we will provide a counterexample shortly). However, if $Y_{t}$ is $\operatorname{AR}(\mathrm{p})$ and $n \leq p$, then, after an appropriate normalization $E_{t, n}$ is white noise. This is in contrast to the case of time series in which case the prediction errors for all order models are stationary (and become white if $n \leq p$ ). In the case of processes on trees $E_{t, n}$ has statistics that are in general invariant with respect to some of the isometries of $\mathcal{T}$ but not all of them.

### 3.2 Calculation of Prediction Errors by Levinson Recursions on the Order

We are now in a position to develop recursions in $n$ for the $F_{t, n}(\omega)$ and $E_{t, n}(\omega)$. Our approach follows that for time series except that we must deal with the more
complex geometry of the tree. In particular because of this geometry and the changing dimensions of $F_{t, n}$ and $E_{t, n}$, it is necessary to distinguish the cases of $n$ even and $n$ odd.

## $n$ even

Consider first $F_{t, n}(\omega)$ for $|\omega|=n, \omega \preceq 0$. There are two natural subclasses for these words $\omega$. In particular either $\omega \prec 0$ of $\omega \asymp 0$.

Case 1: Suppose that $\omega \prec 0$. Then $\omega=\tilde{\omega} \gamma^{-1}$ for some $\tilde{\omega} \preceq 0$ with $|\tilde{\omega}|=n-1$. We then can perform the following computation, using (3.3) and properties of orthogonal projections:

$$
\begin{aligned}
F_{t, n}(w) & =F_{t, n}\left(\tilde{w} \gamma^{-1} t\right)=Y_{\tilde{w} \gamma^{-1} t}-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid \mathcal{Y}_{t, n-1}\right) \\
& =Y_{\tilde{w} \gamma^{-1} t}-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid \mathcal{Y}_{\gamma^{-1} t, n-2}\right)-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid \mathcal{Y}_{t, n-1} \ominus \mathcal{Y}_{\gamma^{-1} t, n-2}\right)
\end{aligned}
$$

Using (3.3) (applied at $\gamma^{-1} t, n-1$ ) and (3.11) (applied at the odd integer $n-1$ ), we then can compute

$$
\begin{align*}
F_{t, n}(w) & =F_{\gamma^{-1} t, n-1}(\tilde{w})-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid E_{t, n-1}\right) \\
& =F_{\gamma^{-1} t, n-1}(\tilde{w})-E\left(F_{\gamma^{-1} t, n-1}(\tilde{w}) \mid E_{t, n-1}\right) \tag{3.13}
\end{align*}
$$

where the last equality follows from the orthogonality of $E_{t, n-1}$ and $\mathcal{Y}_{\gamma^{-1} t, n-2}$ (from (3.11)). Equation (3.13) then provides us with a recursion for $F_{t, n}(\omega)$ in terms of variables evaluated at words $\tilde{\omega}$ of shorter length

Case 2: Suppose that $\omega \asymp 0$. Then, since $|\omega|=n$, it is not difficult to see that $\omega=\tilde{\omega} \delta^{\left(\frac{n}{2}\right)}$ for some $\tilde{\omega}$ satisfying $|\tilde{\omega}|<n, \tilde{\omega} \asymp 0$ (for example, for $n=4$, the only $\omega$ satisfying $|\omega|=n$ and $\omega \asymp 0$ are $\delta^{2}$ and $\delta \delta^{2}$-see Example 3.1). As in Case 1 we have that

$$
\begin{equation*}
F_{t, n}(w)=Y_{\tilde{w} \delta\left(\frac{n}{2}\right)_{t}}-E\left(\left.Y_{\tilde{w} \delta\left(\frac{n}{2}\right)_{t}} \right\rvert\, \mathcal{Y}_{\gamma^{-1} t, n-2}\right)-E\left(\left.Y_{\tilde{w} \delta\left(\frac{n}{2}\right)_{t}} \right\rvert\, \mathcal{Y}_{t, n-1} \ominus \mathcal{Y}_{\gamma^{-1} t, n-2}\right) \tag{3.14}
\end{equation*}
$$

Now for $n$ even we can show that

$$
\mathcal{Y}_{\gamma^{-1} t, n-2}=\mathcal{Y}_{\gamma^{-1} \delta\left(\frac{n}{2}\right)_{t, n-2}}
$$

For example for $n=4$ these both equal $\left\{Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\delta \gamma^{-1} t}\right\}$. Using this together with (3.5) and the orthogonality of $E_{t, n-1}$ and $\mathcal{Y}_{\gamma^{-1} t, n-2}$ we can reduce (3.14) to

$$
\begin{equation*}
F_{t, n}(w)=E_{\delta^{\left(\frac{n}{2}\right)_{t, n-1}}}(\tilde{w})-E\left(\left.E_{\delta^{\left(\frac{n}{2}\right)_{t, n-1}}}(\tilde{w}) \right\rvert\, E_{t, n-1}\right) \tag{3.15}
\end{equation*}
$$

which again expresses each $F_{t, n}(w)$ in terms of prediction errors evaluated at shorter words. As an additional comment, note that the number of words satisfying Case 1 is the same as the number for Case 2 (i.e. one-half $\operatorname{dim} F_{t, n}$ ). Consider next $E_{t, n}(w)$ for $|w|<n$ and $w \asymp 0$. In this case we compute

$$
\begin{align*}
E_{t, n}(w) & =Y_{w t}-E\left(Y_{w t} \mid \mathcal{Y}_{\gamma^{-1} t, n-2}\right)-E\left(Y_{w t} \mid \mathcal{Y}_{\gamma^{-1} t, n-1} \ominus \mathcal{Y}_{\gamma^{-1} t, n-2}\right) \\
& =E_{t, n-1}(w)-E\left(E_{t, n-1}(w) \mid F_{\gamma^{-1} t, n-1}\right) \tag{3.16}
\end{align*}
$$

where the last equality follows from (3.2).

## $n$ odd

Let us first consider the special case of $n=1$ which will provide the starting point for our recursions. From Example 3.1

$$
\begin{align*}
F_{t, 1} & =Y_{\gamma^{-1} t}-E\left(Y_{\gamma^{-1} t} \mid Y_{t}\right) \\
& =Y_{\gamma^{-1} t}-k_{1} Y_{t}=F_{\gamma^{-1} t, 0}-k_{1} E_{t, 0} \tag{3.17}
\end{align*}
$$

where $k_{1}$ is the first reflection coefficient, exactly as for time series

$$
\begin{equation*}
k_{1}=\frac{E\left[Y_{\gamma-1} Y_{t}\right]}{E\left[Y_{\gamma^{-1} t}^{2}\right]}=\frac{r_{1}}{r_{0}} \tag{3.18}
\end{equation*}
$$

Similarly

$$
\begin{align*}
E_{t, 1} & =Y_{t}-E\left(Y_{t} \mid Y_{\gamma^{-1} t}\right) \\
& =Y_{t}-k_{1} Y_{\gamma^{-1} t}=E_{t, 0}-k_{1} F_{\gamma^{-1} t, 0} \tag{3.19}
\end{align*}
$$

Consider next the computation of $F_{t, n}(w)$ for $n \geq 3$ and odd. Note that for $n$ odd it is impossible for $|w|=n$ and $w \asymp 0$. Therefore the condition

$$
|w|=n \text { and } w \preceq 0
$$

is equivalent to

$$
w=\tilde{w} \gamma^{-1} \quad, \quad|\tilde{w}|=n-1, \quad \tilde{w} \preceq 0
$$

Therefore, proceeding as before,

$$
\left.\begin{array}{rl}
F_{t, n}(w) & =Y_{\tilde{w} \gamma^{-1} t}-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid \mathcal{Y}_{\gamma^{-1} t, n-2}\right)-E\left(Y_{\tilde{w} \gamma^{-1} t} \mid \mathcal{Y}_{\gamma^{-1} t, n-1} \ominus \mathcal{Y}_{\gamma^{-1} t, n-2}\right) \\
& =F_{\gamma^{-1} t, n-1}(\tilde{w})-E\left(F_{\gamma^{-1} t, n-1}(\tilde{w}) \mid E_{t, n-1}, E_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}\right. \tag{3.20}
\end{array}\right)
$$

where the last equality follows from (3.12) applied at the even integer $n-1$.
Consider next the computation of $E_{t, n}(w)$ for $n \geq 3$ and odd, and for $|w|<n$, $w \asymp 0$. There are two cases (each corresponding to one-half the components of $E_{t, n}$ ) depending upon whether $|w|$ is $n-1$ or smaller.

Case 1: Suppose that $|w|<n-1$. In this case exactly the same type of argument yields

$$
\begin{equation*}
E_{t, n}(w)=E_{t, n-1}(w)-E\left(E_{t, n-1}(w) \mid F_{\gamma^{-1} t, n-1}\right) \tag{3.21}
\end{equation*}
$$

Case 2: Suppose that $|w|=n-1$. In this case $w=\tilde{w} \delta^{\left(\frac{n-1}{2}\right)}$ where $\tilde{w} \asymp 0$ and computations analogous to those performed previously yield

$$
\begin{equation*}
E_{t, n}(w)=E_{\delta^{\left(\frac{n-1}{2}\right)}{ }_{t, n-1}}(\tilde{w})-E\left(\left.E_{\delta^{\left(\frac{n-1}{2}\right)}{ }_{t, n-1}}(\tilde{w}) \right\rvert\, F_{\gamma^{-1} t, n-1}\right) \tag{3.22}
\end{equation*}
$$

where in this case we use the fact that

$$
\mathcal{Y}_{\gamma^{-1} t, n-2}=\mathcal{Y}_{\gamma^{-1} \delta^{\left(\frac{n-1}{2}\right)}{ }_{t, n-2}}
$$

For example for $n=5$ these both equal

$$
\left\{Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}, Y_{\gamma^{-3} t}, Y_{\gamma^{-4} t}, Y_{\delta \gamma^{-1} t}, Y_{\delta \gamma^{-2} t}\right\}
$$

We have now identified six formulas-(3.13), (3.15), (3.16), (3.20), (3.21), and (3.22)-for the order-by-order recursive computation of the forward and backward prediction errors. Of course we must still address the issue of computing the projections defined in these formulas. As we make explicit in the next subsection the richness of the group of isometries and the constraints of isotropy provide the basis for
a significant simplification of these projections by showing that we need only compute projections onto the local averages or barycenters of the prediction errors. Moreover, scalar recursions for these barycenters provide us both with a straightforward method for calculating the sequence of reflection coefficients and with a generalization of the Schur recursions.

Finally, as mentioned previously $E_{t, n}$ is not, in general, an isotropic process unless $Y_{t}$ is $\operatorname{AR}(\mathrm{p})$ and $n \geq p$, in which case it is white noise. To illustrate this, consider the computations of $E\left[E_{t, 1} E_{\delta t, 1}\right]$ and $E\left[E_{t, 1} E_{\gamma^{-2} t, 1}\right]$ which should be equal if $E_{t, 1}$ is isotropic. From (3.18), (3.19) we find that

$$
E\left[E_{t, 1} E_{\delta t, 1}\right]=r_{2}-\frac{r_{1}^{2}}{r_{0}}
$$

while

$$
E\left[E_{t, 1} E_{\gamma^{-2} t, 1}\right]=r_{2}-\frac{r_{1}^{2}}{r_{0}}+\frac{r_{1}\left(r_{1} r_{2}-r_{0} r_{3}\right)}{r_{0}^{2}}
$$

In general these expressions are not equal so that $E_{t, 1}$ is not isotropic. However, from the calculations in Appendix A we see that these expressions are equal and indeed $E_{t, 1}$ is white noise if $Y_{t}$ is $\mathrm{AR}(1)$. A stronger result that we state without proof is that $E_{t, n}$, suitably normalized, is isotropic for all $n \geq p$ if and only if $Y_{t}$ is $\operatorname{AR}(\mathrm{p})$.

### 3.3 Projections onto $\mathcal{E}$ and $\mathcal{F}$ and their Barycenters

Let us define the average values of the components of the prediction errors:

$$
\begin{align*}
& e_{t, n}=2^{-\left[\frac{n-1}{2}\right]} \sum_{|w|<n, w \asymp 0} E_{t, n}(w)  \tag{3.23}\\
& f_{t, n}=2^{-\left[\frac{n}{2}\right]} \sum_{|w|=n, w \preceq 0} F_{t, n}(w) \tag{3.24}
\end{align*}
$$

The following result is critical
Lemma 3.1 The six collections of projections necessary for the order recursive computation of the prediction errors for all required words $w$ and $\tilde{w}$ can be reduced to a total of four projections onto the barycenters of the prediction error vectors. In particular,

For $n$ even: For any word $w^{\prime}$ such that $\left|w^{\prime}\right|=n-1$ and for any word $w^{\prime \prime}$ such that $\left|w^{\prime \prime}\right|<n$ and $w^{\prime \prime} \asymp 0$, we have that

$$
\begin{align*}
& E\left(F_{\gamma^{-1} t, n-1}\left(w^{\prime}\right) \mid E_{t, n-1}\right)=E\left(E_{\delta^{\left(\frac{n}{2}\right)}}^{t, n-1}\right.  \tag{3.25}\\
&\left.\left.=E\left(w_{\gamma^{-1} t, n-1}\right) \mid w_{0}\right) \mid e_{t, n-n-1}\right)  \tag{3.26}\\
&=E\left(E_{\delta^{\left(\frac{n}{2}\right)}}^{t, n-1}\right.  \tag{3.27}\\
&\left.(0) \mid e_{t, n-1}\right)
\end{align*}
$$

(refer to (3.13),(3.15)) where $w_{0}$ is any of the $w^{\prime}$. Also for any $w$ such that $|w|<n$ and $w \asymp 0$, we have that

$$
\begin{equation*}
E\left(E_{t, n-1}(w) \mid F_{\gamma^{-1} t, n-1}\right)=E\left(E_{t, n-1}(0) \mid f_{\gamma^{-1} t, n-1}\right) \tag{3.28}
\end{equation*}
$$

(refer to (3.16)).
For $n$ odd: For any $w^{\prime}$ and $w^{\prime \prime}$ satisfying the constraints $|\cdot|<n$ and $\cdot \asymp 0$ we have that

$$
\begin{align*}
E\left(E_{t, n-1}\left(w^{\prime}\right) \mid F_{\gamma^{-1} t, n-1}\right) & =E\left(\left.E_{\delta^{\left(\frac{n-1}{2}\right)} t, n-1}\left(w^{\prime \prime}\right) \right\rvert\, F_{\gamma^{-1} t, n-1}\right)  \tag{3.29}\\
& =E\left(E_{t, n-1}(0) \mid f_{\gamma^{-1} t, n-1}\right) \tag{3.30}
\end{align*}
$$

(refer to (3.21),(3.22)). In addition for any $\tilde{w} \preceq 0$ such that $|\tilde{w}|=n-1$

$$
\begin{equation*}
E\left(F_{\gamma^{-1} t, n-1}(\tilde{w}) \mid E_{t, n-1}, E_{\delta^{\left(\frac{n-1}{2}\right)_{t, n-1}}}\right)=E\left(F_{\gamma^{-1} t, n-1}\left(w_{0}\right) \left\lvert\, \frac{1}{2}\left(e_{t, n-1}+e_{\delta^{\left.\frac{n-1}{2}\right)_{t, n-1}}}\right)\right.\right) \tag{3.31}
\end{equation*}
$$

(refer to (3.20)) where $w_{0}$ is any of the $\tilde{w}$.
These results rely heavily on the structure of the dyadic tree, the isometry extension lemma, and the isotropy of $Y$. As an illustration consider the cases $n=4$ and 5 illustrated in Figures 3.5 and 3.6. Consider $n=4$ first. Note that the distance relationships of each of the elements of $F_{\gamma^{-1} t, 3}$ and of $E_{\delta(2) t, 3}$ to $E_{t, 3}$ are the same. Furthermore all three of these vectors contain errors in estimates based on $\mathcal{Y}_{\gamma^{-1} t, 2}$. Hence because of this symmetry and the isotropy of $Y$, the projections of any of the elements of $F_{\gamma^{-1} t, 3}$ or $E_{\delta^{(2)} t, 3}$ onto $E_{t, 3}$ must be the same, as stated in (3.25). Furthermore, the two elements of $E_{t, 3}$ have identical geometric relationship with respect
to the elements of the other two error vectors. Hence the projections onto $E_{t, 3}$ must weight its two elements equally, i.e. the projection must depend only on the average of the two, $e_{t, 3}$, as stated in (3.26), (3.27). Similarly, the two elements of $F_{\gamma^{-1} t, 3}$ have identical geometric relations to each of the elements of $E_{t, 3}$, so that (3.28) must hold. Similar geometric arguments apply to Figure 3.6 and (3.29)-(3.31) evaluated at $n=5$. Perhaps the only one deserving comment is (3.31). Note, however, in this case that each of the elements of $F_{\gamma^{-1} t, 4}$ has the same geometric relationship to all of the elements of $E_{t, 4}$ and $E_{\delta(2) t, 4}$ and therefore the projection onto the combined span of these elements must weight the elements of $E_{t, 4}$ and $E_{\delta^{(2)} t, 4}$ equally and thus is a function of $\left(e_{t, n-1}+e_{\delta\left(\frac{n-1}{2}\right)_{t, n-1}}\right) / 2$.

Proof of Lemma 3.1: As we have just illustrated the ideas behind each of the statements in the lemma are the same and thus we will focus explicitly only on the demonstration of (3.26). The other formulas are then obtained by analogous arguments.

The demonstration of (3.26) depends on the following three lemmas which are proved in Appendix C by exploiting symmetry and the isometry extension lemma.

Lemma 3.2 The expectation

$$
\begin{equation*}
G_{t, n}=E\left(F_{\gamma^{-1} t, n-1}(w) \mid E_{t, n-1}\right) \tag{3.32}
\end{equation*}
$$

for $n$ even is the same for all $|w|=n-1, w \preceq 0$.
Lemma 3.3 The expectation

$$
\begin{equation*}
H_{t, n}=E\left(F_{\gamma^{-1} t, n-1}(w) E_{t, n-1}\left(w^{\prime}\right)\right) \tag{3.33}
\end{equation*}
$$

is the same for all $|w|=n-1, w \preceq 0$ and all $\left|w^{\prime}\right|<n$ and $w^{\prime} \asymp 0$.
Lemma 3.4 The covariance $\sum_{E, n}$ of $E_{t, n}$ has the following structure. Let $\sum\left(\alpha_{0}, \ldots, \alpha_{d}\right)$ denote a $2^{d} \times 2^{d}$ covariance matrix, depending upon scalars $\alpha_{0}, \ldots, \alpha_{d}$ and with the following recursively-defined structure:

$$
\begin{equation*}
\sum\left(\alpha_{0}\right)=\alpha_{0} \tag{3.34}
\end{equation*}
$$

$$
\Sigma\left(\alpha_{0}, \cdots, \alpha_{d}\right)=\left[\begin{array}{cc}
\Sigma\left(\alpha_{0}, \cdots, \alpha_{d-1}\right) & \alpha_{d} \cup_{d-1}  \tag{3.35}\\
\alpha_{d} \cup_{d-1} & \Sigma\left(\alpha_{0}, \cdots, \alpha_{d-1}\right)
\end{array}\right]
$$

where $U_{d e}$ is a $2^{d} \times 2^{d}$ matrix all of whose values are 1 (i.e. $U_{d}=1_{d} 1_{d}^{T}$ where $1_{d}$ is a $2^{d}$-dimensional vector of 1 's). Then there exist numbers $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\left[\frac{n-1}{2}\right]}$ so that

$$
\begin{equation*}
\Sigma_{E, n}=\Sigma\left(\alpha_{0}, \cdots, \alpha_{\left[\frac{n-1}{2}\right]}\right) \tag{3.36}
\end{equation*}
$$

From Lemma 3.2 we see that we need only show that $G_{t, n}$ depends only on $e_{t, n-1}$. However, from Lemma 3.4 it is a simple calculation to verify that $1_{\left[\frac{n-1}{2}\right]}$ is an eigenvector of $\Sigma_{E, n}$. Then, consider any $X \in \mathcal{E}_{t, n-1}$ of the form

$$
\begin{equation*}
X=\sum_{\substack{\mid w^{\prime} \ll n \\ w^{\prime} \asymp 0}} \lambda_{w^{\prime}} E_{t, n-1}\left(w^{\prime}\right) \tag{3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{\substack{w^{\prime},<n \\ w^{\prime}<0}} \lambda_{w^{\prime}}=0 \tag{3.38}
\end{equation*}
$$

Then, since $e_{t, n-1}$ is also as in (3.37) but with all $\lambda_{w}$ equal, we have that

$$
\begin{equation*}
2^{\left[\frac{n-1}{2}\right]} E\left(X e_{t, n-1}\right)=\left(\lambda_{w_{1}^{\prime}}, \cdots, \lambda_{w^{\prime}}{ }^{\left.\prime \frac{n-1}{2}\right]}\right) \Sigma_{E, n} 1=0 \tag{3.39}
\end{equation*}
$$

Thus we have an orthogonal decomposition of $\mathcal{E}_{t, n-1}$ into the space spanned by $X$ as in (3.37), (3.38) and the one-dimensional subspace spanned by $e_{t, n-1}$. However, thanks to Lemma 3.3 , for any $X$ satisfying (3.37), (3.38)

$$
\begin{equation*}
E\left[F_{\gamma^{-1} t, n-1}(w) X\right]=\left(\sum_{w^{\prime}} \lambda_{w^{\prime}}\right) H_{t, n}=0 \tag{3.40}
\end{equation*}
$$

Thus the projection (3.32) is equal to the projection onto $e_{t, n-1}$, proving our result.
Remark: Lemma 3.4 allows us to say a great deal about the structure of $\Sigma_{E, n}$. In particular it is straightforward to verify that the eigenvectors of $\Sigma_{E, n}$ are the discrete

Haar basis. For example in dimension 8 the eigenvectors are the columns of the matrix

$$
\left[\begin{array}{rrrrrrrr}
\frac{1}{\sqrt{2}} & 0 & 0 & 0 & \frac{1}{2} & 0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}}  \tag{3.41}\\
-\frac{1}{\sqrt{2}} & 0 & 0 & 0 & \frac{1}{2} & 0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{2} & 0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & -\frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{2} & 0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{2} & -\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{2} & -\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{2} & -\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{2} & -\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}}
\end{array}\right]
$$

Also, as shown in Section 4.2 and in Appendix D, the structure of $\Sigma_{E, n}$ allows us to develop an extremely efficient procedure for calculating $\Sigma_{E, n}^{-1 / 2}$. Indeed this procedure involves a set of scalar computations and a recursive construction similar to the iterative construction of $\Sigma\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{d}\right)$, with a total complexity of $O(l \log l)$, where $l=\left[\frac{n-1}{2}\right]$.

### 3.4 Scalar Recursions for the Barycenters

An immediate consequence of Lemma 3.1, and the definitions of the barycenters, and the computations in Section 3.2 is the following recursions for the barycenters themselves:

For $n$ even:

$$
\left.\begin{array}{rl}
e_{t, n} & =e_{t, n-1}-E\left(e_{t, n-1} \mid f_{\gamma^{-1} t, n-1}\right) \\
f_{t, n} & =\frac{1}{2}\left(f_{\gamma^{-1} t, n-1}+e_{\delta^{\left(\frac{n}{2}\right)}}^{t, n-1}\right.  \tag{3.43}\\
\end{array}\right)-\frac{1}{2} E\left(\left.f_{\gamma^{-1} t, n-1}+e_{\delta^{\left(\frac{n}{2}\right)} t, n-1} \right\rvert\, e_{t, n-1}\right) ~ l
$$

For $n$ odd, $n>1$ :

$$
\begin{align*}
& e_{t, n}=\frac{1}{2}\left(e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)} t, n-1}\right)-\frac{1}{2} E\left(\left.e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)} t, n-1} \right\rvert\, f_{\gamma^{-1} t, n-1}\right)  \tag{3.44}\\
& f_{t, n}=f_{\gamma^{-1} t, n-1}-E\left(f_{\gamma^{-1} t, n-1} \left\lvert\, \frac{1}{2}\left(e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)} t_{t, n-1}}\right)\right.\right) \tag{3.45}
\end{align*}
$$

while for $n=1$,

$$
\begin{equation*}
f_{t, 1}=F_{t, 1} \quad e_{t, 1}=E_{t, 1} \tag{3.46}
\end{equation*}
$$

and thus (3.17)-(3.19) provide the necessary formulas.
It remains now to compute explicitly the projections indicated in (3.42)-(3.45). As the following result states, we only need compute one number, $k_{n}$, at each stage of the recursion, where $k_{n}$ is the correlation coefficient between a variable being estimated and the variable on which the estimate is based. We've already seen this for $n=1$ in (3.17)-(3.19), which yields also the first of the sequence $k_{n}$ which we refer to as the reflection coefficient sequence.

Lemma 3.5 For $n$ even:

$$
\left.\begin{array}{rl}
e_{t, n} & =e_{t, n-1}-k_{n} f_{\gamma^{-1} t, n-1} \\
f_{t, n} & =\frac{1}{2}\left(f_{\gamma^{-1} t, n-1}+e_{\delta^{\left(\frac{n}{2}\right)}}^{t, n-1}\right.  \tag{3.48}\\
)
\end{array}\right)-k_{n} e_{t, n-1}, ~ l
$$

where

$$
\begin{align*}
k_{n} & =\operatorname{cor}\left(e_{t, n-1}, f_{\gamma^{-1} t, n-1}\right) \\
& =\operatorname{cor}\left(e_{\delta^{\left(\frac{n}{2}\right)}}^{t, n-1}\right. \\
& =\operatorname{cor}\left(e_{\delta^{\left(\frac{n}{2}\right)_{t, n-1}}}\right)  \tag{3.49}\\
& \left.f_{\gamma^{-1} t, n-1}\right)
\end{align*}
$$

and $\operatorname{cor}(x, y)=E(x y) /\left[E\left(x^{2}\right) E\left(y^{2}\right)\right]^{1 / 2}$.
For $n$ odd:

$$
\left.\begin{array}{rl}
e_{t, n} & =\frac{1}{2}\left(e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)_{t, n-1}}}\right)-k_{n} f_{\gamma^{-1} t, n-1} \\
f_{t, n} & =f_{\gamma^{-1} t, n-1}-\frac{1}{2} k_{n}\left(e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}\right.  \tag{3.51}\\
\end{array}\right)
$$

where

$$
\begin{equation*}
k_{n}=\operatorname{cor}\left(\frac{1}{2}\left(e_{t, n-1}+e_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}{ }\right), f_{\gamma^{-1} t, n-1}\right) \tag{3.52}
\end{equation*}
$$

Keys to proving this result are the following two lemmas, the first of which is proven in Appendix C and the second of which can be proven in an analogous manner:

Lemma 3.6 For $n$ odd:

$$
\begin{equation*}
E\left(e_{\delta^{\left(\frac{n+1}{2}\right)_{t, n}}}^{2}\right)=E\left(e_{t, n}^{2}\right)=E\left(f_{\gamma^{-1} t, n}^{2}\right) \triangleq \sigma_{n}^{2} \tag{3.53}
\end{equation*}
$$

Lemma 3.7 For $n$ even $\frac{1}{2}\left(e_{t, n}+e_{\delta^{\left(\frac{n}{2}\right)} t_{t, n}}\right)$ and $f_{\gamma^{-1} t, n}$ have the same variance.
Proof of Lemma 3.5 We begin with the case of $n$ even. Since $n-1$ is odd, Lemma 3.6 yields

$$
\begin{equation*}
E\left(e_{t, n-1}^{2}\right)=E\left(e_{\delta^{\left(\frac{n}{2}\right)}}^{2}, t, n-1\right)=E\left(f_{\gamma^{-1} t, n-1}^{2}\right) \triangleq \sigma_{n-1}^{2} \tag{3.54}
\end{equation*}
$$

From (3.42)-(3.43) we than see that (3.47)-(3.49) are correct if

$$
\left.\begin{array}{rl}
E\left[e_{t, n-1} f_{\gamma^{-1} t, n-1}\right] & =E\left[e_{\delta\left(\frac{n}{2}\right)_{t, n-1}} e_{t, n-1}\right] \\
& =E\left[e_{\delta\left(\frac{n}{2}\right)_{t, n-1}} f_{\gamma-1}{ }^{1} t, n-1\right. \tag{3.55}
\end{array}\right] \triangleq g_{n-1}
$$

so that

$$
\begin{equation*}
k_{n}=\frac{g_{n-1}}{\sigma_{n-1}^{2}} \tag{3.56}
\end{equation*}
$$

However, the first equality in (3.55) follows directly from Lemma 3.1 while the second equality results from the first with $t$ replaced by $\delta^{\left(\frac{n}{2}\right)} t$ and the fact that

$$
\begin{equation*}
\mathcal{F}_{\gamma^{-1} t, n-1}=\mathcal{F}_{\gamma^{-1} \delta\left(\frac{n}{2}\right) t, n-1} \tag{3.57}
\end{equation*}
$$

For $n$ odd the result directly follows from Lemma 3.7 and (3.44),(3.45).
Corollary: The variances of the barycenters satisfy the following recursions. For $n$ even

$$
\begin{align*}
\sigma_{e, n}^{2} & =E\left(e_{t, n}^{2}\right)=\left(1-k_{n}^{2}\right) \sigma_{n-1}^{2}  \tag{3.58}\\
\sigma_{f, n}^{2} & =E\left(f_{t, n}^{2}\right)=\left(\frac{1+k_{n}}{2}-k_{n}^{2}\right) \sigma_{n-1}^{2} \tag{3.59}
\end{align*}
$$

where $k_{n}$ must satisfy

$$
\begin{equation*}
-\frac{1}{2}<k_{n}<1 \tag{3.60}
\end{equation*}
$$

For $n$ odd

$$
\begin{equation*}
\sigma_{e, n}^{2}=\sigma_{f, n}^{2}=\sigma_{n}^{2}=\left(1-k_{n}^{2}\right) \sigma_{f, n-1}^{2} \tag{3.61}
\end{equation*}
$$

where

$$
\begin{equation*}
-1<k_{n}<1 \tag{3.62}
\end{equation*}
$$

Proof: Equation (3.58) follows directly from (3.47) and (3.49) and the standard formulas for the estimation variance. Equation (3.59) follows in a similar way from (3.48) and (3.49) where the only slightly more complex feature is the use of (3.49) to evaluate the mean-squared value of the term in parentheses in (3.48). Equation (3.61) follows in a similar way from (3.50)-(3.52) and Lemma 3.7. The constraints (3.60) and (3.62) are immediate consequences of the nonnegativity of the various variances.

As we had indicated previously, the constraint of isotropy represents a significantly more severe constraint on the covariance sequence $r_{n}$. It is interesting to note that these additional constraints manifest themselves in the simple modification (3.60) of the constraint on $k_{n}$ for $n$ even over the form (3.62) that one also finds in the corresponding theory for time series. Also, as in the case of time series the satisfaction of (3.60) or (3.62) with equality corresponds to the class of deterministic or singular processes for which perfect prediction is possible. We will have more to say about these and related observations in Section 5.

### 3.5 Schur Recursions and Computation of the Reflection Coefficients

We now need to address the question of the explicit computation of the reflection coefficients. The key to this result is the following

Lemma 3.8 For $n$ even:

$$
\begin{align*}
E\left[e_{t, n-1} f_{\gamma^{-1} t, n-1}\right] & =E\left[Y_{t} f_{\gamma^{-1} t, n-1}\right] \\
& =E\left[Y_{t} e_{\delta^{\left(\frac{n}{2}\right)} t_{t, n-1}}\right]  \tag{3.63}\\
\sigma_{n-1}^{2}=E\left[e_{t, n-1}^{2}\right] & =E\left[Y_{t} e_{t, n-1}\right] \tag{3.64}
\end{align*}
$$

For n odd

$$
\begin{align*}
E\left(e_{t, n-1} f_{\gamma^{-1} t, n-1}\right) & =E\left(e_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}\right. \\
& \left.f_{\gamma^{-1} t, n-1}\right)  \tag{3.65}\\
E\left[f_{\gamma^{-1} t, n-1}^{2} f_{\gamma^{-1} t, n-1}\right] & =E\left[\frac{1}{4}\left(e_{t, n-1}+e_{\left.\delta^{\left(\frac{n-1}{2}\right)}\right)_{t, n-1}}\right)^{2}\right] \\
& =\frac{1}{2}\left[E\left(Y_{t} e_{t, n-1}\right)+E\left(Y_{t} e_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}\right.\right.  \tag{3.66}\\
& )]
\end{align*}
$$

Proof: This result is essentially a consequence of other results we have derived previously. For example, for $n$ even, since $f_{\gamma^{-1} t, n-1}$ is orthogonal to $\mathcal{Y}_{\gamma^{-1} t, n-2}$, we have that for $|w|<n, w \asymp 0$

$$
\begin{align*}
E\left[Y_{t} f_{\gamma^{-1} t, n-1}\right] & =E\left[E_{t, n-1}(0) f_{\gamma^{-1} t, n-1}\right] \\
& =E\left[E_{t, n-1}(w) f_{\gamma^{-1} t, n-1}\right] \tag{3.67}
\end{align*}
$$

where the second equality follows from Lemma 3.2. Summing over $|w|<n$ and $w \asymp 0$ and using (3.23) then yields the first equality in (3.63). The second follows in a similar fashion (see also (3.25)). Similarly, since $e_{t, n-1}$ is also orthogonal to $\mathcal{Y}_{\gamma^{-1} t, n-2}$, we have that

$$
\begin{equation*}
E\left[Y_{t} e_{t, n-1}\right]=E\left[E_{t, n-1}(0) e_{t, n-1}\right]=E\left[E_{t, n}(w) e_{t, n-1}\right] \tag{3.68}
\end{equation*}
$$

The last equality here follows from the structure of $\Sigma_{E, n-1}$

$$
\begin{align*}
E\left[E_{t, n-1}(w) e_{t, n-1}\right] & =[0, \ldots, 1,0 \cdots 0] \Sigma_{E, n-1}\left[\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right] \\
& =\text { eigenvalue associated with }[1, \ldots, 1]^{T} \tag{3.69}
\end{align*}
$$

(here the single 1 in the row vector in (3.69) is in the $w$ th position.) Summing over $w$ and using (3.23) yields (3.64). Equations (3.65) and (3.66) follow in an analogous manner.

It is now possible to write the desired recursions for $k_{n}$. Specifically if we multiply (3.47), (3.48), (3.50), (3.51) by $Y_{t}$ and take expectations we obtain recursions for the quantities needed in the right-hand sides of (3.63)-(3.66). Furthermore, from (3.49) and (3.52) we see that $k_{n}$ is directly computable from the left-hand sides of (3.63)(3.66). In order to put the recursions in the most compact and revealing form it is useful to use formal power series. Specifically for $n \geq 0$ define $P_{n}$ and $Q_{n}$ as:

$$
\begin{align*}
& P_{n} \triangleq \operatorname{cov}\left(Y_{t}, e_{t, n}\right) \triangleq \sum_{w \preceq 0} E\left(Y_{t} e_{w t, n}\right) \cdot w  \tag{3.70}\\
& Q_{n} \triangleq \operatorname{cov}\left(Y_{t}, f_{t, n}\right) \triangleq \sum_{w \preceq 0} E\left(Y_{t} f_{w t, n}\right) \cdot w \tag{3.71}
\end{align*}
$$

where we begin with $P_{0}$ and $Q_{0}$ specified in terms of the correlation function $r_{n}$ of $Y_{t}$ :

$$
\begin{equation*}
P_{0}=Q_{0}=\sum_{w \preceq 0} r_{|w|} \cdot w \tag{3.72}
\end{equation*}
$$

Recalling the definitions (2.24), (2.25) of $\gamma S$ and $\delta^{(k)} S$ for $S$ a formal power series and letting $S(0)$ denote the coefficient of $w=0$, we have the following generalization of the Schur recursions :
Proposition: The following formal power series recursions yield the sequence of reflection coefficients.

For $n$ even

$$
\begin{align*}
P_{n} & =P_{n-1}-k_{n} \gamma Q_{n-1}  \tag{3.73}\\
Q_{n} & =\frac{1}{2}\left(\gamma Q_{n-1}+\delta^{\left(\frac{n}{2}\right)} P_{n-1}\right)-k_{n} P_{n-1} \tag{3.74}
\end{align*}
$$

where

$$
\begin{equation*}
k_{n}=\frac{\gamma Q_{n-1}(0)+\delta^{\left(\frac{n}{2}\right)} P_{n-1}(0)}{2 P_{n-1}(0)} \tag{3.75}
\end{equation*}
$$

For $n$ odd

$$
\begin{align*}
& P_{n}=\frac{1}{2}\left(P_{n-1}+\delta^{\left(\frac{n-1}{2}\right)} P_{n-1}\right)-k_{n} \gamma Q_{n-1}  \tag{3.76}\\
& Q_{n}=\gamma Q_{n-1}-k_{n} \frac{1}{2}\left(P_{n-1}+\delta^{\left(\frac{n-1}{2}\right)} P_{n-1}\right) \tag{3.77}
\end{align*}
$$

where

$$
\begin{equation*}
k_{n}=\frac{2 \gamma Q_{n-1}(0)}{P_{n-1}(0)+\delta^{\left(\frac{1-1}{2}\right)} P_{n-1}(0)} \tag{3.78}
\end{equation*}
$$

Note that for $n=1,(3.76)-(3.77)$ do agree with (3.17)-(3.19) since $P_{0}=\delta^{(0)} P_{0}$, $\gamma Q_{0}(0)=r_{1}$ and $P_{0}(0)=r_{0}$.

## 4 Vector Levinson Recursions and Modeling and Whitening Filters

In this section we return to the vector prediction errors $E_{t, n}, F_{t, n}$ in order to develop whitening and modeling filters for $Y_{t}$. As we will see, in order to produce true whitening filters, it will be necessary to perform a further normalization of the innovations. However, the formulas for $E_{t, n}$ and $F_{t, n}$ are simpler and are sufficient for us to study the question of stability. Consequently we begin with them.

### 4.1 Filters Involving the Unnormalized Residuals

To begin, let us introduce a variation on notation used to describe the structure of $\Sigma_{E, n}$. In particular we let $1_{*}$ denote a unit vector all of whose components are the same:

$$
\begin{equation*}
1_{*}=\frac{1}{\sqrt{\operatorname{dim} 1}} 1 \tag{4.1}
\end{equation*}
$$

We also define the matrix

$$
\begin{equation*}
U_{*}=1_{*} 1_{*}^{T} \tag{4.2}
\end{equation*}
$$

which has a single nonzero eigenvalue of 1 . Equations (4.1), (4.2) define a family of vectors and matrices of different dimensions. The dimension used in any of the expressions to follow is that required for the expression to make sense. We also note the following identities:

$$
\begin{align*}
\cup_{*} U_{*} & =\cup_{*}  \tag{4.3}\\
f^{*} & =1_{*}^{T} F=\frac{1}{\sqrt{\operatorname{dim} F}} \sum_{w} F(w)  \tag{4.4}\\
1 f=1_{*} f^{*} & =\cup_{*} F \tag{4.5}
\end{align*}
$$

where $F=\{F(w)\}$ is a vector indexed by certain words $w$ ordered as we have described previously, where $f$ is its barycenter, and where $f^{*}$ is a normalized version of its barycenter.

The results of the preceding section lead directly to the following recursions for the prediction error vectors:

Theorem 4.1 The prediction error vectors $E_{t, n}$ and $F_{t, n}$ satisfy the following recursions, where the $k_{n}$ are the reflection coefficients for the process $Y_{t}$ :

## For $n$ even:

$$
\begin{align*}
E_{t, n} & =E_{t, n-1}-k_{n} \cup_{*} F_{\gamma^{-1} t, n-1}  \tag{4.6}\\
F_{t, n} & =\left[\begin{array}{c}
E_{\delta^{\left(\frac{n}{2}\right)}} \\
F_{\gamma^{-1} t, n-1} \\
\end{array}\right]-k_{n}\left[\begin{array}{c}
U_{*} \\
U_{*}
\end{array}\right] E_{t, n-1} \tag{4.7}
\end{align*}
$$

For $n$ odd, $n>1$ :

$$
\begin{align*}
& E_{t, n}=\left[\begin{array}{l}
E_{t, n-1} \\
E_{\delta^{\left(\frac{n-1}{2}\right)_{t, n-1}}}
\end{array}\right]-k_{n} \cup_{*} F_{\gamma^{-1} t, n-1}  \tag{4.8}\\
& F_{t, n}=F_{\gamma^{-1} t, n-1}-k_{n} \cup_{*}\left[\begin{array}{l}
E_{t, n-1} \\
E_{\delta^{\left(\frac{n-1}{2}\right)}{ }_{t, n-1}}
\end{array}\right] \tag{4.9}
\end{align*}
$$

while for $n=1$ we have the expressions (3.17)-(3.19).
Proof: As indicated previously, this result is a direct consequence of the analysis in Section 3. For example, from (3.16), Lemma 3.1 (3.28), and (4.5) we have the following chain of equalities for $n$ even:

$$
\begin{align*}
E_{t, n} & =E_{t, n-1}-E\left(E_{t, n-1} \mid F_{\gamma^{-1} t, n-1}\right) \\
& =E_{t, n-1}-\lambda 1 f_{\gamma^{-1} t, n-1} \\
& =E_{t, n-1}-\lambda \cup_{*} F_{\gamma^{-1} t, n-1} \tag{4.10}
\end{align*}
$$

where $\lambda$ is a constant to be determined. If we premultiply this equality by $\left(\operatorname{dim} E_{t, n-1}\right) 1^{T}$, we obtain the formula for the barycenter of $E_{t, n-1}$, and from (3.47) we see that $\lambda=k_{n}$. The other formulae are obtained in an analogous fashion.

The form of these whitening filters deserves some comment. Note first that the stages of the filter are of growing dimension, reflecting the growing dimension of the $E_{t, n}$ and $F_{t, n}$ as $n$ increases. Nevertheless each stage is characterized by a single
reflection coefficient. Thus, while the dimension of the innovations vector of order $n$ is on the order of $2^{\frac{n}{2}}$, only $n$ coefficients are needed to specify the whitening filter for its generation. This, of course, is a direct consequence of the constraint of isotropy and the richness of the group of isometies of the tree.

In Section 3.4 we obtained recursions (3.58), (3.59), (3.61) for the variances of the barycenters of the prediction vectors. Theorem 4.1 provides us with the recursions for the covariances and correlations for the entire prediction error vectors. We summarize these and other facts about these covariances in the following.

Corollary: Let $\Sigma_{E, n}, \Sigma_{F, n}$ denote the covariances $E_{t, n}$ and $F_{t, n}$, respectively. Then

1. For $n$ even
(a) The eigenvalue of $\Sigma_{E, n}$ associated with the eigenvector $[1, \ldots, 1]$ is

$$
\begin{equation*}
\mu_{E, n}=2^{\frac{n}{2}-1} \sigma_{e, n}^{2} \tag{4.11}
\end{equation*}
$$

where $\sigma_{e, n}^{2}$ is the variance of $e_{t, n}$.
(b) The eigenvalue of $\Sigma_{F, n}$ associated with the eigenvector $[1, \ldots, 1]$ is

$$
\begin{equation*}
\mu_{F, n}=2^{n} \sigma_{f, n}^{2} \tag{4.12}
\end{equation*}
$$

where $\sigma_{f, n}^{2}$ is the variance of $f_{t, n}$.
2. For $n$ odd,

$$
\begin{equation*}
\Sigma_{E, n}=\Sigma_{F, n}=\Sigma_{n} \tag{4.13}
\end{equation*}
$$

and the eigenvalue associated with the eigenvector $[1, \ldots, 1]$ is

$$
\begin{equation*}
\mu_{n}=\mu_{E, n}=\mu_{F, n}=2^{\left(\frac{n-1}{2}\right)} \sigma_{n}^{2} \tag{4.14}
\end{equation*}
$$

where $\sigma_{n}^{2}$ is the variance of both $e_{t, n}$ and $f_{t, n}$.
3. For $n$ even

$$
\Sigma_{n} \triangleq \Sigma_{F, n}=\operatorname{cov}\binom{E_{t, n}}{E_{\delta^{\frac{n}{2}} t, n}}=\left[\begin{array}{cc}
\Sigma_{E, n} & \lambda_{n} U  \tag{4.15}\\
\lambda_{n} U & \Sigma_{E, n}
\end{array}\right]
$$

where $U=11^{T}$, and

$$
\begin{align*}
\Sigma_{E, n} & =\Sigma_{n-1}-k_{n}^{2} \sigma_{n-1}^{2} U  \tag{4.16}\\
\lambda_{n} & =\left(k_{n}-k_{n}^{2}\right) \sigma_{n-1}^{2} \tag{4.17}
\end{align*}
$$

4. For $n$ odd, $n>1$

$$
\Sigma_{n}=\left[\begin{array}{cc}
\Sigma_{E, n-1} & \lambda_{n-1} U  \tag{4.18}\\
\lambda_{n-1} U & \Sigma_{E, n-1}
\end{array}\right]-k_{n}^{2} \sigma_{f, n-1}^{2} U
$$

5. For $n=1$

$$
\begin{equation*}
\Sigma_{1}=\left(1-k_{1}^{2}\right) r_{0} \tag{4.19}
\end{equation*}
$$

Proof: Equations (4.11), (4.12), and (4.14) follow directly from the definition of the barycenter. For example, for $n$ even

$$
\begin{equation*}
2^{\left(\frac{n}{2}\right)-1} e_{t, n}=1^{T} E_{t, n} \tag{4.20}
\end{equation*}
$$

from which (4.11) follows immediately. Equation (4.13) is a consequence of Lemma 3.1. To verify (4.15) let us first evaluate (4.6) at both $t$ and $\delta^{\left(\frac{n}{2}\right)} t$ :

$$
\begin{equation*}
\binom{E_{t, n}}{E_{\delta\left(\frac{n}{2}\right)_{t, n}}}=\binom{E_{t, n-1}}{E_{\delta\left(\frac{n}{2}\right)}^{t, n-1}}-k_{n}\binom{U_{*}}{U_{*}} F_{\gamma^{-1} t, n-1} \tag{4.21}
\end{equation*}
$$

The first equality in (4.15) is then a direct consequence of Lemma 3.1 (compare (4.7) and (4.21)). The form given in the right-most expression in (4.15) is also immediate: the equality of the diagonal blocks is due to isotropy, while the form of the off-diagonal blocks again follows from Lemma 3.1. The specific expression for $\Sigma_{E, n}$ in (4.16) follows directly from the second equality in (4.10), while (4.17) follows from (4.21) and the fact that

$$
\begin{equation*}
E\left[E_{t, n-1}(w) E_{t \delta} \delta_{\left(\frac{n}{2}\right)_{t, n-1}}\left(w^{\prime}\right)\right]=k_{n} \sigma_{n-1}^{2} \tag{4.22}
\end{equation*}
$$

which in turn follows from Lemma 3.1 and (3.49). Finally, (4.18) follows from (4.15) and (4.8), and (4.19) is immediate from (3.17)-(3.19).

Just as with time series, the whitening filter specification leads directly to a modeling filter for $Y_{t}$.

Corollary: The modeling filter for $Y_{t}$ is given by the following. For $n$ even

$$
\binom{E_{t, n-1}}{F_{t, n}}=\Sigma\left(k_{n}\right)\left(\begin{array}{l}
E_{t, n}  \tag{4.23}\\
E_{\delta^{\left(\frac{n}{2}\right)}}^{t, n} \\
F_{\gamma^{-1} t, n-1}
\end{array}\right)
$$

where

$$
\Sigma\left(k_{n}\right) \triangleq\left[\begin{array}{ccc}
I & 0 & k_{n} \cup_{*}  \tag{4.24}\\
-k_{n} \cup_{*} & I & \left(k_{n}-k_{n}^{2}\right) \cup_{*} \\
-k_{n} \cup_{*} & 0 & \left(I-k_{n}^{2} \cup_{*}\right)
\end{array}\right]
$$

For $n$ odd, $n>1$ :

$$
\left(\begin{array}{l}
E_{t, n-1}  \tag{4.25}\\
E_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1} \\
F_{t, n}
\end{array}\right)=\Sigma\left(k_{n}\right)\binom{E_{t, n}}{F_{\gamma^{-1} t, n-1}}
$$

where

$$
\Sigma\left(k_{n}\right) \triangleq\left[\begin{array}{cc}
I & k_{n} \cup_{*}  \tag{4.26}\\
-k_{n} \cup_{*} & \left(I-k_{n}^{2} \cup_{*}\right)
\end{array}\right]
$$

while for $n=1$ :

$$
\binom{E_{t, 0}}{F_{t, 1}}=\left(\begin{array}{cc}
1 & k_{1}  \tag{4.27}\\
-k_{1} & 1-k_{1}^{2}
\end{array}\right)\binom{E_{t, 1}}{F_{\gamma^{-1} t, 0}}
$$

These equations can be verified by solving (4.6)-(4.9) and (3.17)-(3.19) to obtain expressions for $E$ 's of order $n-1$ and $F$ 's of order $n$ in terms of $E$ 's of order $n$ and $F$ 's of order $n-1$. Thus, as in the case of lattice filters for time series we have a scattering layer-like structure for the generation of $Y_{t}=E_{t, 0}$.

Since $E_{t, N}$ consists of prediction errors for $Y_{w t},|w|<N, w \asymp 0$, the inputoutput map for the modeling filter is a map from the $2^{\left[\frac{N-1}{2}\right]}$-dimensional input $E_{t, N}$ to the $2^{\left[\frac{N-1}{2}\right]}$-dimensional vector of outputs $\left\{Y_{w t} \mid w<N, w \asymp 0\right\}$. Figure 4.1 provides a picture of the structure of this multivariable scattering system. Here $\Sigma\left(k_{1}\right)$
is the matrix on the right-hand side of (4.27), and for $n$ odd $\Sigma\left(k_{n}\right)$ is given by (4.26). For $n$ even $\hat{\Sigma}\left(k_{n}\right)$ is a modified version of $\Sigma\left(k_{n}\right)$ as it produces both $E_{t, n-1}$ and $E_{\delta\left(\frac{n}{2}\right)}^{t, n-1}, ~(e s s e n t i a l l y ~(4.21)$ with these two prediction vectors viewed as outputs and $\left.E_{t, n}, E_{\delta\left(\frac{n}{2}\right)}^{t, n}, ~ v i e w e d ~ a s ~ i n p u t s\right) . ~ A l s o ~ \hat{\Sigma}\left(k_{n}\right)$ has both $F_{\gamma^{-1} t, n-1}$ and $F_{\gamma^{-1} \delta^{\left(\frac{n}{2}\right)} t, n-1}$ as inputs. Note that the inputs to this block are not all linearly independent and thus there are a number of ways to write $\hat{\Sigma}\left(k_{n}\right)$ (essentially due to the fact that $F_{t, n}=F_{\delta^{\left(\frac{n}{2}\right)_{t, n}}}$. Ordering the inputs as $\left(E_{t, n}, E_{\left.\delta^{\left(\frac{n}{2}\right)}\right)_{t, n}}, F_{\gamma^{-1} t, n-1}, F_{\gamma^{-1} \delta^{\frac{n}{2}} t_{t, n-1}}\right)$ and the outputs as $\left(E_{t, n-1}, E_{\delta\left(\frac{n}{2}\right)}^{t, n-1}, ~ F_{t, n}\right)$ one choice is

$$
\hat{\Sigma}\left(k_{n}\right)=\left[\begin{array}{cccc}
I & 0 & k_{n} U_{*} & 0 \\
0 & I & 0 & k_{n} U_{*} \\
-k_{n} U_{*} & I & \left(k_{n}-k_{n}^{2}\right) U_{*} & 0 \\
-k_{n} U_{*} & 0 & I-k_{n}^{2} U_{*} & 0
\end{array}\right]
$$

where all the blocks are of dimension $2^{\left(\frac{n}{2}\right)-1}$ (note that this form emphasizes the redundancy in the input: given $E_{t, n}, E_{\delta\left(\frac{n}{2}\right)}^{t, n}, F_{\gamma^{-1} t, n-1}$, all we need is $\left.f_{\gamma^{-1} \delta^{\left(\frac{n}{2}\right)} t, n-1}\right)$.

Finally, based on this corollary we can now state the following stability result:
Theorem 4.2 The conditions

$$
\begin{array}{ccc}
-1<k_{n}<1 & n \text { odd } & 1 \leq n \leq N \\
-\frac{1}{2}<k_{2 n}<1 & n \text { even } & 1 \leq n \leq N \tag{4.29}
\end{array}
$$

are necessary and sufficient for the Nth-order modeling filter specified by reflection coefficients $\left\{k_{n} \mid 1 \leq n \leq N\right\}$ to be stable, so that a bounded input $E_{t, N}$ yields a bounded output $Y_{t}=E_{t, 0}$.

Proof: This is a variation on the proof of stabilty for systems described by cascades of scattering sections, complicated here by the growing dimensionality of the $E$ 's and $F$ 's. Let us consider in detail the scattering diagram illustrated in Figure 4.1. Thanks to the fact that the forward transmission matrices are identity matrices and the common eigenstructure of all matrices involved, a necessary and sufficient condition for stability is that all reflection coefficient matrices have eigenvalues of magnitude less
than 1 and all reverse transmission matrices have eigenvalues with magnitudes less than or equal to 1 . For $n$ odd, the transmission matrices $I$ and $I-k_{n}^{2} U_{*}$ have eigenvalues of 1 and $1-k_{n}^{2}$, while the reflection matrices $\pm k_{n} U_{*}$, have nonzero eigenvalues of $\pm k_{n}$. From these we can deduce (4.28). For $n$ even, the eigenvalues of

$$
\left(\begin{array}{cc}
k_{n} U_{*} & 0 \\
0 & k_{n} U_{*}
\end{array}\right)
$$

are $k_{n}$ and 0 , yielding the constraint $\left|k_{n}\right|<1$. However the tighter constraint comes from the other reflection coefficient matrix:

$$
\left(\begin{array}{ll}
k_{n} U_{*} & I \\
k_{n} U_{*} & 0
\end{array}\right)
$$

The two nonzero eigenvalues of this matrix are the roots of the equation

$$
\lambda^{2}+k_{n} \lambda+k_{n}=0
$$

It is easily checked that these roots have magnitude less than one if and only if (4.29) is satisfied. Similarly the transmission matrix

$$
\left[\begin{array}{cc}
\left(k_{n}-k_{n}^{2}\right) U_{*} & 0 \\
I-k_{n} U_{*} & 0
\end{array}\right]
$$

has nonzero eigenvalue ( $k_{n}-k_{n}^{2}$ ), which is between $\pm 1$ for $k_{n}$ satisfying (4.29), completing the proof.

### 4.2 Levinson Recursions for the Normalized Residuals

The prediction errors $E_{t, n}$ and $F_{t, n}$ do not quite define isotropic processes. In particular the components of these vectors representing prediction error vectors at a set of nodes are correlated. Furthermore for $n$ even we have seen that $E_{t, n}$ and $E_{\delta\left(\frac{n}{2}\right)_{t, n-1}}$ are correlated (see (4.15)). These observations provide the motivation for the normalized recursions developed in this section. In this development we use the superscript * to denote normalized versions of random vectors. Specifically $X^{*}=\Sigma_{x}^{-1 / 2} X$ where $\Sigma_{x}$ is the covariance of $X$ and $\Sigma_{x}^{1 / 2}$ is it symmetric, positive definite square root.

We now can state and prove the following:

Theorem 4.3 The following are the recursions for the normalized residuals.

## For $n$ even

$$
\begin{align*}
& \binom{E_{t, n}}{E_{\delta^{\left(\frac{n}{2}\right)} t, n}}^{*}=\Theta\left(k_{n}\right)\left[\binom{E_{t, n-1}^{*}}{E_{\delta^{\left(\frac{n}{2}\right)} t, n-1}^{*}}-k_{n}\binom{U_{*}}{U_{*}} F_{\gamma^{-1} t, n-1}^{*}\right]  \tag{4.30}\\
& F_{t, n}^{*}=\Theta\left(k_{n}\right)\left[\binom{E_{\delta}^{*}\left(\frac{n}{2}\right)_{t, n-1}}{F_{\gamma^{-1} t, n-1}^{*}}-k_{n}\binom{U_{*}}{U_{*}} E_{t, n-1}^{*}\right] \tag{4.31}
\end{align*}
$$

where $\Theta^{-1}\left(k_{n}\right)$ is the matrix square root satisfying

$$
\Theta^{-2}\left(k_{n}\right)=\left(\begin{array}{cc}
I-k_{n}^{2} \cup_{*} & \left(k_{n}-k_{n}^{2}\right) \cup_{*}  \tag{4.32}\\
\left(k_{n}-k_{n}^{2}\right) \cup_{*} & I-k_{n}^{2} \cup_{*}
\end{array}\right)
$$

For $n$ odd, $n>1$

$$
\begin{align*}
& E_{t, n}^{*}=\Theta\left(k_{n}\right)\left[\binom{E_{t, n-1}}{E_{\left.\delta^{\left(\frac{n-1}{2}\right)}\right)_{t, n-1}}}^{*}-k_{n} \cup_{*} F_{\gamma^{-1} t, n-1}^{*}\right]  \tag{4.33}\\
& F_{t, n}^{*}=\Theta\left(k_{n}\right)\left[F_{\gamma^{-1} t, n-1}^{*}-k_{n} \cup_{*}\binom{E_{t, n-1}}{E_{\delta^{\left(\frac{n-1}{2}\right)_{t, n-1}}}}^{*}\right] \tag{4.34}
\end{align*}
$$

where

$$
\begin{equation*}
\Theta^{-T}\left(k_{n}\right) \Theta^{-1}\left(k_{n}\right)=I-k_{n}^{2} \cup_{*} \tag{4.35}
\end{equation*}
$$

for $\boldsymbol{n}=1$

$$
\begin{align*}
E_{t, 1}^{*} & =\frac{1}{\sqrt{1-k_{1}^{2}}}\left(E_{t, 0}^{*}-k_{1} F_{\gamma^{-1} t, 0}^{*}\right)  \tag{4.36}\\
F_{t, 1}^{*} & =\frac{1}{\sqrt{1-k_{1}^{2}}}\left(F_{\gamma^{-1} t, 0}^{*}-k_{1} E_{t, 0}^{*}\right) \tag{4.37}
\end{align*}
$$

Remark: Note that for $n$ even we normalize $E_{t, n}$ and $E_{\delta\left(\frac{n}{2}\right), n}$ together as one vector, while for $n$ odd, $E_{t, n}$ is normalized individually. This is consistent with the nature of their statistics as described in (4.15)-(4.19) and with the fact that for $n$ even $\operatorname{dim} F_{t, n}=2 \operatorname{dim} E_{t, n}$, while for $n \operatorname{odd} \operatorname{dim} F_{t, n}=\operatorname{dim} E_{t, n}$.

Proof: This result is a relatively straightforward computation given (4.11)-(4.19). For $n$ even we begin with (4.7) and (4.21) and premultiply each by

$$
\operatorname{diag}\left(\Sigma_{n-1}^{-1 / 2}, \Sigma_{n-1}^{-1 / 2}\right)
$$

Since $1_{*}$ is an eigenvector of $\Sigma_{n-1}, \Sigma_{n-1}$ and therefore $\Sigma_{n-1}^{-1 / 2}$ commute with $U_{*}$. This immediately yields (4.30) and (4.31) where the matrix $\Theta\left(k_{n}\right)$ is simply the inverse of the sqauare root of the covariance of the term in brackets in (4.30) and in (4.31) (the equality of these covariances follows from (4.15)). Equation (4.32) then follows from (4.11) and (4.15). The case of $n$ odd involves an analogous set of steps, and the $n=1$ case is immediate.

The preceding result provides us with a recursive procedure for calculating $\Sigma_{n}^{-1 / 2}$ (see Appendix D for an alternate efficient procedure). For $n$ even we have

$$
\begin{equation*}
\Sigma_{n}^{-1 / 2}=\Theta\left(k_{n}\right) \operatorname{diag}\left(\Sigma_{n-1}^{-1 / 2}, \Sigma_{n-1}^{-1 / 2}\right) \tag{4.38}
\end{equation*}
$$

while for $n$ odd, $n>1$

$$
\begin{equation*}
\Sigma_{n}^{-1 / 2}=\Theta\left(k_{n}\right) \Sigma_{n-1}^{-1 / 2} \tag{4.39}
\end{equation*}
$$

and for $n=1$

$$
\begin{equation*}
\Sigma_{1}^{-1 / 2}=\left[\left(1-k_{1}^{2}\right) r_{0}\right]^{-1 / 2} \tag{4.40}
\end{equation*}
$$

The calculation of $\Theta\left(k_{n}\right)$ is also obtained in a straightforward way using the following two formulae. For any $k>-1$

$$
\begin{equation*}
\left(I+k \cup_{*}\right)^{-\frac{1}{2}}=I+\left(\frac{1}{\sqrt{1+k}}-1\right) \cup_{*} \tag{4.41}
\end{equation*}
$$

and for $S$ and $T$ symmetric

$$
\left(\begin{array}{cc}
S & T  \tag{4.42}\\
T & S
\end{array}\right)^{-1 / 2}=\frac{1}{2}\left(\begin{array}{ll}
X+Y & X-Y \\
X-Y & X+Y
\end{array}\right)
$$

where

$$
\begin{align*}
& X=(S+T)^{-1 / 2} \\
& Y=(S-T)^{-1 / 2} \tag{4.43}
\end{align*}
$$

Using (4.42), (4.43) we see from (4.32) that to calculate $\Theta\left(k_{n}\right)$ for $n$ even we must calculate

$$
\left(I+\left(k_{n}-2 k_{n}^{2}\right) \cup_{*}\right)^{-1 / 2}
$$

and

$$
\left(I-k_{n} \cup_{*}\right)^{-1 / 2}
$$

which can be done using (4.41) as long as $-1 / 2<k_{n}<1$. As mentioned previously and as discussed in Section $5, k_{n}=-1 / 2$ or 1 corresponds to the case of a singular process and perfect prediction. For $n$ odd, from (4.35) we see that we must calculate

$$
\left(I-k_{n}^{2} \bigcup_{*}\right)^{-1 / 2}
$$

which exists and can be calculated using (4.41) as long as $k_{n} \neq \pm 1$ i.e. as long as we are not dealing with a singular process for which perfect prediction is possible.

Now that we have a normalized form for the residual vectors, we can also describe the normalized version of the modeling filters which provde the basis for generating isotropic $Y_{t}$ 's specified by a finite number of reflection coefficients and driven by white noise

Theorem 4.4 For $n$ even we have

$$
\left.\left[\begin{array}{c}
E_{t, n-1}^{*}  \tag{4.44}\\
\\
F_{t, n}^{*}
\end{array}\right]=\Sigma\left(k_{n}\right)\left[\begin{array}{c}
E_{t, n} \\
E_{\delta^{\left(\frac{n}{2}\right)} t, n}
\end{array}\right)^{*}\right]
$$

where

$$
\Sigma\left(k_{n}\right) \triangleq\left(\begin{array}{ccc}
I+a\left(k_{n}\right) \cup_{*} & b\left(k_{n}\right) \cup_{*} & k_{n} \cup_{*}  \tag{4.45}\\
-\frac{k_{n}}{2} \cup_{*} & I+c\left(k_{n}\right) \cup_{*} & b\left(k_{n}\right) \cup_{*} \\
d\left(k_{n}\right) \cup_{*} & -\frac{k_{n}}{2} \cup_{*} & I+a\left(k_{n}\right) \cup_{*}
\end{array}\right)
$$

with

$$
\begin{equation*}
a(k)=\frac{\sqrt{1+2 k}+1}{2} \sqrt{1-k}-1 \tag{4.46}
\end{equation*}
$$

$$
\begin{align*}
& b(k)=\frac{\sqrt{1+2 k}-1}{2} \sqrt{1-k}  \tag{4.47}\\
& c(k)=\frac{\sqrt{1+2 k}-(1+k)}{2}  \tag{4.48}\\
& d(k)=-c(k)-k \tag{4.49}
\end{align*}
$$

The matrix $\Sigma\left(k_{n}\right)$ is referred to as the scattering matrix, and it satisfies

$$
\begin{equation*}
\Sigma\left(k_{n}\right) \Sigma^{T}\left(k_{n}\right)=I \tag{4.50}
\end{equation*}
$$

For $n$ odd, $n=1$

$$
\left.\left[\begin{array}{l}
E_{t, n-1}  \tag{4.51}\\
E_{\delta^{\left(\frac{n-1}{2}\right)}}^{t, n-1}
\end{array}\right)^{*}\right]=\Sigma\left(k_{n}\right)\left[\begin{array}{l}
E_{t, n}^{*} \\
F_{\gamma^{-1} t, n-1}^{*}
\end{array}\right]
$$

where the scattering matrix

$$
\Sigma\left(k_{n}\right) \triangleq\left(\begin{array}{cc}
\left(I-k_{n}^{2} \cup_{*}\right)^{1 / 2} & k_{n} \cup_{*}  \tag{4.52}\\
-k_{n} \cup_{*} & \left(I-k_{n}^{2} \cup_{*}\right)^{1 / 2}
\end{array}\right)
$$

satisfies

$$
\begin{equation*}
\Sigma\left(k_{n}\right) \Sigma^{T}\left(k_{n}\right)=I \tag{4.53}
\end{equation*}
$$

For $n=1$ :

$$
\begin{equation*}
\binom{E_{t, 0}^{*}}{F_{t, 1}^{*}}=\Sigma\left(k_{1}\right)\binom{E_{t, 1}^{*}}{F_{\gamma^{-1} t, 0}^{*}} \tag{4.54}
\end{equation*}
$$

and

$$
\Sigma\left(k_{1}\right)=\left(\begin{array}{cc}
\sqrt{1-k_{1}^{2}} & k_{1}  \tag{4.55}\\
-k_{1} & \sqrt{1-k_{1}^{2}}
\end{array}\right)
$$

also satisfies

$$
\begin{equation*}
\Sigma\left(k_{1}\right) \Sigma^{T}\left(k_{1}\right)=I \tag{4.56}
\end{equation*}
$$

Proof: We begin by solving (4.30) for $\left(E_{t, n-1}^{T} E_{\delta\left(\frac{n}{2}\right)}^{t, n-1}\right)^{* T}$ then by subsituting this into (4.31) we obtain

$$
\left.\left[\begin{array}{l}
E_{t, n-1}  \tag{4.57}\\
E_{\delta^{\left(\frac{n}{2}\right)_{t, n-1}}}
\end{array}\right)^{*}\right]=\hat{\Sigma}\left(k_{n}\right)\left[\begin{array}{l}
E_{t, n}^{*} \\
E_{t, n}^{*}
\end{array}\right]=\delta_{\delta^{\left(\frac{n}{2}\right)}}^{t, n}(1)
$$

where

$$
\hat{\Sigma}\left(k_{n}\right) \triangleq\left[\begin{array}{cc}
\Theta^{-1}\left(k_{n}\right) & k_{n}\binom{U_{*}}{U_{*}}  \tag{4.58}\\
\Theta\left(k_{n}\right)\left(\begin{array}{cc}
-k_{n} \cup_{*} & I \\
-k_{n} \cup_{*} & 0
\end{array}\right) \Theta^{-1}\left(k_{n}\right) & \Theta\left(k_{n}\right)\binom{\left(k_{n}-k_{n}^{2}\right) \cup_{*}}{I-k_{n}^{2} \cup_{*}}
\end{array}\right]
$$

To obtain the desired relation, we simply drop the calculation of $E_{\delta^{\left(\frac{n}{2}\right)_{t, n-1}}}^{*}$ from (4.57). To do this explicitly we consider $\hat{\Sigma}\left(k_{n}\right)$ as a matrix with three block-columns and four block-rows (one each for $E_{t, n-1}^{*}$ and $E_{\delta^{\left(\frac{n}{2}\right)} t, n-1}^{*}$ and two for $F_{t, n}^{*}$ ). Thus what we wish to do is to drop the second block-row. A careful calculation using the relations derived previously yields (4.45)-(4.49). That $\Sigma\left(k_{n}\right)$ satisfies (4.50) follows immediately from the fact that the vectors on both sides of (4.44) have identity covariances. The result for $n$ odd, $n>1$ is obtained in a similar fashion, and the case of $n=1$ is immediate.

## 5 Characterization of Autoregressive and Regular Processes

The analysis in the preceding sections allows us to deduce a number of properties of the class of autoregressive isotropic processes. The first result summarizes some immediate consequences which we state without proof:

Proposition 5.1 If $Y_{t}$ is an $A R(p)$ isotropic process, then

1. The reflection coefficents $k_{n}=0$ for $n \geq p+1$, and the forward and backward normalized prediction error vectors $E_{t, p}^{*}$ and $F_{t, p}^{*}$ are standard white noise processes (i.e. with unity covariance).
2. Let us write the formal power series $P_{p}$ defined in (3.70) as

$$
\begin{equation*}
P_{p}=\sum_{\substack{w \in \mathcal{L} \\ w \preceq 0}} p_{w} \cdot w \tag{5.1}
\end{equation*}
$$

If $p=0, p_{w}=0$ if $w \neq 0$. If $p=1, p_{w}=0$ unless $w=\gamma^{-k}$ for some $k \geq 0$. If $p \geq 2$, then $p_{w}=0$ for all words of the form $w=w_{\alpha, \beta} \delta \gamma^{-k}$ with

$$
\begin{equation*}
w_{\alpha, \beta} \in\{\alpha, \beta\}^{*} \quad \text { and } \quad\left|w_{\alpha, \beta}\right|>\left[\frac{p}{2}\right]-1 \tag{5.2}
\end{equation*}
$$

In other words, $P_{p}$ has its support in a cylinder of radius $\left[\frac{p}{2}\right]$ around the path $\left\{\gamma^{-k}\right\}$ toward $-\infty$. From this we also have that the modeling filter of an $A R(p)$ process has its support in the same cylinder of radius $\left[\frac{p}{2}\right]$ around $[t,-\infty)$. Conversely, any process such that the modeling filter has its support contained in the cylinder of radius $\left[\frac{p}{2}\right]$ is necessarily an $A R(p)$ process.

Figure 5.1 illustrates the cylinder for an $\mathrm{AR}(2)$ process. Note that (1) is a generalization of the result in Appendix A that stated that if an isotropic process has its support concentrated on $[t,-\infty)$ it is necessarily $\operatorname{AR}(1)$.

Our analysis to this point has shown how to construct a sequence of reflection coefficients $\left\{k_{n}\right\}$ from an isotropic covariance sequence $\left\{r_{n}\right\}$. Furthermore we have
seen that the $\left\{k_{n}\right\}$ 's have particular bounds and that if $\left\{r_{n}\right\}$ comes from an $\operatorname{AR}(\mathrm{p})$ process, only the first $p$ of the reflection coefficients are nonzero. The following result states that the converse holds, i.e. that any finite $k_{n}$ sequence satisfying the required constraints corresponds to a unique AR covariance sequence. This result substantiates our previous statement that the reflection coefficients provide a good parameterization of AR processes.

Theorem 5.1 Given a finite sequence of reflection coefficients $k_{n}, 1 \leq n \leq p$ such that

$$
\begin{cases}-\frac{1}{2}<k_{n}<1 & \text { for } n \text { even }  \tag{5.3}\\ -1<k_{n}<1 & \text { for } n \text { odd }\end{cases}
$$

there exists a unique isotropic covariance sequence which has as its reflection coefficient sequence the given $k_{n}$ followed by all zeroes.

The proof of this theorem rests on the following which is obtained immediately from the Schur recursions:

Lemma 5.1 Consider the transformation $\Psi$ which maps an isotropic covariance sequence $\left\{r_{n}\right\}$ to the corresponding reflection coefficient sequence. The Jacobian of this transformation satisfies the following:

$$
\begin{align*}
\frac{\partial k_{n}}{\partial r_{m}} & =0 \text { for } n<m  \tag{5.4}\\
\frac{\partial k_{2 n}}{\partial r_{2 n}} & =\frac{1}{2^{n-1} P_{2 n-1}(0)} \neq 0  \tag{5.5}\\
\frac{\partial k_{2 n+1}}{\partial r_{2 n+1}} & =\frac{1}{2^{n-1}\left(P_{2 n}(0)+\delta^{(n)} P_{2 n}(0)\right)} \neq 0 \tag{5.6}
\end{align*}
$$

where the $P_{n}$ are the Schur series defined in (3.70)
Proof of Theorem 5.1: Consider the modeling filter of order $p$ specified by the given set of reflection coefficients. What we must show is that the output of this filter, $y_{t}$, is well defined (i.e. has finite covariance) and isotropic when the input is a standard white noise process. That it is well-defined follows from the stabililty result in Theorem 4.2. Thus we need only show that $y_{t}$ is isotropic. More specifically, let
$(s, t)$ and $\left(s^{\prime}, t^{\prime}\right)$ be any two pairs of points such that $d(s, t)=d\left(s^{\prime}, t^{\prime}\right)$. The theorem will be proved if we can show that the function

$$
\begin{equation*}
\Phi: K=\left(k_{n}\right)_{1 \leq n \leq p} \longrightarrow E\left(y_{t} y_{s}\right)-E\left(y_{t^{\prime}} y_{s^{\prime}}\right) \tag{5.7}
\end{equation*}
$$

is identically zero.
The form of the modeling filter shows that $\Phi$ is a rational function of $K$. Thus it is sufficient for us to show that $\Phi$ is zero on a nonempty set in $\mathcal{R}^{p}$. Since we know that $\Phi(K)=0$ if $K$ is obtained via the transformation $\Psi$, it is sufficient for us to show that the set of $K$ obtained via the transformation $\Psi$ has a nonempty interior.

Thanks to the form of the Schur recursions we know that $\Psi$ is also a rational function and, thanks to Lemma 5.1, its Jacobian is triangular and always invertible. Thus it is sufficient to show that the set of finite sequences $\left\{r_{n} \mid 0 \leq n \leq p\right\}$ that can be extended to a covariance function of an isotropic process has a nonempty interior. However, this property is characterized by a finite family of conditions of the form

$$
\begin{equation*}
\mathcal{R}\left(r_{0}, \ldots, r_{p}\right) \geq 0 \tag{5.8}
\end{equation*}
$$

where $\mathcal{R}\left(r_{0}, \ldots, r_{p}\right)$ denotes a matrix whose elements are chosen from the $r_{0}, \ldots, r_{p}$. The set of ( $p+1$ )-tuples satisfying these conditions with strict inequality is nonempty (e.g. $r_{n}=\delta_{n 0}$ ) and as a consequence the set of $r_{0}, \ldots, r_{p}$ satisfying (5.8) has a nonempty interior.

Finally, the machinery we have developed allows us to characterize the class of regular processes.

Definition 5.1 An isotropic process $Y_{t}$ is regular or purely nondeterministic if no nonzero linear combination of the values of $y_{t}$ on any given horocycle can be predicted exactly with the aid of knowledge of $y_{t}$ in the strict past.

With the aid of a martingale argument, $Y_{t}$ is regular if and only if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \lambda_{\text {inf }}\left(\Sigma_{E, n}\right)>0 \tag{5.9}
\end{equation*}
$$

where $\lambda_{\mathrm{inf}}(A)$ denotes the minimum eigenvalue of $A$. Given the form of $\Sigma_{n}$ in (4.13), (4.15), and (4.18), we can deduce that this is equivalent to

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \lambda_{\text {inf }}\left(\Sigma_{n}\right)>0 \tag{5.10}
\end{equation*}
$$

Thanks to the structure of $\Sigma_{n}$ determined from (4.38)-(4.40) and the definition of $\Theta^{-1}\left(k_{n}\right)$ in (4.32), (4.35), we can deduce that

$$
\begin{equation*}
\lambda_{\mathrm{inf}}\left(\Sigma_{n}\right)=r_{0}\left(1-k_{1}^{2}\right) \prod_{i=2}^{n} \lambda_{\mathrm{inf}}\left(\Theta^{-2}\left(k_{i}\right)\right) \tag{5.11}
\end{equation*}
$$

and for $i$ odd, $i>1$

$$
\begin{equation*}
\lambda_{\mathrm{inf}}\left(\Theta^{-2}\left(k_{i}\right)\right)=1-k_{i}^{2} \tag{5.12}
\end{equation*}
$$

while for $i$ even

$$
\begin{align*}
\lambda_{\mathrm{inf}}\left(\Theta^{-2}\left(k_{i}\right)\right) & =\min \left(1-k_{i}, 1+k_{i}-2 k_{i}^{2}\right) \\
& \sim 1-\left|k_{i}\right| \text { for } k_{i} \text { small } \tag{5.13}
\end{align*}
$$

From this we can deduce the following:
Theorem 5.2 An isotropic process $Y_{t}$ is regular if and only if its reflection coefficient sequence is such that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(k_{2 n-1}^{2}+\left|k_{2 n}\right|\right)<\infty \tag{5.14}
\end{equation*}
$$

## 6 Conclusion

In this paper we have described a new framework for modeling and analyzing signals at multiple scales. Motivated by the structure of the computations involved in the theory of multiscale signal representations and wavelet transforms, we have examined the class of isotropic processes on a homogenous tree of order 2. Thanks to the geometry of this tree, an isotropic process possesses many symmetries and constraints. These make the class of isotropic autoregressive processes somewhat difficult to describe if we look only at the usual AR coefficient representation. However, as we have developed, the generalization of lattice structures provides a much better parametrization of AR processes in terms of a sequence of reflection coefficients.

In developing this theory we have seen that it is necessary to consider forward and backward prediction errors of dimension that grows geometrically with filter order. Nevertheless, thanks to isotropy, only one reflection coefficient is required for each stage of the whitening and modeling filters for an isotropic process. Indeed isotropy allowed us to develop a generalization of the Levinson and Schur scalar recursions for the local averages or barycenters of the prediction errors, which also yield the reflection coefficients. Finally we have justified our claim that the reflection coeffients are a good paramtrization for AR processes and isotropic processes in general by showing that AR processes can be uniquely specified by these coefficients and the regularity of an isotropic process can be characterized in terms of its reflection coefficient sequences.

It is our belief that the theory developed in this paper provides an extremely useful framework for the development of multiscale statistical signal processing algorithms. In particular we expect this framework and its multidimensional counterparts to be useful in analyzing signals displaying fractal-like or self-similar characteristics, i.e. random signals whose behavior is similar at multiple scales. Figure 6.1 illustrates a sample of an AR(1) process with $k_{1}=0.99$ which displays this self-similar behavior.
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## Appendices

## A AR(1) and isotropic processes with strict past dependence

We wish to show that $\operatorname{AR}(1)$ processes are the only isotropic processes with strict past dependence. To do this let us introduce the notation ] $-\infty, t]$ to denote the path from $t$ back towards $-\infty$, i.e. the set $\left\{\gamma^{-n} t \mid n \geq 0\right\}$, and consider a process of the form

$$
\begin{equation*}
Y_{t}=\sum_{s \in]-\infty, t]} a_{d(t, s)} W_{s} \tag{A.1}
\end{equation*}
$$

where $W_{t}$ in unit variance white noise.
We now consider the conditions under which (A.1) is stationary. Let $t_{1}$ and $t_{2}$ be any two nodes, let $t=t_{1} \wedge t_{2}$, and define the distances $n_{1}=d\left(t_{1}, t\right), n_{2}=d\left(t_{2}, t\right)$. Note that $d\left(t_{1}, t_{2}\right)=n_{1}+n_{2}$. Also let $r\left(t_{1}, t_{2}\right)=E\left(Y_{t_{1}} Y_{t_{2}}\right)$. Then from (A.1), the fact that $W_{t}$ is white, and the definition of $t, n_{1}$, and $n_{2}$, we have

$$
\begin{aligned}
r\left(t_{1}, t_{2}\right) & =\sum_{\left.\left.s_{1} \in\right]-\infty, t_{1}\right]} \sum_{\left.\left.s_{2} \in\right]-\infty, t_{2}\right]} a_{d\left(t_{1}, s_{1}\right)} a_{d\left(t_{2}, s_{2}\right)} E\left(W_{s_{1}} W_{s_{2}}\right) \\
& =\sum_{s \in]-\infty, t]} a_{d\left(t_{1}, s\right)} a_{d\left(t_{2}, s\right)} \\
& =\sum_{m \geq 0} a_{n_{1}+m} a_{n_{2}+m}
\end{aligned}
$$

For $Y_{t}$ to be isotropic we must have that

$$
\begin{aligned}
r\left(t_{1}, t_{2}\right) & =r\left(d\left(t_{1}, t_{2}\right)\right) \\
& =r\left(n_{1}+n_{2}\right)
\end{aligned}
$$

Therefore for $n_{1} \geq 0, n_{2} \geq 0$ we must have that

$$
\begin{equation*}
r\left(n_{1}+n_{2}\right)=\sum_{m \geq 0} a_{n_{1}+m} a_{n_{2}+m} \tag{A.2}
\end{equation*}
$$

In particular for $n \geq 2$ we can deduce from (A.2) that we have the following two relationships

$$
\begin{align*}
r(2 n) & =r(n+n) \\
& =\sum_{m \geq 0} a_{n+m}^{2} \\
& =r(2 n-2)-a_{n-1}^{2}  \tag{A.3}\\
r(2 n) & =r((n+1)+(n-1)) \\
& =\sum_{m \geq 0} a_{m+n+1} a_{m+n-1} \\
& =r(2 n-2)-a_{n-2} a_{n} \tag{A.4}
\end{align*}
$$

from which we deduce that

$$
a_{n} a_{n-2}=a_{n-1}^{2} \quad, \quad n \geq 2
$$

or equivalently

$$
\frac{a_{n}}{a_{n-1}}=\text { constant } \quad, \quad n \geq 1
$$

Thus $a_{n}=\sigma a^{n}$, so that

$$
Y_{t}=\sum_{s \in]-\infty, t]} \sigma a^{d(t, s)} W_{s}
$$

from which we immediately see that $Y_{t}$ satisfies

$$
Y_{t}=a Y_{\gamma^{-1} t}+\sigma W_{t}
$$

## B The Relation Among the Parameters of AR(2)

Consider the second-order model (2.45) where $W_{t}$ is unit variance white noise. We would like to show that the coefficients $a_{1}, a_{2}$, and $a_{3}$ are related by a fourth-order poylnomial relation that must be satisfied if $Y_{t}$ is isotropic. To begin note that from (2.45) we obtain the relation

$$
\begin{equation*}
E\left(Y_{t} W_{t}\right)=a_{3} E\left(Y_{\delta t} W_{t}\right)+\sigma \tag{B.1}
\end{equation*}
$$

while from (2.46) we find

$$
\begin{equation*}
E\left(Y_{\delta t} W_{t}\right)=a_{3} E\left(Y_{t} W_{t}\right) \tag{B.2}
\end{equation*}
$$

from which we deduce that $\left|a_{3}\right| \neq 1$ and

$$
\begin{align*}
E\left(Y_{t} W_{t}\right) & =\sigma \frac{a_{0}}{a_{0}^{2}-a_{3}^{2}} \\
E\left(Y_{\delta t} W_{t}\right) & =\sigma \frac{a_{3}}{a_{0}^{2}-a_{3}^{2}} \tag{B.3}
\end{align*}
$$

Next consider multiplying (2.45) by each of the following: $Y_{t}, Y_{\delta t}, Y_{\gamma^{-1} t}, Y_{\gamma^{-2} t}$. We take expectations using (B.1), (B.2) and the fact that $E\left(Y_{\gamma^{-1} t} W_{t}\right)=E\left(Y_{\gamma^{-2} t} W_{t}\right)=0$ (since we are solving the AR equations "casually"-see (2.47), (2.48)). Assuming that $Y$ is isotropic, we obtain the following four linear equations in the three unknowns $r_{0}, r_{1}, r_{2}$ :

$$
\left\{\begin{array}{l}
r_{0}=a_{1} r_{1}+a_{2} r_{2}+a_{3} r_{2}+\sigma \frac{a_{0}}{0^{2}-a_{3}^{2}}  \tag{B.4}\\
r_{1}=a_{1} r_{0}+a_{2} r_{1}+a_{3} r_{1} \\
r_{2}=a_{1} r_{1}+a_{2} r_{0}+a_{3} r_{2} \\
r_{2}=a_{1} r_{1}+a_{2} r_{2}+a_{3} r_{0}+\sigma \frac{3}{\frac{0^{2}-a_{3}^{2}}{}}
\end{array}\right.
$$

For this system to have a solution the coefficients $a_{1}, a_{2}, a_{3}$ must satisfy

$$
\left|\begin{array}{cccr}
-1 & a_{1} & a_{2}+a_{3} & -1  \tag{B.5}\\
a_{1} & a_{2}+a_{3}-1 & 0 & 0 \\
a_{2} & a_{1} & a_{3}-1 & 0 \\
a_{3} & a_{1} & a_{2}-1 & -a_{3}
\end{array}\right|=0
$$

which is a fourth-order polynomial relation. It is straightforward to check that these are the only constraints on the $a_{i}$ in order for $Y$ to be isotropic (multiply (2.45) by any $Y_{w t}, w \preceq 0,|w|>2$ and take expectations-one obtains a unique expression for each $r_{n}, n \geq 3$ in terms of the preceding values of $r$ ).

## C Properties of the Statistics of the Forward and Backward Residuals

In this appendix we prove some of the results on the structure of the statistics of the prediction errors $E_{t, n}$ and $F_{t, n}$ and their barycenters. The keys to the proofs of all of these results-and to the others stated in Section 3 without proof-are the constraints of isotropy and the construction of specific isometries.

## C. 1 Proof of Lemma 3.2

Let

$$
\begin{equation*}
G_{t, n}(w) \triangleq E\left(F_{\gamma^{-1} t, n-1}(w) \mid E_{t, n-1}\right) \tag{C.1}
\end{equation*}
$$

where $n$ is even and $|w|=n-1, w \preceq 0$. We wish to show that $G_{t, n}(w)$ is identical for all such $w$. By definition

$$
\begin{equation*}
G_{t, n}(w)=E\left(\left[Y_{w \gamma^{-1} t}-E\left(Y_{w \gamma^{-1} t} \mid \mathcal{Y}_{\gamma^{-1} t, n-1}\right)\right] \mid E_{t, n-1}\right) \tag{C.2}
\end{equation*}
$$

Define the set of nodes

$$
\begin{equation*}
\mathcal{T}_{t, n}=\{s=v t ;|v| \leq n, v \preceq 0\} \tag{C.3}
\end{equation*}
$$

The points $w \gamma^{-1} t$ in (C.2) correspond to the points $s=v t$ in $\mathcal{T}_{t, n}$ with $|v|=n$. Let $w^{\prime}, w^{\prime \prime}$ be any two words satisfying $|w|=n-1, w \preceq 0$. Suppose that we can find a local isometry $\phi: \mathcal{T}_{t, n} \rightarrow \mathcal{T}_{t, n}$ such that

$$
\begin{align*}
\phi\left(w^{\prime} \gamma^{-1} t\right) & =w^{\prime \prime} \gamma^{-1} t \\
\phi\left(w^{\prime \prime} \gamma^{-1} t\right) & =w^{\prime} \phi^{-1} t \\
\phi(t) & =t \\
\phi\left(\mathcal{T}_{t, n-1}\right) & =\mathcal{T}_{t, n-1} \tag{C.4}
\end{align*}
$$

By the isometry extension lemma $\phi$ can be extended to an isometry on $\mathcal{T}$.
Consider $G_{t, n}\left(w^{\prime}\right)$ and $G_{\phi(t), n}\left(w^{\prime \prime}\right)$ which are linear projections onto respectively, $E_{t, n-1}$ and $E_{\phi(t), n-1}$. Since the processes $Y_{t}$ and $Y_{\phi(t)}$ have the same statistics, these
two projection operators are identical. Furthermore, from (C.4) we see that $\phi(x)=t$ and $E_{\phi(t), n-1}=E_{t, n-1}$, so that we can conclude that $G_{t, n}\left(w^{\prime}\right)=G_{t, n}\left(w^{\prime \prime}\right)$.

Thus it remains to show that we can construct such local isometries for any such $w^{\prime}$ and $w^{\prime \prime}$. To do this note that the words $w$ to be considered consist of

$$
\begin{gather*}
W=\bigcup_{p=\frac{n}{2}}^{n-1} W_{p}  \tag{C.5}\\
W_{n-1}=\left\{\gamma^{-n+1}\right\} \quad, \quad W_{n-2}=\left\{\delta \gamma^{-n+3}\right\} \\
W_{p}=\{\alpha, \beta\}^{n-p-2} \delta \gamma^{-p+1}, \frac{n}{2} \leq p \leq n-3 \tag{C.6}
\end{gather*}
$$

where

$$
\begin{equation*}
\{\alpha, \beta\}^{k}=\left\{m \in\{\alpha, \beta\}^{*}| | m \mid=k\right\} \tag{C.7}
\end{equation*}
$$

We now describe a set of maps:

1. $\phi_{n-1}$ interchanges $W_{n-1}$ and $W_{n-2}$ and leaves the rest of $\mathcal{I}_{t, n}$ fixed. That is

$$
\begin{align*}
\phi_{n-1}\left(\gamma^{-n} t\right) & =\delta \gamma^{-n+2} t \\
\phi_{n-1}\left(\delta \gamma^{-n+2} t\right) & =\gamma^{-n} t \\
\phi_{n-1}(s) & =s \text { for all other } s \in \mathcal{T}_{t, n} \tag{C.8}
\end{align*}
$$

2. For $\frac{n}{2} \leq p \leq n-2, \phi_{p}$ interchanges $W_{p-1}$ and $\bigcup_{q=p}^{n-1} W_{q}$. Specifically for any such $p, \phi_{p}$ makes the following interchanges, leaving the remaining points in $\mathcal{T}_{t, n}$ fixed:

$$
\begin{aligned}
\delta \gamma^{-p+1} t \leftrightarrow & \gamma^{-p-1} t \\
\alpha^{k} \delta \gamma^{-p+1} t \leftrightarrow & \gamma^{-p-k-1} t, 1 \leq k \leq n-p-1 \\
m_{\alpha \beta} \beta \alpha^{k} \gamma^{-p+1} t \leftrightarrow & m_{\alpha \beta} \delta \gamma^{-p-k+2} t \\
& 1 \leq k \leq n-p-2,0 \leq\left|m_{\alpha \beta}\right| \leq n-p-k
\end{aligned}
$$

3. For each $\frac{n}{2} \leq p \leq n-3$ and any $1 \leq k \leq n-p-2, \phi_{p, k}$ interchanges points in $W_{p}$. Specifically, for any such $p$ and $k, \phi_{p k}$ makes the following interchanges,
leaving the remaining points in $\mathcal{T}_{t, n}$ fixed:

$$
\begin{aligned}
& m_{\alpha \beta}^{2} m_{\alpha \beta}^{1} \delta \gamma^{-p} t \leftrightarrow \\
& \mid m_{\alpha \beta}^{2} \delta m_{\alpha \beta}^{1} \delta \gamma^{-p} t \\
&\left|m_{\alpha \beta}^{1}\right|=k, \quad 0 \leq\left|m_{\alpha \beta}^{2}\right| \leq n-k-p-2
\end{aligned}
$$

A straightforward, if somewhat tedious computation, verifies that (i) these are all local isometries leaving $t$ fixed and $\mathcal{T}_{t, n-1}$ invariant, and (ii) for any $w^{\prime}, w^{\prime \prime}$ in $W$ an isometry satisfying (C.4) can be constructed by composing one or more of the isometries in (1) - (3). This completes the proof of Lemma 3.2.

## C. 2 Proof of Lemma 3.3

Let

$$
\begin{equation*}
H_{t, m}\left(w, w^{\prime}\right)=E\left[F_{\gamma^{-1} t, n-1}(w) E_{t, n-1}\left(w^{\prime}\right)\right] \tag{C.9}
\end{equation*}
$$

Where $n$ is even $|w|=n-1, w \preceq 0$ and $\left|w^{\prime}\right|<n, w^{\prime} \asymp 0$. We wish to show that $H_{t, n}\left(w, w^{\prime}\right)$ is identical for all such $w, w^{\prime}$ pairs. An argument analogous to that in the preceding subsection shows that this will be true if we can construct two classes of isometries:

1. For any $w_{1}, w_{2}$ satisfying $|w|=n-1, w \preceq 0, \phi\left(w_{1}\right)=w_{2}, \phi\left(w_{2}\right)=w_{1}, \phi$ leaves $\mathcal{I}_{t, n-1}$ invariant and leaves fixed any point of the form $w^{\prime} t$, with $\left|w^{\prime}\right|<n$, $w^{\prime} \asymp 0$.
2. For any $w_{1}^{\prime}, w_{2}^{\prime}$ satisfying $\left|w^{\prime}\right|<n, w^{\prime} \asymp 0, \psi\left(w_{1}^{\prime}\right)=\psi\left(w_{2}^{\prime}\right), \psi$ leaves $\mathcal{I}_{\gamma^{-1} t, n-1}$ invariant and leaves fixed any point of the form $w \gamma^{-1} t$, with $|w|=n-1, w \preceq 0$.

It is straightforward to check that the isometrics $\phi_{n-1}, \phi_{p}, \phi_{p, k}$ and their compositions form a class satisfying (1). To construct the second class, let us recall the representation and ordering of the words $w$ for which $|w|<n, w \asymp 0$ (see (3.8) (3.9)), and let $w_{m}$ denote the $m$ th of these with respect to this ordering, where $0 \leq m \leq 2^{\frac{n}{2}-1}-1$. We then define the following maps:

- For each $1 \leq k \leq \frac{n}{2}-1$ and each $0 \leq r \leq 2^{\frac{n}{2}-k-1}-1, \psi_{k r}$ makes the following interchanges, leaving the remaining points in $\mathcal{I}_{t, n}$ fixed:

$$
\gamma^{-j} w_{r 2^{k}} t \leftrightarrow \delta^{(k-j)} \gamma^{-j} w_{r 2^{k}} t, 0 \leq j \leq k-1
$$

Again it is a straightforward computation to check that (i) each such $\psi_{k r}$ is a local isometry (so that it can be extented to a full isometry); (ii) $\psi_{k r}$ leaves $\mathcal{I}_{\gamma^{-1} t, n-1}$ invariant and leaves fixed any point of the form $w \gamma^{-1} t$, with $|w|=n-1, w \preceq 0$; and (iii) for any $w_{1}^{\prime}, w_{2}^{\prime}$ satisfying $\left|w^{\prime}\right|<n, w^{\prime} \asymp 0$, we can construct $\psi$ as in (2) as a composition of one or more of the $\psi_{k r}$. This completes the proof of Lemma 3.3.

## C. 3 Proof of Lemma 3.4

As in Section C.2, let $w_{m}$ denote the $2^{\left[\frac{n-1}{2}\right]}$ words such that $|w|<n, w \asymp 0$, and for any two such words let

$$
\begin{equation*}
J_{t, n}\left(w_{i}, w_{j}\right)=E\left[E_{t, n}\left(w_{i}\right) E_{t, n}\left(w_{j}\right)\right] \tag{C.10}
\end{equation*}
$$

Let $n_{1}=\left|w_{1}\right|$ and $n_{2}=\left|w_{2}\right|$. Consider first the case when $n_{1} \neq n_{2}$. What we must show in this case is that $J_{t, n}\left(w_{i}, w_{j}\right)$ is the same for all pairs $w_{i}, w_{j}$ with these respective lengths. By an argument analogous to the ones used previously, this will be true if for any two pairs $\left(w_{i}, w_{j}\right),\left(w_{i}^{\prime}, w_{j}^{\prime}\right)$ with $\left|w_{i}\right|=\left|w_{i}^{\prime}\right|=n_{1},\left|w_{j}\right|=\left|w_{j}^{\prime}\right|=n_{2}$ we can find a local isometry $\phi$ of $\mathcal{T}_{t, n}$ so that $\phi$ leaves $\mathcal{I}_{\gamma^{-1} t, n-1}$ invariant and performs the interchanges

$$
w_{i} t \leftrightarrow w_{i}^{\prime} t, w_{j} t \leftrightarrow w_{j}^{\prime} t
$$

Direct calculations shows that compositions of the $\psi_{k r}$ defined in the previous subsection yields such a local isometry.

Suppose now that $\left|w_{i}\right|=\left|w_{j}\right|=n_{1}$, and let $s=d\left(w_{i} t, w_{j} t\right)$. An analogous argument shows that

$$
\begin{equation*}
J_{t, n}\left(w_{i}, w_{j}\right)=J_{t, n}\left(0, w_{k}\right), \text { where }\left|w_{k}\right|=s \tag{C.11}
\end{equation*}
$$

Again an appropriate composition of the $\psi_{k r}$ yields an isometry leaving $\mathcal{T}_{\gamma^{-1} t, n-1}$ invariant and performing the interchange

$$
\begin{equation*}
w_{i} t \leftrightarrow t, w_{j} t \leftrightarrow w_{k} t \tag{C.12}
\end{equation*}
$$

Which finishes the proof of Lemma 3.4.

## C. 4 Proof of Lemma 3.6

We wish to show that (3.53) holds for $n$ odd. Consider the first equality in (3.53). As before, an argument using the isotropy of $Y_{t}$ shows that this equality will follow if we can construct a local isometry, this time of $\mathcal{T}_{t, n+1}$ which leaves $\mathcal{T}_{\gamma^{-1} t, n-1}$ invariant and which interchanges the sets

$$
\begin{equation*}
\left\{w_{m} t \left\lvert\, 0 \leq m \leq 2^{\frac{n-1}{2}-1}-1\right.\right\} \tag{C.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{w_{m} t \left\lvert\, 2^{\frac{n-1}{2}-1} \leq m \leq 2^{\frac{n+1}{2}-1}-1\right.\right\} \tag{C.14}
\end{equation*}
$$

where as in Section C.2, the $w_{m}$ are the ordered words such that $|w|<n+1, w \asymp 0$. The isometry $\psi_{\frac{n-1}{2}, 0}$ (defined as in Section 3.2 but with $n$ replaced by $n+1$ ) has the desired properties.

Consider now the second equality in (3.53). In this case we must construct an isometry that again leaves $\mathcal{T}_{\gamma^{-1} t, n-1}$ invariant and which interchanges the set in (C.13) and the set

$$
\left\{w \gamma^{-1} t| | w \mid=n, w \preceq 0\right\}
$$

The following local isometry $\phi$ has the desired property. Each element $s$ of $\mathcal{T}_{t, n+1}$ can be written uniquely in the form

$$
\begin{equation*}
s=m_{\alpha, \beta} \gamma^{-\frac{n+1}{2}-p} t \tag{C.15}
\end{equation*}
$$

where

$$
\begin{equation*}
-\frac{n+1}{2} \leq p \leq \frac{n+1}{2} \tag{C.16}
\end{equation*}
$$

$$
\begin{equation*}
\left|m_{\alpha, \beta}\right|+\frac{n+1}{2}+p \leq n+1 \tag{C.17}
\end{equation*}
$$

The desired isometry is then, in essence, a reflection: for $s$ as in (C.15)

$$
\begin{equation*}
\phi(s)=m_{\alpha, \beta} \gamma^{-\frac{n+1}{2}+p} t \tag{C.18}
\end{equation*}
$$

which completes the proof of Lemma 3.6.

## D Calculation of $\Sigma^{-1 / 2}\left(\alpha_{0} \ldots, \alpha_{k}\right)$

From (3.35) and (4.42) we see that the computation of $\Sigma^{-1 / 2}\left(\alpha_{0} \ldots, \alpha_{k}\right)$ can be performed by a simple construction from the inverse square roots of

$$
\begin{align*}
& \Sigma_{+}=\Sigma\left(\alpha_{0}, \ldots, \alpha_{k-1}\right)+\alpha_{k} \cup_{k-1}=\Sigma\left(\alpha_{0}+\alpha_{k}, \ldots, \alpha_{k+1}+\alpha_{k}\right)  \tag{D.1}\\
& \Sigma_{-}=\Sigma\left(\alpha_{0}, \ldots, \alpha_{k-1}\right)-\alpha_{k} \cup_{k-1}=\Sigma\left(\alpha_{0}-\alpha_{k}, \ldots, \alpha_{k-1}-\alpha_{k}\right) \tag{D.2}
\end{align*}
$$

If we introduce the following notation

$$
\text { Bloc }(X, Y)=\frac{1}{2}\left(\begin{array}{cc}
X+Y & X-Y  \tag{D.3}\\
X-Y & X+Y
\end{array}\right)
$$

Then $\Sigma^{-1 / 2}\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ can be calculated via the following recursion:

$$
\Sigma^{-1 / 2}\left(\alpha_{0}, \ldots, \alpha_{k}\right)= \begin{cases}\alpha_{0}^{-1 / 2} & \text { if } k=0  \tag{D.4}\\ \operatorname{Bloc}\left(\Sigma_{+}^{-1 / 2}, \Sigma_{-}^{-1 / 2}\right) & \text { if } k \geq 1\end{cases}
$$

which involves a sequence scalar calculations.
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Figure 3.1: Illustrating $\mathrm{E}_{\mathrm{t}, \mathrm{n}}$ (dots) and $\mathrm{F}_{\mathrm{t}, \mathrm{n}}$ (squares) for $\mathrm{n}=1,2$


Figure 3.2: Illustrating $E_{t, 3}$ (dots) and $F_{t, 3}$ (squares)

- $\mathrm{n}=4$


Figure 3.3: Illustrating $E_{t, 4}$ and $F_{t, 4}$


Figure 3.4: Illustrating $E_{t, 5}$ and $F_{t, 5}$


Figure 3.5: Illustrating $\mathrm{E}_{\mathrm{t}, 3}$ (dots), $\mathrm{F}_{\gamma^{-1}, 3}$ (squares),
$\mathrm{E}_{\delta^{(2)}, \mathbf{t}}$ (triangles), and $y_{\gamma^{-1}} \mathbf{t}, 2$ (circles)


Figure 3.6: Illustrating $\mathrm{E}_{\mathrm{t}, 4}$ (dots), $\mathrm{F}_{\gamma^{-1}, 4}$ (squares), $\mathrm{E}_{\delta^{(2)}, 4 \text { (triangles) }}$


(b)

Figure 4.2: Scattering Blocks of Figure 4.1 for (a) $n$ odd; and (b) $n$ even


Figure 5.1: Cylinder of radius 1, the support of the impulse response of $\mathbf{A R ( 2 )}$
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