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#### Abstract

Performance analysis of Timed Event-Graphs, including both deterministic and random models, is considered. First, a bound to the average firing rate in steady-state is given. This bound is computed using the critical circuits of the net, for which the average cycle time is maximal. The second result deals with an extended deterministic model, in which the transition processing times are a function of the number of firing repetitions. A fast and simple algorithm is described that determines the earliest firing schedule.


[^0]Timed Petri Nets are used to analyse the dynamic behavior of systems with asynchronous and concurrent processing. So far, two models of Timed Petri Nets have been studied: deterministic models [1,2,3] in which the transition firing times are assumed to be fixed, and probabilistic models [4,5,6], where the firing times are specified by probabilistic distribution functions, generally assumed to be exponential distributions. In both cases, methods are developed to evaluate the steady-state performance. A more general approach is proposed in this paper. The transition firing times are considered to be dependent on the number of firing repetitions. The method can handle a sequence of successive firing times for every transition, assuming the firings to be repetitive over time. The only other necessary assumption is that an average firing time exist for each transition, regardless of any other assumption concerning the sequence of repetitive firings which may be either deterministic or random. The analysis is restricted, however, restricted to a special class of Petri Nets, namely Event-Graphs [7] and is focused on obtaining performance measures. The results presented in this paper have been used to evaluate the performance of Decisionmaking Organizations modeled by Petri Nets [8].

This paper is divided in five sections. In Section 2, the assumptions of the model, called Repetitive Timed Event-Graph, are presented. In Section 3, an upper bound to the average firing rate is computed, that only depends on the average firing times of the transitions. In Section 4, the deterministic case is considered and a fast and simple algorithm that determines the firing schedule is described. Finally, concluding remarks are given in the last section.

## 2. REPETITIVE TIMED EVENT-GRAPH

Recall first that an Event Graph [7] (also known as Marked Graph [10]) is a Petri Net [9] such that each place has exactly one input and one output transition. Given an initial distribution of tokens in the net
(i.e., an initial marking), it is shown in [10] that an Event-Graph is live if and only if the number of tokens in every directed elementary circuit is strictly positive. We assume here that this condition is satisfied so that each transition can fire repeatedly any number of times.

In Timed Petri Nets, each transition $t$ takes a "real" time $\mu(t)$ to fire. When a transition $t$ is enabled, a firing can be initiated by removing one token from each of $t$ 's input places. The tokens remain in transition $t$ for the firing execution during the time $\mu(t)$ and then the firing terminates by adding one token in each of t's output places.

Different models of Timed Petri Nets have been studied; in deterministic Timed Petri Nets [1.2] and Timed Event-Graphs [3], a positive (rational) number is assigned to each transition $t$ of the net, which defines the firing time $\mu(t)$. In stochastic Petri Nets [4,5], the firing times are assumed to be random variables that are exponentially distributed.

In this paper, the transition firing times are not fixed, but may be different from one firing to the next. Therefore, a sequence of successive firing times $\left\{\mu_{t}(1), \mu_{t}(2), \ldots, \mu_{t}(k), \ldots\right\}$ (for any transition $t$ ) is constructed according to the number of firing repetitions. There is no assumption regarding this sequence, except that the following limit

$$
\begin{equation*}
\operatorname{Lim}_{n \rightarrow \infty} \frac{\sum_{k=1}^{n} \mu_{t}(k)}{n}=\bar{\mu}_{t} \tag{1}
\end{equation*}
$$

must exist and be finite (for any transition $t$ ). The limit, denoted by $\bar{\mu}_{t}$, determines the average (or mean) firing time of transition $t$. Two cases will be considered.

First, in the non-deterministic case, the sequence of successive
firing times can be regarded as possible outcomes of the random variable $\mu_{t}$, with mean value $\bar{\mu}_{t}$ (regardless of the probability distribution function). For instance, $\mu_{t}$ can be a discrete random variable that takes on a finite set of possibles values $\left\{\mathrm{v}_{1}, \mathrm{v}_{2}, \ldots, \mathrm{v}_{\mathrm{j}}\right\}$ according to a certain probability distribution $\left\{\gamma_{1}, \ldots, \gamma_{j}\right)$. In that case:

$$
\bar{\mu}_{t}=\sum_{k=1}^{j} \gamma_{k} v_{k}
$$

This assumption was used by the first author [8] to evaluate the performance of Decisionmaking Organizations modeled by Event-Graphs. In that model, the processing of a task can be performed by different algorithms, each having a fixed execution time. At each occurence of the task, an algorithm is selected, according to a fixed probability distribution: such a decision rule is called a decision switch [11] in the Petri Net model.

The second case is the deterministic case, when the sequence of successive firing times is assumed to be fixed (for all transitions). In Flexible Manufacturing Systems, for instance, transitions can model machines [12]. If it is assumed that a machine can process different types of jobs, according to a given sequencing of the jobs, then the sequence of successive processing times is fixed.

In order to study the performance of Event-Graphs, it is assumed in this paper that the Event-Graph model is strongly connected and live. These assumptions ensure that the transition firings can be repeated any number of times and that the net is bounded [13]. The following notation will be used:
$T=\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ is the set of transitions
$\mu_{i}(n)$ denotes the $n$-th firing time of transition $t_{i}$
$\quad$ (i.e., when $t_{i}$ fires for the $n-t h$ time)
$S_{i}(n)$ denotes the instant at which the $n$-th firing initiation of transition $t_{i}$ occurs.

The initial distribution of tokens (i.e., an initial marking) is given at $\tau=0$ and is denoted by $M^{0}$. The dynamic behavior of the system will be described by the sequence $S_{i}(n)$ for $i=1,2, \ldots, m$ and $n=1,2, \ldots$, which will also be called the firing schedule. Since it is assumed that transitions fire as soon as they are enabled, the performance obtained is the maximum performances (with respect to time) and the schedule is the earliest firing schedule.

## 3. PERFORMANCE EVALUATION

In this section, an upper bound to the performance in steady-state is obtained. The performance measure considered is the average period $\pi_{i}$ with which any transition $t_{i}$ fires, i.e.,

$$
\pi_{i}=\lim _{n \rightarrow \infty} \frac{\sum_{k=1}^{n}\left(S_{i}(k)-S_{i}(k-1)\right)}{n}
$$

Quite obviously, $1 / \pi_{i}$ determines also the average firing rate of transition $t_{i}$. The average period $\pi_{i}$ can also be written as:

$$
\begin{equation*}
\pi_{i}=\operatorname{Lim}_{n \rightarrow \infty} \frac{S_{i}(n)}{n} \tag{3}
\end{equation*}
$$

Since the Event-Graph is assumed to be strongly connected, the average period is the same for all transitions of the net and will be denoted by $\pi$. This is trivially deduced by the fact that the number of tokens in any directed elementary circuits is invariant with any transition firing [10]. A directed elementary circuit is a directed path that goes from one node (place or transition) back to itself and such that none of the nodes are repeated.

The average cycle time of any directed elementary dircuit $\rho$, denoted by $C(\rho)$, is defined as the sum of the average firing times of all transitions belonging to the circuit divided by the number of tokens in the circuit

$$
C(\rho)=\frac{\sum_{i \varepsilon \rho} \bar{\mu}_{i}}{M}
$$

Let $C_{\max }$ be the maximum over all directed elementary circuits of the average cycle times. $C_{m a x}$ will be called the maximum average cycle time.

$$
\begin{equation*}
C_{\max }=\max _{\rho}(C(\rho)) \tag{5}
\end{equation*}
$$

Then the following result holds:

Theorem: The maximum average cycle time is a lower bound of the average period, i.e.,

$$
\begin{equation*}
\pi \geq C_{\max } \tag{6}
\end{equation*}
$$

This theorem generalizes the result obtained by Ramchandani [1] in which all transition firing times are constant. In order to prove this result, we consider any directed elementary circuit $\rho$ and prove that $\pi \geq C(\rho)$.

Proof: Let $\rho$ be any circuit of the net, that we denote, without loss in generality, by $\rho=\left(t_{1} p_{1} t_{2} \ldots t_{r} p_{r}\right)$. Let $M_{i}^{0}$ denote the initial marking of place $p_{i}$. If we consider any two transitions $\left(t_{i}, t_{i+1}\right)$ connected by place $p_{i}$, then for any positive integer $n$, we know that (see [1,3]).

$$
\begin{equation*}
S_{i+1}\left(n+M_{i}^{0}\right) \geq S_{i}(n)+\mu_{i}(n) \tag{7}
\end{equation*}
$$

This means that at the instant:

$$
\tau=S_{i}(n)+\mu_{i}(n)
$$

transition $t_{i}$ has "produced" exactly $n$ tokens in place $p_{i}$ (since $t_{i}$ has fired exactly $n$ times since the initial instant). Since there were initially $M_{i}^{0}$ tokens in this place, the total number of tokens available in $p_{i}$ during the interval of time $[0, \tau]$, is precisely $n+M_{i}^{0}$. Now, each time that the firing of $t_{i+1}$ was initiated, one token in $p_{i}$ was "consumed". Accordingly, the number of firing initiations of $t_{i+1}$ during the interval $[0, \tau]$ cannot be more than $\left(n+M_{i}^{0}\right)$ :

$$
S_{i+1}\left(n+M_{i}^{0}\right) \geq \tau=S_{i}(n)+\mu_{i}(n)
$$

Suppose now that $n$ is large enough so that $n>M_{i}^{0}$ for $i=1,2, \ldots, r$. Then (7) can be written as:

$$
\begin{equation*}
S_{i+1}(n) \geq S_{i}\left(n-M_{i}^{0}\right)+\mu_{i}\left(n-M_{i}^{0}\right) \text { for } i=1,2, \ldots, r \tag{8}
\end{equation*}
$$

If we apply recursively (8) from $i=r$ to $i=1$, we obtain:

$$
\begin{equation*}
S_{1}(n)=S_{r+1}(n) \geq S_{1}\left(n-N_{t}\right)+\left(\sum_{i=1}^{r} \mu_{i}\left(n-M_{i}^{0}\right)\right) \tag{9}
\end{equation*}
$$

where $N_{t}$ denotes the total number of tokens in the circuit, as determined by:

$$
N_{t}=\sum_{i=1}^{r} M_{i}^{0}
$$

Let us now write n in the form:

$$
\begin{aligned}
& \mathrm{n}=\mathrm{K} \mathrm{~N}_{\mathrm{t}}+\mathrm{s} \\
& 0 \leq \mathrm{s} \leq \mathrm{N}_{\mathrm{t}}
\end{aligned}
$$

Then, we deduce from (9):

$$
\begin{equation*}
S_{1}(n) \geq S_{1}(s)+\sum_{k=1}^{K}\left(\sum_{i=1}^{r} \mu_{i}\left(K N_{t}+s-M_{i}^{0}\right)\right) \tag{10}
\end{equation*}
$$

Applying (10) for $s=0,1,2, \ldots, N_{t}-1$ and summing the inequalities yields:

$$
\begin{equation*}
\sum_{s=0}^{N_{t}-1} S_{1}\left(K N_{t}+s\right) \geq \sum_{s=0}^{N_{t}-1} S_{1}(s)+\sum_{s=0}^{N_{t}-1}\left(\sum_{k=1}^{K}\left(\sum_{i=1}^{r} \mu_{i}\left(k N_{t}+s-M_{i}^{0}\right)\right)\right) \tag{11}
\end{equation*}
$$

Now:

$$
\sum_{s=0}^{N_{t}-1}\left(\sum_{k=1}^{K}\left(\sum_{i=1}^{r} \mu_{i}\left(k N_{t}+s-M_{i}^{0}\right)\right)\right)=\sum_{i=1}^{r}\left(\sum_{q=0}^{K N_{t}-1} \mu_{i}\left(q+N_{t}-M_{i}^{0}\right)\right)
$$

Finally, dividing (11) by $\mathrm{KN}_{\mathrm{t}}$ and taking the limit when K goes to infinity, we obtain
(1) $\lim _{K \rightarrow \infty} \frac{1}{K N_{t}}\left(\sum_{s=0}^{N_{t}-1} S_{1}\left(K N_{t}+s\right)\right)=\sum_{s=0}^{N_{t}-1}\left(\lim _{K \rightarrow \infty} \frac{S_{1}\left(K N_{t}+s\right)}{K N_{t}}\right)=N_{t} \pi$
given (3)
(2) $\lim _{K \rightarrow \infty} \frac{\sum_{s=0}^{N_{t}-1} S_{1}(s)}{K N_{t}}=\frac{1}{N_{t}} \sum_{s=0}^{N_{t}-1}\left(\lim _{K \rightarrow \infty} \frac{S_{1}(s)}{K}\right)=0$

$$
\begin{aligned}
& \lim _{K \rightarrow \infty} \frac{1}{K N_{t}}\left(\sum_{i=1}^{r}\left(\sum_{q=0}^{K N_{t}-1} \mu_{i}\left(q+N_{t}-M_{i}^{0}\right)\right)\right)=\sum_{i=1}^{r}\left(\lim _{n \rightarrow \infty} \frac{1}{n}\left(\sum_{q=0}^{n-1} \mu_{i}\left(q+N_{t}-M_{i}^{0}\right)\right)\right) \\
& \quad=\sum_{i=1}^{r} \bar{\mu}_{i} \quad \text { given (2) }
\end{aligned}
$$

Hence :

$$
N_{t} \pi \geq \sum_{i=1}^{r} \bar{\mu}_{i}
$$

which implies:

$$
\pi \geq \frac{\sum_{i=1}^{r} \bar{\mu}_{i}}{N_{t}}=C(\rho)
$$

Q.E.D.

The result obtained in Theorem 1 gives an upper bound to the average firing rate, since (6) can be written:

$$
\begin{equation*}
\frac{1}{\pi} \leq \frac{1}{C_{\max }} \tag{12}
\end{equation*}
$$

This bound can be computed quite easily, once all circuits are determined. A simple method for obtaining all circuits is described in [8], using an algorithm that determines the invariants of a net [14]. It is particularly interesting that the upper bound of the maximum performance only depends of the transition mean firing times (given the initial distribution of tokens), regardless of any other assumptions concerning the firing times (which may be either deterministic or random variables with any type of probability distribution). Recall that (12) is shown to be an equality (i.e., $\pi=C_{\max }$ ) when the transition firing times are constant [1], and that the steady-state is then K-periodic [3].

In computing $C_{\text {max }}$, it is also interesting to determine the critical circuits, i.e., those circuits $\rho$ for which $C(\rho)=C_{m a x}$. It turns out that only these circuits bound the average firing rate in steady-state. Accordingly, the critical circuits should be the ones to modify (in terms of transition firing times or number of tokens in the circuit) so as to improve the performance of a system.

We are now going to determine the firing schedule, assuming that the sequences of successive firing times are known, i.e., the firing process is deterministic.
4. DETERMINATION OF THE FIRING SCHEDULE

We present in this section a fast algorithm to compute the firing schedule, i.e., the sequence $\left(S_{i}(n)\right) i=1, \ldots, m ; m=1,2, \ldots$, when the system is deterministic. An initial distribution of tokens is assumed to be given at $\tau=0$ and the sequence of successive firing times $\mu_{i}(n) n=1,2, \ldots$ is assumed to be fixed for any transition $t_{i}$. We first determine the order with which transitions fire.

### 4.1 Partial Firing Order

Given the structure of the net and the initial distribution of tokens, some transitions fire sequentially and other fire concurrently. In order to psecify how the firings occur in the process, we proceed as follows. We call marked places the places which contain one token. We first consider the set $P_{1}$ of places that contain at least one token, i.e., with an initial marking strictly positive, and take this set as the initial set of marked places. Then let $T_{1}$ be the set of transitions that are enabled by the places of $P_{1}$. Assume that all transitions of $T_{1}$ fire once and let $P_{2}$ be the new set of marked places. Let $T_{2}$ be the set of transitions that are enabled by the places of $P_{2}$ and which do not have already fired (i.e., do not belong to $T_{1}$ ). Let $P_{3}$ be the set of marked places once all transitions of $T_{2}$ have fired. In a similar way, we then consider the set $T_{3}$ of transitions that are enabled by $P_{3}$ and which do not have already fired (i.e., do not belong to $T_{1} U T_{2}$ ) and so on. We repeat this operation $s$ times until $T_{S+1}=0$. Because the net is a live Event-Graph, the sequence $T_{1}, T_{2}, \ldots, T_{S}$ so constructed verifies:

$$
T=T_{1} U T_{2} \ldots U T_{S}
$$

where $T$ denotes the set of all transitions of the net. This sequence determines therefore the partial firing order between the transition firings. In particular, the transitions belonging to $T_{i}(i=1, \ldots, s)$ are transitions that fire concurrently at the i-th step. For that reason, the sequence $T_{1}, T_{2}, \ldots, T_{S}$ will be called the sequence of concurrent transitions. It should be clear that this sequence is fully determined by the structure of the net, and the initial distribution of tokens.

### 4.2 Firing Schedule

For clarity, we now assume that the transitions are labeled according to the sequence $T_{1}, \ldots, T_{s}$, i.e.,

$$
\begin{aligned}
& T_{1}=\left\{t_{1}, t_{2}, \ldots, t_{k 1}\right\} \\
& T_{2}=\left\{t_{k 1+1}, t_{k 1+2}, \ldots, t_{k_{2}}\right\} \\
& \cdots \cdots \\
& T_{s}=\left\{t_{k s+1}, \ldots, t_{m}\right\}
\end{aligned}
$$

where $m$ denotes the total number of transitions in the net. Note that the order between the transitions belonging to $T_{i}(i=1, \ldots, s)$ does not matter, since the transitions fire concurrently.

For any transition $t_{j}$ we now denote by $\operatorname{Inp}\left(t_{j}\right)$ the set of all transitions which are the input transitions of all input places of $t_{j}$, as shown on Figure 1; $\left\{p_{i 1}, p_{i 2}, \ldots, p_{i r}\right\}$ are all input places of transition $t_{j}$ and $\left\{t_{i 1}, t_{i 2}, \ldots, t_{i r}\right\}$ is the set of input transitions of each of these places. If $t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)$, we also denote by $M_{i j}^{0}$ the initial marking of the unique place $p_{i j}$ whose input transition is $t_{i}$ and output transition $t_{j}$.


Figure 1. Definition of $\operatorname{Inp}\left(t_{j}\right)$

For any transition $t_{j}$ and any transition $t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)$ we have:

$$
\begin{equation*}
S_{j}\left(n+M_{i j}^{0}\right) \geq S_{i}(n)+\mu_{i}(n) \tag{13}
\end{equation*}
$$

where n is any positive integer. The inequality follows directly from (7) (see previous section). Suppose that $n>M_{i j}^{0}$. Then (13) can be written as:

$$
\begin{equation*}
S_{j}(n) \geq S_{i}\left(n-M_{i j}^{0}\right)+\mu_{i}\left(n-M_{i j}^{0}\right) \tag{14}
\end{equation*}
$$

For simplicity, let us assume $S_{i}(k)=0$ and $\mu_{i}(k)=0$ if $k \leq 0$ (for $i=1,2, \ldots, m$ ), so that (14) is still satisfied if $n \leq M_{i j}^{0}$; this means that there are still tokens left in the place $p_{i j}$ from the initial marking, so that the firing initiations of $t_{j}$ do not depend on the firing terminations of $t_{i}$.

Given the assumption that the firings occur as soon as the transitions are enabled, we deduce from (14) the following relation:

$$
\begin{equation*}
S_{j}(n)=\max _{t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)}\left(S_{i}\left(n-M_{i j}^{0}\right)+\mu_{i}\left(n-M_{i j}^{0}\right)\right) \tag{15}
\end{equation*}
$$

Equation (15) can now be used to compute the firing schedule by iteration on $n$, the number of firing repetitions. At the $n$-th iteration, we can compute $S_{j}(n)(j=1,2, \ldots, m)$ once we know both $S_{i}(k)$ for $i=1,2, \ldots, m$ and $k=1,2, \ldots, n-1$ and $S_{i}(n)$ for $i=1,2, \ldots, j-1$. Consider indeed any transition $t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)$. If $M_{i j}^{0}>0$, we then know $S_{i}\left(n-M_{i j}^{0}\right)$ (computed at a previous interation). Now if $M_{i j}^{0}=0$, it means that in the firing order $t_{i}$ should necessarily fire before $t_{j}$. Therefore if $t_{j} \varepsilon T_{1}$ then, by the sequence $T_{1}, T_{2}, \ldots, T_{s}$, it follows that $i<j$. Finally, if $t_{j} \varepsilon T_{1}$ then, by construction, $M_{i j}^{0}$ is always strictly positive whenever $t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)$.

The algorithm can now be described recursively in a very simple way:
\{Initialization\}

$$
\begin{aligned}
& p=\operatorname{Max}\left(M_{i j}^{0}\right) \\
& \text { for } k=-p \text { to } 0 \text { set } S_{i}(k)=0 \text { and } \mu_{i}(k)=0 \quad\{\text { for } i=1, \ldots, m\} \\
& n=1
\end{aligned}
$$

Repeat \{main loop\}
For $j=1$ to $m$ set

$$
S_{j}(n)=\max _{t_{i} \varepsilon \operatorname{Inp}\left(t_{j}\right)}\left(S_{i}\left(n-M_{i j}^{0}\right)+\mu_{i}\left(n-M_{i j}^{0}\right)\right)
$$

End until $n=N$ (total number of firing repetitions).

Recall that there are two steps to complete in order to use the algorithm:
(1) Determine the firing order of the transitions, following the method described in Section 4;
(2) Determine the set $\operatorname{Inp}\left(t_{j}\right)$ for any transition $t_{j}$ (deduced from the structure of the net).

This algorithm has been used to compute the firing schedule of Decisionmaking Organizations, using a Timed Event-Graph model [8]. It should be noted that, in this approach, we do not need to describe the states of the system nor use graph theory (as is done in the algorithm proposed in [3] for constant firing times).

## 5. CONCLUSION

We have developed in this paper some techniques for analyzing realtime systems that can be modeled using Event-Graphs. The result presented in Section 3 generalizes the result obtained in [1] for constant transition firing times. It can be used for preliminary performance evaluation of a
general system for which only the average task execution times are known. It holds, in particular, without the restrictive assumptions of the probabilistic models studied so far. We have also extended the deterministic case, allowing a different firing time at each repetition. The algorithm described in section 4 provides a simple way to obtain the precise firing schedule for this case without the need for simulation.
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