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Abstract

This paper describes two new distributed query processing algorithms. The

MST Algorithm minimizes the total communication costs associated with a query

while the MDT Algorithm minimizes the response time. These two algorithms are

easy to analyze and to implement, since they are based on the minimum spanning

tree and the shortest path problems, for which numerous algorithms exist. In

addition, these two algorithms can be implemented using distributed computation,

i.e., each node using only information available from adjacent nodes. We also

develop the "artificial file node" technique to extend existing query processing

algorithms which are designed for non-redundant databases to that for general,

redundant databases. The two algorithms are illustrated by simple examples.

1. Introduction

A distributed database (DDB) consists of copies of datafiles (often redun-

dant) distributed on a network of computers. Some enterprises, such as military

Command, Control and Communications systems, are distributed in nature; since

command posts and sensory gathering points are geographically dispersed, users

are necessarily dispersed. Other potential users are airline reservation systems,

and electronic funds transfer systems. A typical user is an enterprise which

maintains operations at several geographically dispersed sites, and whose acti-
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vities necessitate inter-site communication of data. The distribution of data in

a network also offers advantages over the centralization of data at one computer.

These advantages include: improved throughput via parallel processing, sharing

of data and equipment, and modular expansion of data management capacity. In

addition, when redundant data is maintained, one also achieves increased data

reliability and improved response time (See [8], [9]).

Query processing (or data retrieval) is an important problem in distributed

databases. Accessing data distributed in different computer sites necessitates

the transmission of data over communication links. Since communication delay is

substantial, the database management system must devise an efficient strategy to

coordinate data processing at local computer sites and data transmission between

sites. This problem is enhanced in a redundant database because which of the

redundant copies to access becomes an important issue.

There are very few reports of work on distributed query processing. Wong

proposed an algorithm that is being implemented in SDD-1 110]. This algorithm

starts with the simple, yet feasible, solution of moving every file directly to

one node. It then attempts to replace this set of moves M by two sets of moves

M1 and M2 that are to be performed sequentially with local processing in between.

The criteria is that (i) the combined cost of M1 and M2 is less than that of M

alone, and (ii) M1 and M2 are the least costly among all pairs satisfying (i).

This technique is applied recursively to each set of moves until no improvement

can be made. Note that Wong's algorithm is a "greedy" algorithm and will result
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in a local optimum but not necessarily a global one. Wong assumes that (1) one is

indifferent as to where the final result is produced, so long as it is produced

at one site, (2) the communication cost as a function of data volume and communi-

cation links is known, and (3) the sizes of resulting files after local operations

are known.

Hevner and Yao [6] proposed a simple algorithm for a special class of queries.

The major assumptions are: (1) the result is to be produced at the site where the

query originates, (2) the communication cost between any two nodes is defined as

a linear function C(X) = CO + C1X, where X is the amount of data transmitted,

and CO and C1 are constants, (3) the costs of local processing are negligible

compared to the communication costs, and (4) when file i of size Si is processed

with file j, the resulting file has size SiP j, where Pj, the selectivity parameter

of file j, is between 0 and 1. AssumptiQn (2) of Hevner and Yao's algorithm

implies that the topology of the communication network and the queueing effects

will be ignored.

More recently, Chiu [1] devised a dynamic programming solution for certain

queries called tree queries. However, the applicability of his method is extremely

restricted. Note that all the algorithms described above address themselves only

to non-redundant databases, i.e., only one copy of each file is maintained in

the database.
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In this paper, we describe two new query processing algorithms. The MST

Algorithm minimizes the total communication costs associated with a query while

the MDT Algorithm minimizes the response time. These algorithms are significantly

different from existing query processing algorithms in that (1) they can be easily

generalized to solve the query processing problem in a redundant database, and

(2) they can be implemented using distributed computation. The following is an

outline of this paper. In Section 2 we discuss the assumptions of our algorithms.

The MST and MDT algorithms will be described in Sections 3 and 4 respectively.

A distributed implementation of the algorithms is described in Section 5. In

Section 6 we compare the different algorithms and we conclude in Section 7 with

suggestions for further research.

2. Query Processing Model

The basic architecture of a DDB consists of computer sites arbitrarily

connected via communication links. Each computer site contains a.DDB Management

system and portions (often redundant) of the database. Our query processing

algorithms are based on the following assumptions:

(1) Data are logically viewed in the relational data model
[3] and the unit of data distribution is a relation.

(2) The result is to be produced where the query originates,
i.e., the requesting node.

(3) The costs of local operations are negligible compared to
the communication costs.

(4) The communication cost as a function of the data volume
and links is known.
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(5) All files accessed by the query have the same size.

(6) The selectivity parameter of all files is one. Therefore,

when two or more files are processed together, the resulting

file has the same size as either of the original files.

Assumptions (4), (5) and (6) imply that the cost of a query processing

strategy is a function of the communication lihks-employed in the strategy,

irrespective of the volume of traffic on these links.

3. The MST Algorithm

The MST Algorithm finds the optimal query processing strategy that minimizes

the total communication costs. Consider a communication network with L channels,

in which the average delay T i experienced by a message at channel i is a differ-

entiable function of the message flow per unit time X? at the channel. One

possible form of the function is that derived by Kleinrock [71 for his communication

-network model, in which Ti = l/(1pCi - Xi), where Ci is the capacity of channel i

and 1/p is the average length of the messages. The average delay T for all messages
L

in the network is given by T = E ?iTijy , where y is the total external arrival
i=l C.

;T C i
rate of messages into the network. Hence, (i/= tcii/p) 2 = the incremental

delay for all messages in the network per unit increase in flow at channel i,

provided the increase in flow is small compared to the existing traffic at the

channel. If we let i /- be the communication cost on channel i the MST Algo-
1(Xih) L

rithm will output a strategy that minimizes Iz a- ) . The cost of a strategy
L T ili

is proportional to s because of unit file size. Therefore, the MST
i=l i
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strategy will minimize the incremental delay for all messages in the network due

to a particular query. Obviously, other communication costs can be used.

There are two cases to consider: non-redundant files and redundant files.

3.1 Non-redundant Files

In this case, each file accessed by the query has only one copy maintained

in the database.

Define a directed tree as a directed graph without a circuit, for which the

outdegree of every node is unity: the outdegree of the root node being zero. Note

that our dceinition of a directed tree is different from the usual definition

(see, e.g. [21j in that our directed links point towards the root nodej rather

than outwards from the root node.

We next describe the MST Algorithm for non-redundant files. There are two

algorithms: (1) the MST1 Algorithm restricts all file processing at the node set

N, where N is the set of nodes consisting of the result node R and the nodes where

the file copies accessed by the query are located, C2) the MST2 Algorithm

allows file processing at all nodes.

The restriction of the MST1 Algorithm is necessary in order for it to be

optimal. If file processing can be performed at any node in the communication

subnetwork, then in order to find the optimal strategy, we have to solve a Steiner
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problem, which is a much harder optimization problem than the MST. This will

be discussed in more detail in Section 3.2.

The MST1 Algorithm

(1) Using the communication costs on the links of the communication subnetwork

as input to a Shortest Path Algorithm, find the shortest paths between every

pair of nodes in N. In general, the shortest path from node i to node j

will have different length from the node j to node i path.

(2) Construct a directed graph G with node set N, and links with weights equal

to the shortest path lengths between nodal pairs as calculated in step (1).

Link (i, j) does not exist if the shortest path between nodes i and j is

infinite.

(3) Find the minimum weight directed spanning tree (MST) of G using node R as the

root node of the tree.

(4) Each file is moved to the result node R using the directed path dictated

by the MST. When two paths intersect, the two corresponding files are

processed together, resulting in one file.

The algorithm is best illustrated by an example. Consider the six-node

communication network shown in Fig. lCa). A query originating at node 1 accesses

files X,Y and Z at nodes 2, 3 and 4 respectively. The MST1 Algorithm says that

we shall first find the shortest paths between every pair of
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nodes in the set of nodes t1,2,3,4}. We then construct a graph with node set

{1,2,3,4} and links with weights equal to the shortest path lengths (see Fig.

l(b)). The MST consists of the directed links (3,4), (4 2) and (2,1) (see

Fig. l(c)). This means that file Y should be sent to node 4, to be processed

with file Z. The resulting file is then sent to node 2, to be processed with

file X, and the' final result is then sent to node 1.

The correctness of the MST1 Algorithm is based on the following theorem:

Theorem 1 - Under the assumptions of the MST1 Algorithm, each query

processing strategy is dominated by (i.e. more costly than) a spanning tree

strategy with node R, the result node, as the root node. Proof: The specifica-

tion that R is the root node is necessary since we want the result produced at

R. Consider a directed graph G with npde set N, i.e. the set of nodes consisting

of R and the nodes where the files are located. Each query strategy corresponds

to a subgraph of G. If the strategy does not correspond to a tree, some node

ieN will have an outdegree greater than one, say two. This means that the file

located at node i will be sent out twice through two different links. This is

obviously inferior to just sending the file through one of the two links.

Q.E.D.
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The MST1 Algorithm is optimal since the MST is the least costly among all

spanning trees.

The MST2 Algorithm

(1) Using the communication costs on the communication links as the weights of

the links, find a minimum weight. tree that spans the node set N, with node

R as the root of the tree.

(2) Each file is moved to the result node R using the directed path dictated by

this minimum weight tree. When two paths intersect, the two corresponding

files are processed together, resulting in one file.

Step (1) of the MST2 Algorithm corresponds to finding a solution to the

Steiner problem, i.e. finding a minimum weight tree that spans a subset of the

nodes of a graph.

3.2 Redundant Files

In this case, each file accessed by the query may have one or more copies

maintained in the database.

By inventing artificial file nodes and artificial links of weight W connecting

each file node with its copy locations, the MST Algorithm that we have developed

for the non-redundant case can be easily extended to solve the redundant case.



Consider Fig. 2, where we have a request accessing two files X and Y. There

are copies of X at nodes 2 and 3, and copies of Y at nodes 4 and 5. Note that we

have created directed artificial arcs (X,2), (iX,3), (Y,4) and (Y,5) with weights

W. The direction of the artificial arcs for file X (or Y) ensures that only one

of the arcs will be included in the optimal strategy. This is necessary since

only one of the copies of X (or Y) will be accessed. The weight W can be chosen

to be zero, or may be assigned to be different for different artificial links, to

reflect the costs of accessing a file at different copy locations.

A strategy to satisfy a query originating at node 1 and accessing files X

and Y will be represented by a tree spanning node 1 and the artificial nodes X

and Y, but not necessarily spanning the whole node set. The optimal stragegy

corresponds to the minimum weight tree of this type, i.e. a Steiner Tree.

In general, if node i is the requesting node and files X,Y,...Z are accessed

in the query, then the optimal strategy corresponds to finding the minimum weight

tree spanning the node set U, where U = {i,X,Y,...Z}.

The Steiner Problem can be solved by solving a number of MST's. For example,

if we want to solve the Steiner Problem for the node set U in a graph with node set

V, then we have to solve MST for all subgraphs of V that contain U Csee [5]).

Unfortunately, the number of subgraphs is large. However, because of the special

structure of the query processing problem, only some of these subgraphs will
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correspond to query processing strategies. Consider the example shown in Fig. 2;

all we need to consider is the four subgraphs shown in Fig. 3.

In general, if we have n files and m copies of each file, the number of sub-

graphs to consider is mn.

This artificial file node and artificial link technique can be used to gene-

ralize Wong's algorithm [10] to redundant databases. Hevner and Yao's algorithm

[6] on the other hand, cannot be generalized easily, since it assumes that the

communication costs between all pairs of nodes are the same and does not allow

us to differentiate the costs of accessing different copies.

4. The Minimum Distance Tree Algorithm'

The assumptions of the-Minimum Distance Tree (MDT) Algorithm are the same as

those of.the MST Algorithm and are listed in Section 2. While the MST Algorithm

minimizes the total communication costs, the MDT Algorithm minimizes the maximum

of the communication costs for sending each file to the requesting node. In par-

ticular, if we designate the transmission delays on the communication channels as

the communication costs, the MDT Algorithm will find the query processing strategy

corresponding to minimum response time.
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Figure 3 The Four Subgraphs to be Considered in the
MST Solution of the Steiner Algorithm
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The MDT Algorithm

(1) Construct a directed graph H of the communication subnetwork. The nodes of

H are the nodes of the communication subnetwork and the links of H are the

communication channels with weights equal to the communication costs of the

channels.

(2) Create artificial file nodes for all files accessed by the query, and create

artificial links connecting each file node and its copy locations. These

artificial links should be directed outwards from the file nodes.

(3) Find the shortest directed paths from all file nodes to the requesting node.

These shortest paths correspond to the paths taken by each individual file

to reach the requesting node.

Note that the MDT Algorithm is th-e same for both redundant and non-redundant

databases. In addition, since we are only interested in finding the shortest path

for a file to reach the requesting node, the restriction that all file processing

must be performed at the node set N can be removed. (Recall that N consists of

the result node and the nodes containing copies of the files accessed by the

query.)

An example of the MDT Algorithm is shown in Fig. l(a), in which a query ori-

ginating at node 1 accesses files X,Y and Z at nodes 2,3 and 4 respectively. The

shortest pathsfrom nodes 2,3, and 4 to node 1 are as shown in Fig. lCd). These
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are the paths taken by the files to reach the result node. The MDT Algorithm

is based on the following theorem.

Theorem 2: Under the assumptions of the MDT Algorithm, it will minimize the

response time. Proof: Consider a query accessing files 1,2,...n. The response

time, by definition, is <imaxn F i. where Fi=time it takes a file i to reach the

requesting node. Therefore, to minimize the response time, we have to min.

(m<n F). The MDT Algorithm accomplishes this by minimizing each Fi , l<i<n.

Q.E.D.

In general, solutions that minimize response times are not unique. So long

as the path taken by the file corresponding to the maximum communication delay is

unchanged, the paths taken by the other files can be varied without affecting the

response time.

5. Implementation of Algorithms

Previous research in query processing (.[1], [6, 6], [10) assume that the query

processing algorithms will be implemented in a centralized fashion. One of the

computer sites, the central node, gets information from all other nodes on the

delay on the communication links and uses this information to compute the optimal

query processing strategy. This necessitates the transmission of information from

all nodes in the network to the central node, plus the transmission of instructions
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from the central node to other nodes to coordinate the query processing. There

is also the problem of what to do when communication links and computers fail.

The central node may not be able to get all the information it requires. In

particular, if the central node fails, the whole system will fail. While the

MST and MDT Algorithms can also be implemented using a centralized algorithm,

they are significantly different from previous work in that they are particularly

suited for distributed implementation,in which each node in the network bases all

its decisions on information received only from its neighbors and it is not

necessary to have a central node.

To implement the MST and the MDT Algorithms in a distributed fashion, we need

a distributed computation version of the shortest path algorithm. Several such

algorithms are described in Friedman [4]. These algorithms assume that each node

in the network knows the communication delay to adjacent nodes. By communicating

only with its adjacent nodes, each node can, by invoking one of these algorithms,

then calculate the shortest paths from itself to every other node in the network.

The computational complexity of these distributed algorithms at each ndde is

similar to that for centralized implementation of the shortest path algorithms.

The number of messages required is O(Ln+n2) where L, n are the number of links

and the number of nodes in the communication network. Each algorithm can operate

asynchronously, i.e. each node can start the algorithm and the algorithm remains

correct even if any number of nodes independently decide to start the algorithm.

Thus the shortest paths can be updated periodically to reflect changes in network

topology and changes in communication costs on the links.



Once the shortest paths have been determined, implementation of the MST

and MDT algorithms are relatively straight-forward. Finding the shortest paths

corresponds to the pre-processing necessary for our algorithms. Suppose a query

arrives at node R. It is assumed that each node has a directory of file locations

so that node R can determine the set of nodes F it has to access to process this

query.

To implement the MDT algorithm, node R sends messages to each node iWF,

requesting that the appropriate file at node i be sent to node R. Since each

node i knows the shortest path to node R, no further coordination from R is

necessary.

To implement the MST algorithm, node R has to find the MST,rooted at R, of

a directed graph G, with nodeset N = {R}UJF and lihkset with weights corresponding

to the shortest path lengths between each pair of nodes in N. If some of these

shortest path links are not already in memory at node R due to previous requests,

node R must request them from the appropriate nodes. In the worst case, 2.IFI

messages will be necessary. Once the shortest path lengths are collected, the

MST is easily found and instructions are sent to the file nodes to coordinate

the processing of the query.

Note that under this distributed implementation, different nodes can initiate

queries to the database independently and concurrently. In addition, so long as

- .7a···- --··- ·--- n
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the requesting node R and the file nodes F are in operation and communication

paths exist between R and the file nodes, queries can be processed even when

communication links and computers fail.

6. Comparison of Query Processing Algorithms

Wong's algorithm attempts to solve the most general query processing problem,

where (1) files have different sizes, and selectivity parameters are arbitrary and

(2) the communication subnetwork is completely general. Unfortunately, this

general problem is very difficult and Wong's attempt only resulted in a heuristic

giving local optimum.

Hevner and Yao looked at a simpler problem; relaxing requirement C2) by

assuming that the communication cost between each pair of nodes depends linearly

on the volume of data moved.

The MST Algorithm and the MDT Algorithm described in this paper relax

requirement (1) by assuming same size files and selectivity parameters of value

one. Our algorithms have the following advantages:

(1) We retain the traditional layering approach, i.e. separating the database

from the underlying communication subnetwork. The latter will provide the

input for our algorithms: the link costs in the MST and the MDT Algorithms.
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(2) The minimum spanning tree problem and the shortest path problem in a directed

graph are well understood and there exists efficient algorithms for their

solutions.

(3) Under the assumptions we make, the MST and the MDT Algorithm will solve the

problem optimally. Other query processing algorithms, for example, Wong's

algorithm, only achieves a local optimum. In addition, Wong's algorithm

only guarantees that the solution to the query will be available at one

site, and is indifferent as to which site it is. The two algorithms proposed

in this paper, on the other hand, guarantee that the result will be at the

requesting node.

(4) The MST and MDT algorithms can be easily generalized to accommodate redundant

file copies. While Wong's Algorithm can also be generalized using the same

technique, Hevner and Yao's Algorithm cannot be generalized easily.

(5) The two algorithms proposed can be implemented using distributed computation.

7. Conclusions

Efficient query processing is an important function of distributed databases.

In this paper we have developed two new query processing algorithms that are simple

and can be implemented using distributed computation. In addition, we developed

the artificial file node technique to handle redundant copies of data. These two



algorithms, however, suffer from very strict assumptions. In the future, we

shall try to extend the algorithms by relaxing some of these assumptions. In

addition, because of their assumptions, these two algorithms are actually hueris-

tics, as is Wong's Algorithm 110]. It should be interesting to compare them.
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