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Face recognition is an important biometric method because of its potential 
applications in many fields, such as access control and surveillance. In surveil- 
lance applications, the distance between the subject and the camera is changing. 
Thus, in this paper, the effect of the distance between the subject and the cam- 
era, distance class, the effect of the number of images per class, and also the ef- 
fect of session used to acquire the images have been investigated. Three sessions 
are used to acquire the images in the database. The images in each session were 
equally divided into three distance classes: CLOSE, MEDIUM, and FAR, ac- 
cording to the distance of the subject from the camera. It was found that using 
images from the MEDIUM class for training gives better performance than us- 
ing either the FAR or the CLOSE class. In addition, it was also found that using 
one image from each class for training gives the same recognition performance 
as using three images from the MEDIUM class for training. It was also found 
that as the number of images per class increases, the recognition performance 
also increases. Lastly, it was found that by using one image per class from all 
the available database sessions gives the best recognition performance.
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s for many applications such as security surveillance and human-computer interaction. Many face d

tection and face recognition techniques have been proposed with satisfactory success (Zhaoet al, 2003).However, face

recognition for surveillance is difficult to tackle because in closed circuit television (CCTV) the cameras photograph

people at tilted angles or in low light, thus resulting in poor quality video images being captured(Wiliem

The low quality video coupled with the large variations in the subjects face orientations in the acquired video d

creases the recognition accuracy. Various techniques have been proposed for face recognition for surveilla

, 2011, Davis et al, 2010). These can be classified into two groups: software

based techniques. Vera-Rodriguez et al. (2010) investigated the effect of the distance between

e subject on recognition rate. They categorized the images in the database according to the distance

into three classes, namely; close, medium, and far class. They used mug
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increases (recognition performance dropped) when the person is further away from the camera regardless of the face

recognition technique used. Similarly,YuxiPeng (2011)

images for testing, the author's work also shows that as the distance between a person and the camera increases, the

recognition rate decreases regardless of the face recognition technique used.

YCBCR and YCG’CR’ colour spaces improve the performance of face recognition.

and testing data are different. Thus, we propose to use the same type of images, surveillance video, for both

and testing. However, this raises the question, given that the distance between the subject and the camera is changing,

the images from which distance class (FAR, MEDIUM, and CL

est error rate? Thus, in this work, an investigation of the selection of training data on the performance of face recogn

tion in surveillance application will carried out. In particular, the effect of images classes on face recognition, the e

fect of the number of image frames per class, and the effect of database

investigated. 

2. Surveillance Dataset

The ChokePoint Dataset (National ICT Australia Limited, 2014

in portal 1 and 29 persons in portal 2. P

available compared to portal 1. Portal 2 dataset consist

and Portal 2 Leaving scene dataset (P2L). P2L

lected for database preparation for all experiments. Although the video images were captured in four sessions, only

session 1 (S1), session 2 (S2), and session 3 (S3) were used. Sessio

tured image of the face is not frontal as seen in

in the same horizontal line. 

Figure 1 Samples of frontal face images in the P2L dataset, Source ChokePoint Dataset

3. Database Preparation

The ChokePoint database is a series of video frames of a person walking towards the camera. Each person has diffe

ent number of video images captured since some people walk

tured by the camera. The smallest number of video frames per person is 44 frames. The video frames were then d

vided into three classes, namely; FAR, MEDIUM, and CLOSE class. Since the lowest number of

44, 42 frames are selected so that each class has the same number of frames, which is 14 frames per class. From the

1st frame to the last 42ndframe, each video image is showing the person getting closer to the camera location. The d

finitions of the classes are: 

• FAR class - The first 14 frames from the 42 frames per person. The distance between the person and the camera

is longer than MEDIUM and CLOSE class.

• MEDIUM class - The next 14 frames after the FAR class frames from the 42

tween the person and the camera is shorter than FAR class and longer than CLOSE class.

• CLOSE class - The last 14 frames from the 42 frames per person. The distance between the person and the ca

era is shorter than FAR and MEDIUM class.
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recognition rate decreases regardless of the face recognition technique used. Yoo et al. (2007) reported that the

’ colour spaces improve the performance of face recognition.In the previous works, the training

and testing data are different. Thus, we propose to use the same type of images, surveillance video, for both

and testing. However, this raises the question, given that the distance between the subject and the camera is changing,

FAR, MEDIUM, and CLOSE) should be used for training to produce the lo

this work, an investigation of the selection of training data on the performance of face recogn

tion in surveillance application will carried out. In particular, the effect of images classes on face recognition, the e

es per class, and the effect of database session used on face recognition will be

Surveillance Dataset

National ICT Australia Limited, 2014) is a collection of surveillance videos of 25 persons

Portal 2 dataset was used for database preparation since it has more subjects

available compared to portal 1. Portal 2 dataset consists of two sub datasets; Portal 2 Entering scene dataset (P2E)

and Portal 2 Leaving scene dataset (P2L). P2L dataset contain better quality frontal faces. Thus, P2L dataset were s

lected for database preparation for all experiments. Although the video images were captured in four sessions, only

session 1 (S1), session 2 (S2), and session 3 (S3) were used. Session 4 video images were not used because the ca

tured image of the face is not frontal as seen in Figure  1. All the frontal face images are aligned so that their eyes are

ntal face images in the P2L dataset, Source ChokePoint Dataset 

Database Preparation

The ChokePoint database is a series of video frames of a person walking towards the camera. Each person has diffe

ent number of video images captured since some people walk faster than others thus having lesser video images ca

tured by the camera. The smallest number of video frames per person is 44 frames. The video frames were then d

vided into three classes, namely; FAR, MEDIUM, and CLOSE class. Since the lowest number of frames available is

44, 42 frames are selected so that each class has the same number of frames, which is 14 frames per class. From the

frame, each video image is showing the person getting closer to the camera location. The d

The first 14 frames from the 42 frames per person. The distance between the person and the camera

is longer than MEDIUM and CLOSE class. 

The next 14 frames after the FAR class frames from the 42 frames per person. The distance b

tween the person and the camera is shorter than FAR class and longer than CLOSE class. 

The last 14 frames from the 42 frames per person. The distance between the person and the ca

MEDIUM class. 
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A total of 3528 video images with frontal face of persons were selected from the ChokePoint database. Three d

tabases representing three different session containing 1176 video images each were created.

ferent persons. 14 persons are used for training and testing, and the other 14 different persons are used for testing o

ly. All the video images cover from chin to crown of the person and b

horizontal line. The image size is 96 by 96 pixels and all the images are in grey scale format.

3.1. Training Database 

Eight cases of selecting training images

used to evaluate the effect of training data selection on

tions. 

Table

Case 

Case 1 Three images per person randomly selected from the same class

Case 2 
Three images per person. One image

will be used 

Case 3 
Nine images per person.Three images

sion will be used 

Case 4 
Nine images per person.One image

will be used 

Case 5 Three images per person; three mean images from each class of the same

Case 6 Nine images per person from all the database session with 1 mean image per class will be used.

Case 7 
Six images per person; consist of three randomly selected images and three mean images from each class of the

same database session will be used. (Case 7 is Case 2 and Case 5 images combined together in the same folder)

Case 8 

18 images per person; consist of nine images and nine mean images from all the database session with 1 rando

ly selected image and 1 mean

gether in the same folder)

Case 1 and 2 are used to evaluate the effect of class on face recognition. While case

effect of the number of images per class on face recognition.

3 and 4. Case 2 and 5 are used to study the effect of using one mean image from each class from the same database

while case 4 and 6 are used to study the effect of using

sions on face recognition. Lastly, case 5 and case 7 are used to study the effect of using one image and one mean i

age from each class from the same database session while case 6 and case 8 are used

image and one mean image from each class from all the database session

Table 2 Training database details for case 1, 2, 3, 4, 5, 6, 7, and 8.

Case 
Training 

database size 

Number of

persons in training

1 42 images 14 persons

2 42 images 14 persons

3 126 images 14 persons

4 126 images 14 persons

5 42 images 14 persons

6 126 images 14 persons

7 84 images 14 persons
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A total of 3528 video images with frontal face of persons were selected from the ChokePoint database. Three d

tabases representing three different session containing 1176 video images each were created. They represent 28 di

persons are used for training and testing, and the other 14 different persons are used for testing o

images cover from chin to crown of the person and both eyes of the person are aligned in the same

by 96 pixels and all the images are in grey scale format. 

s were prepared as shown in Table 1. As shown in Table 1, these caseswill be

to evaluate the effect of training data selection on the performance of face recognition in surveillance applic

Table 1 The proposed training database criteria 

Selection criteria 

Three images per person randomly selected from the same class and from the same database session will be used

. One image randomly selected from each of the three class of the same database session

.Three images randomly selected from each of the three class of the same database se

.One image randomly selected from each of the three class of the three database session

Three images per person; three mean images from each class of the same database session will be used.

Nine images per person from all the database session with 1 mean image per class will be used.  

Six images per person; consist of three randomly selected images and three mean images from each class of the

same database session will be used. (Case 7 is Case 2 and Case 5 images combined together in the same folder)

18 images per person; consist of nine images and nine mean images from all the database session with 1 rando

ly selected image and 1 mean image per class will be used. (Case 8 is Case 4 and Case 6 images combined t

gether in the same folder) 

Case 1 and 2 are used to evaluate the effect of class on face recognition. While case 2 and 3 are used to study the

class on face recognition. The effect of database used will be evaluated using case

Case 2 and 5 are used to study the effect of using one mean image from each class from the same database

while case 4 and 6 are used to study the effect of using one mean image from each class from all the database se

on face recognition. Lastly, case 5 and case 7 are used to study the effect of using one image and one mean i

age from each class from the same database session while case 6 and case 8 are used to study the effect of using one

image and one mean image from each class from all the database sessions on face recognition. 

Training database details for case 1, 2, 3, 4, 5, 6, 7, and 8. 

Number of 

persons in training database 

Number of images 

per person 

Number of class per 

person 

14 persons 3 images 1 class 

14 persons 3 images 3 classes 

14 persons 9 images 3 classes 

14 persons 9 images 3 classes 

14 persons 3 images 3 classes 

14 persons 9 images 3 classes 

14 persons 6 images 3 classes 
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A total of 3528 video images with frontal face of persons were selected from the ChokePoint database. Three da-

They represent 28 dif-

persons are used for training and testing, and the other 14 different persons are used for testing on-

oth eyes of the person are aligned in the same 

, these caseswill be 

in surveillance applica-

database session will be used 

class of the same database session 

the same database ses-

database sessions 

database session will be used. 

Six images per person; consist of three randomly selected images and three mean images from each class of the 

same database session will be used. (Case 7 is Case 2 and Case 5 images combined together in the same folder) 

18 images per person; consist of nine images and nine mean images from all the database session with 1 random-

image per class will be used. (Case 8 is Case 4 and Case 6 images combined to-

and 3 are used to study the 

he effect of database used will be evaluated using case 

Case 2 and 5 are used to study the effect of using one mean image from each class from the same database 

one mean image from each class from all the database ses-

on face recognition. Lastly, case 5 and case 7 are used to study the effect of using one image and one mean im-

to study the effect of using one 

Number of images 

per class 

3 images 

1 image 

3 images 

3 images 

1 image 

1 image 

2 images 
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8 252 images 14 persons

3.2. Testing Database 

Two testing databases were created. The first database, Client test database, has 588 images of the 14 persons for

each session. This database will be used to test the recall capability of the face recognition system. The second dat

base, Imposter test database, also has 588 images of 14 different persons for each session. This database will be used

to test the rejection capability of the system.

4. The Face Recognition System

The face recognition system used in this work is the Principal Component Analysis (PCA)

2.Itconsists of an offline training phase 

ages are projected, using PCA, to a lower dimensional feature

torshaving much smaller dimensions compared to the original image dimensions.

in the training database. During the online

ture space using PCA. The feature vectors representing the test im

from the training database in the matching process.

Figure 2 Block diagram of the PCA based face recognition system.

5. The Training Phase 

For the training and testing phase, the euclidean distance is used to calculate the distance between two vector.

der to do the matching task during the testing

base, denoted as, t,  is propose. Let f  be the

the maximum euclidean distance between any two feature vector

rameter denoted as Tcpara as shown in eq
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14 persons 18 images 3 classes 

Two testing databases were created. The first database, Client test database, has 588 images of the 14 persons for

each session. This database will be used to test the recall capability of the face recognition system. The second dat

Imposter test database, also has 588 images of 14 different persons for each session. This database will be used

to test the rejection capability of the system. 

The Face Recognition System

in this work is the Principal Component Analysis (PCA) as shown in

training phase and an online testing phase. During the training phase, the set of training i

to a lower dimensional feature space. This projection will produce sets of feature ve

smaller dimensions compared to the original image dimensions. The feature vectors are then stored

base. During the online recognition process, a test image is projected to a lower dimensional fe

ture space using PCA. The feature vectors representing the test image are then compared with the feature vectors

training database in the matching process. 

PCA based face recognition system. 

For the training and testing phase, the euclidean distance is used to calculate the distance between two vector.

der to do the matching task during the testing phase, a formula generating a threshold value using the training dat

be the feature vector from the training database, then, the threshold value,

the maximum euclidean distance between any two feature vectors from the training database, divided by a tunable p

as shown in equation (1). 
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Two testing databases were created. The first database, Client test database, has 588 images of the 14 persons for 

each session. This database will be used to test the recall capability of the face recognition system. The second data-

Imposter test database, also has 588 images of 14 different persons for each session. This database will be used 

as shown inFigure 

the set of training im-

sets of feature vec-

The feature vectors are then stored 

ted to a lower dimensional fea-

feature vectors 

For the training and testing phase, the euclidean distance is used to calculate the distance between two vector. In or-

using the training data-

the threshold value, t, is 

from the training database, divided by a tunable pa-

(1) 
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where M, N = 1 to Z. M, N is the feature vector

base. The threshold value, t, will be use during the testing

value generated by the test person during the matching task.

6. The Testing Phase

Let i = 1, 2, ... 42 and M = 1, 2, ... Z and

person that have 42 test frames, fRi is a 

from the training database, the minimum euclidean distance between every test feature vector

ing database feature vector fM , is calculated, denoted as

minimum euclidean distance and ei is the minimum euclidean distance calculated between

The person P from the training database that has the minimum euclidean distance

is denoted as li and the collection of li is 

Let Pmode = mode{L}, be the highest occurrence from the set

Eav, of all the ei from E with li equal to P

If the average Euclidean distance between

er than a given threshold t, then test person

person. To measure the performance of both systems, several performance metrics are used. These are:

For Recall 

• Correct Classification. If a test person

base.

• False Acceptance. If a test person

person

• False Rejection. If a test person

For Reject 

• Correct Classification. If a test person

tion system.

• False Acceptance. If a test person

For this work, the threshold tuning parameter,

rates for both recall and reject. This classification rate is defined as

7. Results and Discussion

In case 1 there are a total of 27 separate experiments. Table 3 shows the nine experiments setup for case 1 training

database using the FAR class images. The experiment were then repeated using MEDIUM and CLOSE class images,

thus resulting in a total of 27 experiments using case 1 training database criteria.

Table 3The nine experiment

CLASS 

FAR class images were used for training 

database 
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feature vector index in the training database and Z is the size of the training dat

, will be use during the testing phase where it will be compare with a euclidean distance

generated by the test person during the matching task.  

and Z is the size of the training database. Let TR = {fR1, fR2, ..., fR

 feature vector that represents the test person frame, and fM is a feature vector

the minimum euclidean distance between every test feature vector, fRi , with

is calculated, denoted as E = {e1, e2, ... e42} where E is a set that contain

is the minimum euclidean distance calculated between fRi and fM. 

base that has the minimum euclidean distance ei with the test feature vector

is L = {l1, l2, ... l42}.  

highest occurrence from the set L, then the euclidean distance average,

Pmode, were calculated. 

ean distance between test person TR and P person in the training database, Eav(T

test person TR and P person in the training database are assumed to be of the same

To measure the performance of both systems, several performance metrics are used. These are: 

test person Ti is correctly matched to the same person Pi in the training dat

a test person Ti is incorrectly matched with person Pj, where i and j are not the same

a test person Ti is of a person Pi in the training database but rejected by the system.

a test person Ti, from the Imposter test database is rejected by the face recogn

a test person Ti from the Imposter test database is accepted by the program.

For this work, the threshold tuning parameter, Tcpara, was set so that the system has equal correct classification

rates for both recall and reject. This classification rate is defined as the Equal Correct Rate (ECR). 

Discussion

In case 1 there are a total of 27 separate experiments. Table 3 shows the nine experiments setup for case 1 training

FAR class images. The experiment were then repeated using MEDIUM and CLOSE class images,

total of 27 experiments using case 1 training database criteria. 

3The nine experiments setup for case 1 using FAR class images. 

Training Database Session Testing Database Session

S1 S1 

S1 S2 

S1 S3 

S2 S1 

S2 S2 

S2 S3 

S3 S1 
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is the size of the training data-

phase where it will be compare with a euclidean distance 

, ..., fR42} be the test 

a feature vector 

with all the train-

that contain all the 42 

with the test feature vector fRi, 

, then the euclidean distance average, denoted as 

(TR,P) is small-

are assumed to be of the same 

 

the training data-

are not the same 

in the training database but rejected by the system. 

, from the Imposter test database is rejected by the face recogni-

is accepted by the program. 

, was set so that the system has equal correct classification 

In case 1 there are a total of 27 separate experiments. Table 3 shows the nine experiments setup for case 1 training 

FAR class images. The experiment were then repeated using MEDIUM and CLOSE class images, 

Testing Database Session 
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In order to do comparisons between case 1

the performance of case 1 criteria. As can be seen from Table 3, u

S2, and S3 testing database will produce

then calculated as shown in equation (2)

avg_ECR_FAR_STNj 

Where: 

ECR_FAR_STTi = The equal correct rate produced using FAR class S

database. i, j = 1, 2, 3

avg_ECR_FAR_STNj = The average equal correct rate produced using FAR class S

S1, S2, and S3 

The same equation (2) was applied on MEDIUM an

class that give the highest average equal correct rate equation (3)

[Best Class, Best Score] = 

Equation (3) returns the best average ECR (Best Score) and the class that give this best average.

Score from case 1 experiments represent

es performances.  

In case 2, case 3, case 5, and case 7, there are a total of nine separate experiments in each case

periment setup shown in Table 3.

gECR_FAR_STTiwithECR_STTi andavg_ECR_FAR_STN

each case is given by equation (4). 

ECR_STTi = The equal correct rate produced using S

2, 3 

avg_ECC_STNi = The average equal correct rate produced using S

ing database 

Best Score 

Applying equation (4) on case 2, case 3, case 5, and case 7, return the best average

respectively. 

In case 4, case 6, and case 8, there are a total of three separate experiments in each case.

by substituting ECR_FAR_STTi in the equation (2)

ECR_STi = The equal correct rate produced using

testing database. i, j  = 1, 2, 3

avg_ECR = The average equal correct rate produced using

database tested on S1, S2, and S3 testing database
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S3 S2 

S3 S3 

In order to do comparisons between case 1 and the other cases performances, an equation was proposed to represent

As can be seen from Table 3, using a FAR class S1 training database tested on S1,

produce three equal correct rate respectivelyand the average of these three ECR w

as shown in equation (2). 

 = 

= The equal correct rate produced using FAR class Sj training database tested onS

. i, j = 1, 2, 3 

= The average equal correct rate produced using FAR class Sj training database tested on

S1, S2, and S3 testing databases 

on MEDIUM and CLOSE class training database. In order to determine

equal correct rate equation (3) is used. 

the best average ECR (Best Score) and the class that give this best average. Thus,

Score from case 1 experiments represents the case 1 performance and will be used for comparison with the other ca

5, and case 7, there are a total of nine separate experiments in each case, using the same e

periment setup shown in Table 3.The same formula shown in equation (2) wasmodifiedby

avg_ECR_FAR_STNjwithavg_ECC_STNi as shown below. The 

= The equal correct rate produced using Sj training database tested on Si testing database

= The average equal correct rate produced using Sj training database tested on S1, S2, and S3 tes

= 

) on case 2, case 3, case 5, and case 7, return the best average ECR (Best Score) for each case

In case 4, case 6, and case 8, there are a total of three separate experiments in each case. Equation (2) was

in the equation (2) withECR_STi, andECR_FAR_STNjwithavg_ECR as shown below.

= The equal correct rate produced using acase 4, case 6, or case 8 training database, tested on S

. i, j = 1, 2, 3 

= The average equal correct rate produced using a case 4, case 6, or case 8 training database

database tested on S1, S2, and S3 testing database 
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, an equation was proposed to represent 

FAR class S1 training database tested on S1, 

three equal correct rate respectivelyand the average of these three ECR was 

(2) 

training database tested onSi testing 

training database tested on 

In order to determine the best 

(3) 

Thus, the Best 

the case 1 performance and will be used for comparison with the other cas-

, using the same ex-

modifiedbysubstitutin-

he best score for 

testing database. i, j = 1, 

training database tested on S1, S2, and S3 test-

(4) 

ECR (Best Score) for each case 

Equation (2) was modified 

as shown below. 

tested on Si 

a case 4, case 6, or case 8 training database training 
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The avg_ECR for each case represent

out 20 times and all the Best Score for every caseare

Table 4 Comparison of the best average equal correct rate

Experiment 

number 

The best class from 

Case 1 experiment 

1 MEDIUM 

2 MEDIUM 

3 MEDIUM 

4 MEDIUM 

5 MEDIUM 

6 FAR 

7 MEDIUM 

8 FAR 

9 MEDIUM 

10 FAR 

11 MEDIUM 

12 FAR 

13 FAR 

14 MEDIUM 

15 MEDIUM 

16 MEDIUM 

17 FAR 

18 MEDIUM 

19 FAR 

20 FAR 

As can be seen from Table 4, the average

deviation (std), 62.86±2.30std, 70.24±3.77

Case 1, Case 2, Case 3, Case 4, Case 7, and Case 8 respectively. The MODE of the Case 1 best class is

class which mean on the first 10 run, the MEDIUM class

from Table 4, the average rate of all the 20 experiments gives 61.43

77.62±2.49std, 64.29, 80.95, 69.64±2.43

8 respectively. The MODE of the Case 1 best class is still the MEDIUM class. This shows that the MEDIUM class

gives the best performance most of the time in case 1.

Figure 3 and figure 4 shows the compa

the 20 experiments run respectively. 
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represents the Best Score for that case. The experiments for all the cases were carried

l the Best Score for every caseare shown in Table 4. 

Comparison of the best average equal correct rates from case 1, case 2, case 3, case 4, case 5, ca

and case 8. 

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

64.29 64.29 71.43 71.43 64.29 80.95 73.81

61.90 66.67 71.43 78.57 64.29 80.95 69.05

61.90 61.90 73.81 76.19 64.29 80.95 69.05

57.14 64.29 71.43 78.57 64.29 80.95 66.67

64.29 61.90 69.05 76.19 64.29 80.95 66.67

59.52 61.90 66.67 76.19 64.29 80.95 71.43

59.52 59.52 69.05 78.57 64.29 80.95 71.43

57.14 59.52 61.90 76.19 64.29 80.95 71.43

61.90 64.29 73.81 73.81 64.29 80.95 71.43

61.90 64.29 73.81 78.57 64.29 80.95 71.43

61.90 69.05 69.05 78.57 64.29 80.95 73.81

61.90 57.14 73.81 80.95 64.29 80.95 66.67

61.90 59.52 71.43 80.95 64.29 80.95 66.67

61.90 59.52 76.19 76.19 64.29 80.95 69.05

59.52 69.05 66.67 80.95 64.29 80.95 71.43

59.52 59.52 73.81 80.95 64.29 80.95 66.67

61.90 64.29 71.43 76.19 64.29 80.95 66.67

64.29 64.29 73.81 76.19 64.29 80.95 69.05

64.29 66.67 71.43 78.57 64.29 80.95 71.43

61.90 64.29 73.81 78.57 64.29 80.95 69.05

, the average equal correct rates of the first 10 experiments gives 60.95±

3.77std, 76.43±2.37std, 64.29, 80.95, 70.24±2.31std and 85.24

Case 1, Case 2, Case 3, Case 4, Case 7, and Case 8 respectively. The MODE of the Case 1 best class is 

class which mean on the first 10 run, the MEDIUM class gave the best performance most of the time in case 1.

, the average rate of all the 20 experiments gives 61.43±2.13std, 63.10±3.33std, 71.19

2.43std, and 85.48±2.31std for Case 1, Case 2, Case 3, Case 4, Case 7, and Case

8 respectively. The MODE of the Case 1 best class is still the MEDIUM class. This shows that the MEDIUM class

gives the best performance most of the time in case 1. 

Figure 3 and figure 4 shows the comparison between all cases performances for the first 10 experiments run and all
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for all the cases were carried 

from case 1, case 2, case 3, case 4, case 5, case 6, case 7, 

Case 7 Case 8 

73.81 80.95 

69.05 88.10 

69.05 85.71 

66.67 83.33 

66.67 85.71 

71.43 85.71 

71.43 83.33 

71.43 88.10 

71.43 88.10 

71.43 83.33 

73.81 88.10 

66.67 88.10 

66.67 80.95 

69.05 88.10 

71.43 85.71 

66.67 85.71 

66.67 85.71 

69.05 83.33 

71.43 85.71 

69.05 85.71 

±2.56 standard 

and 85.24±2.46std for 

Case 1, Case 2, Case 3, Case 4, Case 7, and Case 8 respectively. The MODE of the Case 1 best class is the MEDIUM 

time in case 1. Also 

, 71.19±3.36std, 

for Case 1, Case 2, Case 3, Case 4, Case 7, and Case 

8 respectively. The MODE of the Case 1 best class is still the MEDIUM class. This shows that the MEDIUM class 

for the first 10 experiments run and all 
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Figure 3 The average rate of the first 10 experiments

Figure 4 The average rate of the all the 20 experiments

Comparing the Case 1 and Case 2 result

classes of the same database session gives better equal correct recognition rate than

lected from a single class of the same database session

performance improves as the number of images per class increases. Comparing Case 3 and Case 4 result

using one image per class from all the database session

per class from the same database session. Comparing Case 2 and Case 5 recognition result

mean image from each class from the same database for training gives better result

class from the same database for training. Comparing Case 4 and Case 6 recognition result

mean image from each class from all the database session

from all the database sessions for training. Comparing Case 5 and Case 7 recognition result

image and one mean image from each class from the same database session gives better result

image from each class from all the database session

using one image and one mean image from each class from all the database session

mean image from each class from all the database session

shows that recognition performance improves as the number of images per class increases.

The performance of our system is also compared with several PCA based methods as shown in Table

direct comparison between our system and their system is not meaningful as different training and testing conditions
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The average rate of the first 10 experiments 

The average rate of the all the 20 experiments 

Case 2 results shows that using one image randomly selected from each of the three

gives better equal correct recognition rate than using three images

class of the same database session. Comparing Case 2 and Case 3 results shows that recognition

performance improves as the number of images per class increases. Comparing Case 3 and Case 4 result

using one image per class from all the database sessions gives better recognition performance than using three images

per class from the same database session. Comparing Case 2 and Case 5 recognition results shows that using one

mean image from each class from the same database for training gives better result than using one image from each

class from the same database for training. Comparing Case 4 and Case 6 recognition results shows that using one

mean image from each class from all the database sessions gives better result than using one image from each class

for training. Comparing Case 5 and Case 7 recognition results shows that using one

image and one mean image from each class from the same database session gives better result than using one mean

he database sessions. Comparing Case 6 and Case 8 recognition result

ing one image and one mean image from each class from all the database sessions gives better result 

mean image from each class from all the database sessions. Comparing Case 8 with both Case 4 and Case 6 also

shows that recognition performance improves as the number of images per class increases.  

The performance of our system is also compared with several PCA based methods as shown in Table

comparison between our system and their system is not meaningful as different training and testing conditions

Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8

Training database selection criteria

Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8

Training database selection criteria

Advances in Distributed 

Computing and Artificial 

Intelligence Journal 

ne image randomly selected from each of the three 

s randomly se-

shows that recognition 

performance improves as the number of images per class increases. Comparing Case 3 and Case 4 results shows that 

using three images 

shows that using one 

using one image from each 

shows that using one 

using one image from each class 

shows that using one 

using one mean 

. Comparing Case 6 and Case 8 recognition results shows that 

gives better result than using one 

both Case 4 and Case 6 also 

The performance of our system is also compared with several PCA based methods as shown in Table 5. Although

comparison between our system and their system is not meaningful as different training and testing conditions 

Case 8

Case 8
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are used. Nevertheless, our system performance of

rate of 85.53% 

Table 6Comparison of several PCA based face recognition in surveillance application.

Methods 

Vera-Rodriguez et al, 2010 

YuxiPeng, 2011 

Our proposed method (Case 8) 

8. Conclusion

In this work, an investigation of the effect of

ognition in surveillance application has been carried out. It was found that using three images from MEDIUM di

tance class for training gives better performance than FAR and CLOSE distance class

sion used.However, using one image from each class

performance compared to the one that uses three MEDIUM class images

so found that as the number of images per class increase, the recognition performance also increases. Lastly, it was

found that by using one image per class and one mean image per class from all the database session

recognition performance.Thus, the best cho

available database sessions.  In our further work, we intend to study whether using YC

the recognition rate for surveillance application.
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Best Score from 20 experiments run) 
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