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Inferene through Alternative-SetSemantisGANN BIERNER, Division of Informatis, University of Edinburgh,E-mail: gbierner�ogsi.ed.a.ukBONNIE WEBBER, Division of Informatis, University of Edinburgh,E-mail: bonnie�dai.ed.a.ukAbstratWe show how alternative set semantis an be used to analyze a lass of lexial items frequently foundin natural language requests to searh engines and databases (inluding other (than), suh (as), andbesides as well as better, faster, and other omparatives). We show how the analyses allow usto infer properties of entities, as in the bolded phrase above where other lienses the inferene thatbetter and faster are omparatives.Keywords: alternative set semantis, inferene, presupposition1 IntrodutionAn alternative set is a set of propositions whih di�er with respet to how one or morearguments are �lled [11, 17, 18℄. For example, the alternative set flike(mary; jen);like(mary; bob); :::g, summarized as �X:like(mary;X), represents the entities thatMary likes. Rooth uses the onept of alternative sets to desribe the semantis ofthe fous partiles even and only. Only involves the restrition of an alternative setto a single element. For example, in the sentene Mary likes only Bob, out of thealternative set �X:like(mary;X), only one element, like(mary; bob), is true.Other lexial items suh as suh (as), other (than), and besides an also be under-stood in terms of alternative sets (\alt-sets"). For example, besides, in the questionWho does Mary like besides Bob?, appeals to the alt-set �X:like(mary;X) and on-siders all elements exept for like(mary; bob).Alt-sets are of more than theoretial interest: [16℄ and [23℄ have already shown thatalt-sets form the semanti basis for ontrast in intonation, and this an be exploitedin speeh interpretation and speeh generation [2℄. We believe that alternative setsemantis an also bene�t query handling in natural language information retrieval(NLIR) systems, suh as The Eletri Monk1 [5℄. Among queries sent to the Monkare the following.(1) a. What is the drinking age in Afghanistan?What is the drinking age in other ountries?b. Where an I �nd web browsers for download?Where an I �nd other web browsers than netsape for download?1http://www.eletrimonk.om 1J. of Language and Computation, Vol. 0 No. 0, pp. 1{13 0000  Oxford University Press



2 Inferene through Alternative-Set Semantis. Where an I �nd a list of all the shoe manufaturers in the world?Where an I �nd shoes made by Bu�alino, suh as the Bushwakers?For the Monk to answer the seond query in (1a), it must identify Afghanistan asa ountry and exlude it from the urrent searh. Similar reasoning in (1b) shouldonlude that Netsape is a web browser to be exluded from the searh. Inorretlyinluding it an so overwhelm the results that no other answers are returned to theuser. In (1), one must onlude that Bushwakers are shoes made by Bu�alino whihan be non-exlusively inluded in the searh.Hearst [8℄ demonstrates ases where pattern mathing an extrat knowledge fromthese onstrutions. In this paper, we present an alternative, formal approah to alt-set words, showing how relevant information an be systematially inferred throughlimited aommodation of their presuppositions. It is unlikely that all suh informa-tion would already be available in an NLIR system's knowledge base (KB), so it isimportant that it be able to infer this knowledge when given the opportunity.Using a lexialized grammar, we show that dividing the semantis of lexial itemsinto assertion and presupposition2, as in [24℄ and [26℄, reveals a simple and elegantanalysis whih exploits regularities of alt-set words. This analysis provides a newapproah to interpreting alt-set words, inluding those with disourse anaphora suhas (1a), whih [8℄ fails to handle. At the same time, the analysis provides a methodfor inferring new information without any further mahinery.2 Bakground2.1 CCGOur semanti analysis is tied to a syntati analysis using Combinatory CategorialGrammar (CCG) [22℄. CCG is a lexialized grammar that enodes both the syntatiand semanti properties of a word in the lexion. For instane, a transitive verb suhas �nd might have the lexial entry in (2).(2) find = (syntax : (SnNP )=NPsemantis : �X�Y:find(Y;X)The symbol = refers to a rightward looking ategory and n to a leftward lookingategory. (2) states that the syntati ategory of �nd is a funtor that requiresits argument, a noun phrase, on its right. The orresponding semanti argumentis simultaneously olleted and bound to the outer variable X . A new funtor isreturned whose syntati argument, another noun phrase, must be on its left. Theorresponding semanti argument is bound to Y . The result is a sentene whosesemantis is find(Y;X) with X and Y bound as desribed above.Categories ombine using rules suh as forward and bakward funtion appliation:(3) a. X=Y : f Y : a ) X : (f a)b. Y : a XnY : f ) X : (f a)The derivation in (4) shows how these rules ombine the lexial items in I �nd shoesinto single syntati and semanti ategories. Here, > indiates forward appliationand <, bakward appliation.2We take the pragmati view of presuppositions explored by [13℄ and [21℄ whih, stated loosely, sees them aspropositions that must be true for an utterane to make sense. For an overview of presupposition, see [1℄.



Inferene through Alternative-Set Semantis 3(4) I find shoesNP : I (SnNP )=NP : �X�Y:find(Y;X) NP : shoes>SnNP : �Y:find(Y; shoes) <S : find(I; shoes)2.2 Lexial Semantis as Assertion and PresuppositionWe follow [24℄ and [26℄ in separating lexial semantis into assertion and presupposi-tion. The assertion is omputed during the derivation (Setion 2.1), and presupposi-tion is evaluated through the mehanism desribed in Setion 5.1.We will write lexial entries in the following form, where the semanti parameterssope both the assertion and presupposition:lexial item = 8><>:syntax : syntati ategorysemantis : �:::(assertion : propositionpresupposition : proposition set2.3 Set Semantis of NounsFollowing [12℄ and [14℄, a ommon noun is interpreted as the set of entities having theproperty of that noun. We take the property and the set as together forming an alt-set3. Neither speaker nor hearer need be aware of its omplete extension; in fat, wedemonstrate here how extensions an grow through presupposition aommodation.To simplify matters, we will write alt-sets as desriptionf:::g, a set with a propertyattribute, alled a desription, whose elements, the ground, are entities with that prop-erty. For example, the alt-set represented by the noun ountry is fountry(argentina);ountry(brazil); :::g. This alt-set has the desription �X:ountry(X) and the groundfargentina; brazil; :::g. One agent's urrent semantis for ountry might be (5)4. Theseletor funtions ground and desription return the omponents of an alt-set.While this way of writing the alt-set is less expressive beause it does not allowabstration over prediates, it is suÆient to demonstrate the laims in this paper.(5) ountry = ountryfargentina; brazil; hina; denmarkg3 Alt-Set WordsThe alt-set words we have analyzed fall into two lasses: those that assemble a setfrom elements and those that exise a set from a larger set. In either ase, onepartiular set of elements is of interest, the �gure. With assembly words, the �gure iseither admitted into the ground of the alternative set, or ombined with a omplementto form the ground. With exision, the �gure is expliitly exluded from the ground.We show here that the �gure, ground, and omplement may derive from struturally-related onstituents, or one or more of them may be presupposed.For these analyses, we de�ne the relation alts(X;Y ) with the following semantis,where X;Y � entities:3Alt-sets are also formed by abstrating over propositions, disussed in Setion 1.4For readability, we abbreviate �X:ountry(X) to ountry.



4 Inferene through Alternative-Set Semantis(6) alts(X;Y ) () 9A 2 alt-sets s:t: (X [ Y ) � ground(A)Intuitively, this relation spei�es that the two arguments an be found together in theground of at least one alt-set in the KB. Note that the desription omponent of thealt-set need not be known.3.1 BesidesBesides is an exision word whose �gure and ground are given struturally, as inExample (7), whih was taken from the same orpus of questions as (1). We disoverthat the �gure, BidFind, is a member of the ground, aution searh engines, usingthe lexial information in (8)5 in the derivation given in (10).(7) Are there aution searh engines besides BidFind?(8) besides = 8>><>>:syntax : (NPnNP )=NPsemantis : �F�S8<:assertion : S � Fpresupposition : F � desription(S)alts(F; S � F )In this analysis, the assertion spei�es that the �gure should be removed from theset of entities subjet to lause-level prediation, whih may be true of the �gure (9b)or may not be (9a).(9) a. Fido is viious and I hate him, but I like dogs besides Fido.b. Fido may be my favorite, but I like dogs besides Fido.In either ase the speaker is ommitted to the fat that the �gure (Fido) is a memberof the set under onsideration (dogs). This is expressed as the �rst presupposition inthe analysis. (Sine �gures an be realized pronominally, the presupposition refers tothe referent of the �gure rather than its form. Setion 5.1 disusses the onsequenesof this for implementation.)The seond presupposition states that the �gure is an alternative to the other enti-ties under onsideration. Although this may seem redundant, we will see in Setion 3.2that it plays an important role.(10) aution searh engines besides BidF indNP : ASEfa; b; g (NPnNP )=NP : NP : fbg�F�S:(S � F ) >NPnNP : �S:(S � fbg)<NP : ASEfa; b; g � fbg presupposition set:�fbg � ASEalts(fbg; ASEfa; g)Here, the presuppositions of besides identify BidFind as an aution searh engineand an alternative to the other aution searh engines. If this knowledge is not alreadyavailable to the system, it may be aommodated.The semantis of the NP, aution searh engines besides BidFind, uses the assertionof besides to yield ASEfa; g{ i.e. the subset of aution searh engines onsisting ofa and . Searh engines, inluding The Eletri Monk, ultimately express requestsas (possibly enrihed) Boolean ombinations of key phrases. So the interpretation5In other onstrutions involving besides, the ground an derive from either the subjet, objet, and indiretobjet, requiring an analysis similar to unlike in Setion 4.1. Besides also has an assembly use, as in the senteneBesides John, Mary walks.



Inferene through Alternative-Set Semantis 5of aution searh engines besides BidFind would map to a rather oarse term like:``aution searh engine'' AND NOT BidFind, but the AND NOT an make a sig-ni�ant di�erene in what is returned.3.2 SuhSuh, as in (1), di�ers from besides in two ways. First, it is an assembly word:Bushwakers, the �gure, is required to be inluded in the ground, the set of shoesmade by Bu�alino. Seond, the range of onstrutions involving suh and as suggestthat it is more systemati to treat them separately. The related sentene (10) showsthat they are separable within a sentene, and example (11) shows that suh is adisourse anaphor, with a similar presupposition when it ours in a later lause.(10) Where an I �nd suh shoes as the Bushwakers?(11) Bushwakers are very omfortable.Where an I �nd suh shoes?We treat suh in (12) as an NP modi�er with two presuppositions: (1) the �gure,F , has the properties assoiated with the ground, S, and (2) the �gure and membersof the ground are alternatives6. This allows the simple syntati/semanti derivationof suh shoes given in (13).(12) suh = 8>><>>:syntax : NP=NPsemantis : �S8<:assertion : S [ Fpresupposition : F � desription(S)alts(F; S [ F )(13) suh shoesNP=NP : �S:S [ F NP : shoefa; b; g>NP : shoefa; b; g [ F presupposition set:�F � shoealts(F; shoefa; b; g [ F )At this point, we simply know that some shoe, the �gure F , is anaphorially pre-supposed, but in some ases we an identify it. Our analysis of NP-taking as is givenin (14), from whih we an perform the derivation in (15).(14) as = 8><>:syntax : (NPnNP )=NPsemantis : �X�Y (assertion : Ypresupposition : alts(X;Y )(15) suh shoes as the BushwakersNP=NP : NP : (NPnNP )=NP : NP : fbg�S:S [ F shoefa; b; g �X�Y:Y< >NP : shoefa; b; g [ F NPnNP : �Y:Y <NP : shoefa; b; g [ F presupposition set:8<:a: F � shoeb: alts(F; shoefa; b; g [ F ): alts(fbg; shoefa; b; g[F )The presupposition set is the union of the presuppositions of suh and as, as boundduring the derivation. The remaining variable, F , we an determine solely from thepresupposition set of (15) using the old AI planning heuristi \use existing objets"6The assertional semantis provided here is a very oarse approximation. The set returned by the assertionshould atually be S [ F restrited by salient properties of F , suh as omfortable in (11). If no properties areavailable, an e�etive default might be to return the most spei� subsumer of F with respet to S.



6 Inferene through Alternative-Set Semantis[19℄ to avoid inventing new objets when others are already available. In partiular, wean unify (15b) and (15), disovering that F , the �gure, is the unary set Bushwakers.This then instantiates (15a), yielding fbg � shoe. Unifying logial forms to instantiatevariables in this way follows the \interpretation as abdution" paradigm [9, 10℄.That Bushwakers (b) are a type of shoe may or may not already be in the dis-ourse. If it is not, we an aommodate the fat. But this is a limited form ofaommodation in that we assume that these presuppositions an be resolved withentities already available from the disourse or a very limited set of the ommonground (Setion 4.3). We do not postulate new entities or keep around partial, orunderspei�ed, representations for later instantiation.3.3 OtherThe semanti analysis in (16) de�nes other, like besides, as an exision word thatexludes the �gure from the ground7. However, it di�ers in that the �gure derivesanaphorially rather than being ontained struturally.(16) other = 8>><>>:syntax : NP=NPsemantis : �S8<:assertion : S � Fpresupposition : F � desription(S)alts(F; S � F )For example, in (17), other ountries is interpreted as the set of ountries not inludingthe �gure, whih must be available from elsewhere in the sentene, from the disourse,or from the ommon ground (Setion 4.3).(17) other ountriesNP=NP : �S:(S � F ) NP : ountryfa; b; g>NP : ountryfa; b; g � F presupposition set:�F � ountryalts(F; ountryfa; b; g � F )While the problem of identifying a presupposed �gure is not yet solved (f. Se-tion 4), we an �nd the �gure for other in onstrutions ontaining than. The wordthan has the same analysis as as exept for features on the syntax not shown here,marking it as omparative rather than equative. Given this, we an perform thederivation in (18) for the relevant portion of (1b).(18) other web browsers than NetsapeNP=NP : NP : (NPnNP )=NP : NP : fng�S:(S�F ) browserfe; ng �X�Y:Y> >NP : browserfe; ng�F NPnNP : �Y:Y <NP : browserfe; ng�F presupposition set:8<:F � browseralts(F; browserfe; ng�F )alts(fng; browserfe; ng�F )As with suh as (Setion 3.2), we unify the last two presuppositions and determinethat the �gure is Netsape. Thus our �rst presupposition is instantiated to indiatethat Netsape is a browser, whih we an aommodate if not already known. Inaddition, the assertional semantis results in fe; ng � fng = feg. In the ontextof an NLIR system, the resulting Boolean request would be something like: ``webbrowser'' AND NOT netsape.A remaining problem involves other NPs with relative lauses: the lause an onveyeither old material (for identifying what is to be exluded) or new material (to be7Other an appear in other syntati onstrutions whih we lak spae to onsider here.



Inferene through Alternative-Set Semantis 7prediated of the new entity). In speeh, intonation an disambiguate: for instane,in penguins and other birds that CAN y, bird but not ying is prediated of penguin,while in robins and other birds that an y, both are prediated of robin. For NLIR,however, disambiguation remains a problem.4 Finding the FigureIdentifying a presupposed �gure when interpreting words like suh and other (i.e.when the �gure is not given struturally) is omparable to determining the referent ofa de�nite pronoun. However, there are several ommon onstrutions, besides thosereated with as and than, that make the presupposed �gure easily identi�able.4.1 Exploiting the Presene of Other Alt-Set WordsLike and unlike are assembly words, but unlike other alt-set words we have disussed,they do not take a ground. Rather, they take a �gure and omplement and presup-pose that they are alternatives. For example, in Unlike Mary, John likes spam, wepresuppose that Mary and John are alternatives. In this ase, no expliit evidene isgiven for their belonging to an alt-set. However, one soure of evidene is the appear-ane of other in one of the arguments{ e.g. in the �rst sentene of this paragraph.The analysis of unlike in (19)8, provides the partial derivation in (20).(19) unlike = 8><>:syntax : ((S=V P )=NP )=NPsemantis : �X�Y �P (assertion : :(P X) ^ (P Y )presupposition : alts(Y;X)As in Setions 3.2 and 3.3, we an \use existing objets" and unify the last two pre-suppositions, determining that the �gure is the set of like and unlike whih, throughthe �rst presupposition, are inferred to belong to the set of alt-set words.(20) unlike other alt-set words, like and unlike((S=V P )=NP )=NP : NP=NP : NP : NP :�X�Y �P::(P X) ^ (P Y ) �S:(S � F ) as wordsf:::g flike; unlikeg>NP : as wordsf:::g � F >(S=V P )=NP : �Y:�P::(P (as wordsf:::g � F ) ^ (P Y ) >S=V P : �P::(P (as wordsf:::g � F ) ^ (P flike; unlikeg)presupposition set: (F � alt-set wordsalts(F; as wordsf:::g � F )alts(flike; unlikeg; as wordsf:::g � F )4.2 List ContextsList ontexts suh as (21) below also provide a situation in whih we an identifythe �gure. We inlude a presupposition with and (and list-forming ommas) thatstates the oordinated items are alternatives { the same presupposition given for asand than (Setion 3.2). Given that the urrent semantis for ountry is ountryfa; b; g,the presupposition of and is instantiated in (21) to alts(fag; ountryfa; b; g� F ). The8The syntati type shown here is unusual, but it is designed to work with appositive onstrutions, whih arenot disussed in detail due to spae onsiderations.



8 Inferene through Alternative-Set Semantispresuppositions of other are instantiated as in (17). This is now equivalent to (18)where we an identify the �gure, Afghanistan, though uni�ation.(21) What is the drinking age in Afghanistan and other ountries?In the ase of ...Afghanistan, other ountries, and Dallas, however, we must en-sure that Dallas is not onsidered a ountry. Assuming that the grammar olletslist items from left to right (easily implemented in CCG or through an inrementalparser), Afghanistan and other ountries will be ombined �rst. Beause we unifypresuppositions as soon as possible (as in [9, 10℄), by the time Dallas is ombined intothe list, the �gure has already been resolved to Afghanistan in the manner desribedabove. Therefore, Dallas annot be the �gure and is not identi�ed as a ountry.4.3 Intersentential RefereneFinding the �gure outside of the sentene is handled as standard disourse anaphora.(Our implementation (Setion 5) does this through an analysis based on -ommandand saliene.) A presupposition onerning the �gure, then, beomes a further re-strition plaed on an anteedent. If no anteedent is found that is known to meetthis restrition, an anteedent onsistent with it is hosen and the presupposition,aommodated. Thus, in (1a), when evaluating the seond sentene, we look for ananteedent that is a ountry. If Afghanistan is known to be a ountry, we hoose it.Otherwise, if it is onsistent with being a ountry, we hoose it and aommodatethat fat. Otherwise we try the ommon ground before failing.That is, presuppositions (inluding presupposed �gures) an also be liensed byelements of the ommon ground that ome from the speaker's and hearer's sharedphysial or ultural situation. While in general, ompletely speifying user's andsystem's ommon ground is impossible, in the onstrained domain of NLIR queries,we an do quite well. In partiular, the user, the loation of the user, and the user'sweb browser an all be onsidered part of the ommon ground. Thus, in the abseneof alternative evidene, other ountries probably exludes the user's urrent loation,while other browsers almost ertainly exludes the one being used.5 Pratial ImplementationWe have implemented the ideas proposed in this paper in Grok, a modular NLPsystem written in the Java programming language. Grok provides a CKY-style hartparser and maintains a disourse model inluding alternative sets, a saliene list basedon entering [7℄, and a dynami ISA hierarhy.95.1 PresuppositionsThe paper has shown how the rules of CCG diret the evaluation of syntax andassertional semantis in a derivation, but not how presuppositions are evaluated.We have indiated that presuppositions are stored lexially and are soped by thesame parameters as the assertional semantis. During parsing, as ontiguous strings9Grok and more information about Grok an be obtained at http://www.is.informatis.ed.a.uk/~gbierner/grok/.



Inferene through Alternative-Set Semantis 9are ombined via CCG rules, the orresponding presuppositions are ombined as well.This is a ompositional, monotoni approah that does not address the projetionproblem [11℄, whih has not yet been a pressing issue for us.Pakaging presuppositions within the derivation allows Grok to entertain multipleinterpretations simultaneously. At this time, we do not do inremental onsistenyheking, but rather wait until a partiular parse is hosen. This maintains the mono-toniity of the KB but does not exploit the disambiguating e�et of presuppositionsand, in turn, the potential redution of parsing time. We are urrently evaluatingthis trade-o�. Inremental interpretation also requires inremental anaphora resolu-tion sine presupposed �gures an be realized by pronouns. To this end, we plan toinorporate the inremental entering model given in [25℄.5.2 Alt-Set Inlusion and Hierarhial RelationsThe presuppositions in this paper refer to the inlusion of an NP in an alternative set.These sets are represented in Grok as nodes in a single-rooted inheritane hierarhywith two types of relations, member and subtype.We have taken names, e.g. Netsape and Bushwakers, to denote individuals. Inlu-sion in an alt-set therefore orresponds to being a member of its orresponding nodein the hierarhy: e.g. from browsers other than Netsape, Netsape beomes a mem-ber of browsers. Plural NPs, e.g. browsers, denote sets. Inlusion in an alt-set hereorresponds to being a subtype. For example, in appliations other than browsers,browser must be inserted as a subtype of the node orresponding to appliation.As disussed in [3℄, there is a general ambiguity in English as to whether singularNPs (de�nite or inde�nite) should be interpreted spei�ally (22) or generially (23).(22) a. The lion frightened my sister.b. A lion walks into a bar. (23) a. The lion lives in Afria.b. A lion is a powerful beast.This same ambiguity leads to a problem for determining whether a singular NPshould be represented as a member or a subtype. We have not tried to solve theproblem in full generality. Rather, we use the following heuristi:Given X � A s:t: A 2 alt-sets, we always interpret A as a kind. For X , inde�nitesingulars are interpreted as kinds and de�nite singulars as individuals if an anteedentan be found in the disourse or ommon ground, and kinds otherwise. As above, ifX denotes a kind, then X is made a subtype of A. If X is an individual, X beomesa member of A.For example, in an appliation other than a browser, a browser is interpreted asa kind and therefore made a subtype of appliation. In an animal other than thelion, if a partiular lion is in the disourse or ommon ground, that entity beomesa member of animal. Otherwise, the lion is interpreted as a kind and beomes asubtype of animal.Another issue regarding the ISA hierarhy is that a omplete KB is far too largeto load into memory when running Grok. The solution is to have an independentserver to supply this information on demand. When Grok requires information aboutbrowsers, for instane, it sends the request to the server and reeives the entry forbrowser as well as all its paths to the root. This ahes relevant information inthe loal KB but does not make it disourse relevant sine the disourse model is a



10 Inferene through Alternative-Set Semantisseparate data struture. We assume these hierarhies will be highly branhing butrelatively shallow. This is supported by the hypernym struture of WordNet [15℄{whose maximum depth is sixteen nodes.5.3 ResolutionGiven the anaphori nature of some alt-set words, resolution is an important issue.The two important aspets of resolution are restritions and saliene.One type of restrition is the dominane restrition. Given a logial form, weompute three things for eah portion, x, of the logial form: external dominators ofx, loal dominators of x, and things dominated by x. Loal dominators are withinthe same prediate-argument struture and external dominators are outside. So, thesentene John thinks he likes other dogs produes the logial form in (24a) and thedominane relations in (24b). The dominane relation desribed here is C-Commandas it is desribed in [22, p.19℄. It is basially the traditional view of -ommand exeptthat we ompute on semanti, not syntati, strutures.(24) a. think(john; like(X; dog� F ))b. thinkjohn8>>>>>:external :internal :dominated :dog; F; X;�9>>>>>; likeX8>>>>>:external : johninternal :dominated :dog; F;�9>>>>>; -dog8>>>>>:external : john; Xinternal :dominated :F 9>>>>>; F8>>>>>:external : john; Xinternal : dogdominated : 9>>>>>;Steedman [22℄ summarizes how these relations are used to restrit anaphora reso-lution in a theory similar to that of [4℄. Reexives, for instane, must be bound to aloal dominator but annot be bound to anything it dominates, Condition A. Otheranaphors are restrited by Condition B whih states that they annot bind to loaldominators and Condition C, that they annot be bound by anything they dominate.Finally, referring expressions suh as de�nite NPs annot resolve to any dominator oranything it dominates.The onsequene of these restritions in the above example, is that the pronoun, he,annot resolve to dog, other dogs, or F . Thus, it must resolve to John or somethingelse earlier in the disourse. F , the �gure of other dogs, annot resolve to dog but anresolve to anything else, inluding John and the referent of X .As noted in Setion 4.3, �gures have further restritions plaed on them. A pre-supposition of John thinks other dogs like Mary is that the �gure of other dogs is adog. This restrition is attahed to F so that it an be used in the resolution proess.Thus, when Grok attempts to bind F to John, it heks to see if John is a dog. If so,John is hosen. If not, John is rejeted. If John is onsistent with being a dog and



Inferene through Alternative-Set Semantis 11there are no salient dogs available in the disourse, John is hosen and the fat thathe is a dog is aommodated.5.4 Information RetrievalAs noted earlier, this researh has been motivated by the pratial problem of naturallanguage information retrieval. The main aim of applying this researh to NLIR isto inrease the amount of information in a query reognized as relevant and use itorretly. "web browsers" AND netsape is not an appropriate searh request forWhat are some web browsers besides Netsape. With the approah presented in thispaper a more reasonable query an be formed.The same theory an be used to allow a searh engine to inform the user of waysto improve the results of a query. For instane, if the results of the query What aresome web browsers? are overwhelmed by pages about Netsape, the message, Shall Isearh for web browsers other than Netsape?, ould be generated as text or speeh.Grok provides this apability with a semanti head-driven generator [20℄.The aquisition of knowledge in an ISA hierarhy is also pertinent to NLIR. Asdesribed in [5℄, The Eletri Monk uses an ISA hierarhy to inrease the sope ofqueries when few pertinent pages are found. By inferring knowledge from user's ques-tions, as desribed in this paper, topial information is automatially made availableto the Monk to improve the results for future queries.6 Preliminary EvaluationWe have hand-tested the heuristis given in Setion 4 for �nding the �gure of otheron three orpora: a subset of the British National Corpus (BNC), a orpus of homemaintenane instrutions (RD) [6℄, and one month of queries from the Monk. TheBNC ontains a great deal of literature and literary ritiism, while the RD is a moreonstrained \how to" text. The dialogues in the Monk's user interations are theshortest and most onstrained of all.Without Default With Defaultpreision reall preision reallBNC 100% 10% 47% 47%RD 100% 43.4% 57.8% 57.8%Monk 100% 69.6% 78.3% 78.3%Table 1. Auray of �gure �nding heuristisTable 1 gives sores for preision and reall where preision is the number of �guresorretly identi�ed out of those attempted and reall is the number orret out ofall instanes of the word other10. We show two sets of sores11. The �rst uses onlythe tehniques desribed in Setion 4. The seond inludes a default heuristi whihhooses the most reent sentential subjet that is not the other phrase itself. With10We exluded idioms like on the other hand.11Note that the gold standard is not 100% beause there are ases in the data sets where not enough of thedisourse was available to identify the �gure.



12 Inferene through Alternative-Set Semantisthe default, preision and reall are the same beause the proedure identi�ed a �gurefor all instanes of other.These sores simply suggest that the urrent approah is pratial sine the heuris-tis give signi�antly greater auray with more onstrained texts suh as are foundin the queries of NLIR systems like the Monk.Comparing results with and without the default, in the latter ase, 30.4% of thetime, no element is hosen as the �gure, ausing NPs of the form \other y" to betranslated to just simply y in the Boolean query. This will ause false positives, pagesinorretly ontaining the �gure, to be inluded in the results of the query.With the default, the set of instanes where false positives are returned is reduedto 21.7%. In these ases, the NP \other y" is translated into y AND NOT z wherez is an inorretly identi�ed �gure. Here there are two possibilities: z ould be ofinterest to the user, ausing important douments to not be returned (false negatives).Alternatively, z ould be irrelevant, in whih ase no false negatives our, and thequery is essentially just y, ausing false positives. Further investigation into thefrequeny of these situations and the e�et they have on users' ability to e�etivelyomplete their tasks will help pinpoint the appropriate tradeo�s to make in a pratialsystem. Further evaluation will be possible when Grok is integrated with the Monk.7 ConlusionWe have shown how a oordinated syntati/semanti analysis of ommon wordsinvolving alternative sets, together with a \use existing objets" heuristi also used inabdutive approahes to disourse interpretation, allows properties of entities to beautomatially inferred. Although the work applies in general, it has been motivatedwith respet to helping to diret the searh of NLIR systems like The Eletri Monk.We believe that signi�ant knowledge an be aumulated and the preision ofsearhes greatly improved in this way. Moreover, with no more mahinery, we believethat analyses similar to those in this paper an be produed for a large set of ommonlyourring words suh as like, di�erent (than), similar to, exept (for), rather than,apart from, inluding, for example, also, too, instead (of), and another, as well asomparatives suh as taller and better. This is work we are urrently arrying out.A parallel e�ort is required to understand the attentional harateristis of theirpresuppositions, so that more aurate resolution proedures an be developed forthose onstrutions whose arguments are not all given struturally.8 AknowledgmentsThanks to Mark Steedman for his enouragement and omments on earlier drafts, andto Jason Baldridge, Constane Bierner, and Julia Hokenmaier for ountless usefuldisussions on this material, to the management of The Eletri Monk for sharingdata and information, and to the anonymous reviewers for their insightful omments.Referenes[1℄ David Beaver. Presupposition. In Johan van Benthem and Alie ter Meulen, editors, Handbookof Logi and Language, pages 939{1008. North Holland, Amsterdam, 1997.
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