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Inference through Alternative-Set
Semantics

GANN BIERNER, Division of Informatics, University of Edinburgh,
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Abstract

We show how alternative set semantics can be used to analyze a class of lexical items frequently found
in natural language requests to search engines and databases (including other (than), such (as), and
besides as well as better, faster, and other comparatives). We show how the analyses allow us
to infer properties of entities, as in the bolded phrase above where other licenses the inference that
better and faster are comparatives.

Keywords: alternative set semantics, inference, presupposition

1 Introduction

An alternative set is a set of propositions which differ with respect to how one or more
arguments are filled [11, 17, 18]. For example, the alternative set {like(mary, jen),
like(mary,bob), ...}, summarized as AX.like(mary, X ), represents the entities that
Mary likes. Rooth uses the concept of alternative sets to describe the semantics of
the focus particles even and only. Only involves the restriction of an alternative set
to a single element. For example, in the sentence Mary likes only Bob, out of the
alternative set AX.like(mary, X), only one element, like(mary, bob), is true.

Other lexical items such as such (as), other (than), and besides can also be under-
stood in terms of alternative sets (“alt-sets”). For example, besides, in the question
Who does Mary like besides Bob?, appeals to the alt-set AX.like(mary, X) and con-
siders all elements except for like(mary, bob).

Alt-sets are of more than theoretical interest: [16] and [23] have already shown that
alt-sets form the semantic basis for contrast in intonation, and this can be exploited
in speech interpretation and speech generation [2]. We believe that alternative set
semantics can also benefit query handling in natural language information retrieval
(NLIR) systems, such as The Electric Monk' [5]. Among queries sent to the Monk
are the following.

(1) a. What is the drinking age in Afghanistan?

What is the drinking age in other countries?

b. Where can I find web browsers for download?
Where can I find other web browsers than netscape for download?

Thttp://www.electricmonk.com
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2 Inference through Alternative-Set Semantics

c. Where can I find a list of all the shoe manufacturers in the world?
Where can I find shoes made by Buffalino, such as the Bushwackers?

For the Monk to answer the second query in (1a), it must identify Afghanistan as
a country and exclude it from the current search. Similar reasoning in (1b) should
conclude that Netscape is a web browser to be excluded from the search. Incorrectly
including it can so overwhelm the results that no other answers are returned to the
user. In (1c), one must conclude that Bushwackers are shoes made by Buffalino which
can be non-exclusively included in the search.

Hearst [8] demonstrates cases where pattern matching can extract knowledge from
these constructions. In this paper, we present an alternative, formal approach to alt-
set words, showing how relevant information can be systematically inferred through
limited accommodation of their presuppositions. It is unlikely that all such informa-
tion would already be available in an NLIR system’s knowledge base (KB), so it is
important that it be able to infer this knowledge when given the opportunity.

Using a lexicalized grammar, we show that dividing the semantics of lexical items
into assertion and presupposition?, as in [24] and [26], reveals a simple and elegant
analysis which exploits regularities of alt-set words. This analysis provides a new
approach to interpreting alt-set words, including those with discourse anaphora such
as (la), which [8] fails to handle. At the same time, the analysis provides a method
for inferring new information without any further machinery.

2 Background
2.1 CCG

Our semantic analysis is tied to a syntactic analysis using Combinatory Categorial
Grammar (CCG) [22]. CCG is a lexicalized grammar that encodes both the syntactic
and semantic properties of a word in the lexicon. For instance, a transitive verb such
as find might have the lexical entry in (2).

(2) find — syntax : (S\NP)/NP
’ semantics 1 AXAY.find(Y, X)

The symbol / refers to a rightward looking category and \ to a leftward looking
category. (2) states that the syntactic category of find is a functor that requires
its argument, a noun phrase, on its right. The corresponding semantic argument
is simultaneously collected and bound to the outer variable X. A new functor is
returned whose syntactic argument, another noun phrase, must be on its left. The
corresponding semantic argument is bound to Y. The result is a sentence whose
semantics is find(Y, X) with X and Y bound as described above.

Categories combine using rules such as forward and backward function application:

3) a. X/Y:f Y:a = X:(fa)

b. Y:ia X\Y:f = X:(fa)
The derivation in (4) shows how these rules combine the lexical items in I find shoes

into single syntactic and semantic categories. Here, > indicates forward application
and <, backward application.

2We take the pragmatic view of presuppositions explored by [13] and [21] which, stated loosely, sees them as

propositions that must be true for an utterance to make sense. For an overview of presupposition, see [1].



Inference through Alternative-Set Semantics 3

(4) I find shoes
NP:T (S\NP)/NP : AXXAY.find(Y, X) NP : shoes
>
S\NP : \Y.find(Y, shoes)
<

St find(I, shoes)

2.2 Lexical Semantics as Assertion and Presupposition

We follow [24] and [26] in separating lexical semantics into assertion and presupposi-
tion. The assertion is computed during the derivation (Section 2.1), and presupposi-
tion is evaluated through the mechanism described in Section 5.1.

We will write lexical entries in the following form, where the semantic parameters
scope both the assertion and presupposition:

syntazx : syntactic category
lexical item = assertion : proposition

semantics : ... . ...
presupposition : proposition set

2.8 Set Semantics of Nouns

Following [12] and [14], a common noun is interpreted as the set of entities having the
property of that noun. We take the property and the set as together forming an alt-
set?. Neither speaker nor hearer need be aware of its complete extension; in fact, we
demonstrate here how extensions can grow through presupposition accommodation.
To simplify matters, we will write alt-sets as description{...}, a set with a property
attribute, called a description, whose elements, the ground, are entities with that prop-
erty. For example, the alt-set represented by the noun country is {country(argentina),
country(brazil),...}. This alt-set has the description AX.country(X) and the ground
{argentina,brazil,...}. One agent’s current semantics for country might be (5)*. The
selector functions ground and description return the components of an alt-set.
While this way of writing the alt-set is less expressive because it does not allow
abstraction over predicates, it is sufficient to demonstrate the claims in this paper.

(5) country = country{argentina, brazil, china, denmark}

3 Alt-Set Words

The alt-set words we have analyzed fall into two classes: those that assemble a set
from elements and those that excise a set from a larger set. In either case, one
particular set of elements is of interest, the figure. With assembly words, the figure is
either admitted into the ground of the alternative set, or combined with a complement
to form the ground. With excision, the figure is explicitly excluded from the ground.
We show here that the figure, ground, and complement may derive from structurally-
related constituents, or one or more of them may be presupposed.

For these analyses, we define the relation alts(X,Y") with the following semantics,
where X, Y C entities:

3 Alt-sets are also formed by abstracting over propositions, discussed in Section 1.

4For readability, we abbreviate AX.country(X) to country.



4 Inference through Alternative-Set Semantics
(6) alts(X,Y) <= 3A € alt-sets s.t. (X UY) C ground(A)

Intuitively, this relation specifies that the two arguments can be found together in the
ground of at least one alt-set in the KB. Note that the description component of the
alt-set need not be known.

3.1 Besides

Besides is an excision word whose figure and ground are given structurally, as in
Example (7), which was taken from the same corpus of questions as (1). We discover
that the figure, BidFind, is a member of the ground, auction search engines, using
the lexical information in (8)° in the derivation given in (10).

(7) Are there auction search engines besides BidFind?

syntazx : (NP\NP)/NP
assertion : S—F
semantics :  AFAS ¢ presupposition : F C description(S)
alts(F,S — F)

(8) besides =

In this analysis, the assertion specifies that the figure should be removed from the
set of entities subject to clause-level predication, which may be true of the figure (9b)
or may not be (9a).

(9) a. Fido is vicious and I hate him, but I like dogs besides Fido.
b. Fido may be my favorite, but I like dogs besides Fido.

In either case the speaker is committed to the fact that the figure (Fido) is a member
of the set under consideration (dogs). This is expressed as the first presupposition in
the analysis. (Since figures can be realized pronominally, the presupposition refers to
the referent of the figure rather than its form. Section 5.1 discusses the consequences
of this for implementation.)

The second presupposition states that the figure is an alternative to the other enti-
ties under consideration. Although this may seem redundant, we will see in Section 3.2
that it plays an important role.

auction search engines besides BidFind presupposition set:
NP :ase{a,b,c}  (NP\NP)/NP: NP :{b} {{b} C ASE
(]0) AFAS.(S — F) alts({b}, ase{a, c})

NP\NP : A5.(S —{0})
NP :ase{a,b,c} — {b}

Here, the presuppositions of besides identify BidFind as an auction search engine
and an alternative to the other auction search engines. If this knowledge is not already
available to the system, it may be accommodated.

The semantics of the NP, auction search engines besides BidFind, uses the assertion
of besides to yield Ase{a,c}— i.e. the subset of auction search engines consisting of
a and c. Search engines, including The Electric Monk, ultimately express requests
as (possibly enriched) Boolean combinations of key phrases. So the interpretation

5In other constructions involving besides, the ground can derive from either the subject, object, and indirect
object, requiring an analysis similar to unlike in Section 4.1. Besides also has an assembly use, as in the sentence

Besides John, Mary walks.
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of auction search engines besides BidFind would map to a rather coarse term like:
‘‘auction search engine’’ AND NOT BidFind, but the AND NOT can make a sig-
nificant, difference in what is returned.

3.2  Such

Such, as in (1c), differs from besides in two ways. First, it is an assembly word:
Bushwackers, the figure, is required to be included in the ground, the set of shoes
made by Buffalino. Second, the range of constructions involving such and as suggest
that it is more systematic to treat them separately. The related sentence (1c’) shows
that they are separable within a sentence, and example (11) shows that such is a
discourse anaphor, with a similar presupposition when it occurs in a later clause.

(1c')  Where can I find such shoes as the Bushwackers?

(11) Bushwackers are very comfortable.
Where can I find such shoes?

We treat such in (12) as an NP modifier with two presuppositions: (1) the figure,
F', has the properties associated with the ground, S, and (2) the figure and members
of the ground are alternatives®. This allows the simple syntactic/semantic derivation
of such shoes given in (13).

syntax : NP/NP
(12) such = assertion : SUF
semantics : - AS { presupposition : F C description(s)
alts(F,SU F)

such shoes presupposition set:
(13)  NP/NP:ASSUF NP :shoe{a,b,c} F C shoe
alts(F,shoe{a,b,c} U F)

NP : shoe{a, b, C} UF

At this point, we simply know that some shoe, the figure F, is anaphorically pre-
supposed, but in some cases we can identify it. Our analysis of NP-taking as is given
n (14), from which we can perform the derivation in (15).

syntaz : (NP\NP)/NP
14 = ion -
( ) @ semantics : AXAY assertion . v
presupposition :  alts(X,Y)
such shoes as the Bushwackers presupposition set:
NP/NP : NP : (NP\NP)/NP : NP :{b} a. F' C shoe
(15) AS.SUF shoefa,b,c} AXAYY b. alts(F, shee{a,b,c} U F)
< > =, alts{b L, b, c}UF
NP : shoe{a, b,c} U F NP\NP : \Y.Y c. alts({b}, shoe{a, b, c}UF)

NP : shoe{a,b,c} UF

The presupposition set is the union of the presuppositions of such and as, as bound
during the derivation. The remaining variable, F', we can determine solely from the
presupposition set of (15) using the old AI planning heuristic “use existing objects”

6The assertional semantics provided here is a very coarse approximation. The set returned by the assertion
should actually be S U F restricted by salient properties of F, such as comfortable in (11). If no properties are

available, an effective default might be to return the most specific subsumer of F' with respect to S.
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[19] to avoid inventing new objects when others are already available. In particular, we
can unify (15b) and (15¢), discovering that F', the figure, is the unary set Bushwackers.
This then instantiates (15a), yielding {b} C shoe. Unifying logical forms to instantiate
variables in this way follows the “interpretation as abduction” paradigm [9, 10].

That Bushwackers (b) are a type of shoe may or may not already be in the dis-
course. If it is not, we can accommodate the fact. But this is a limited form of
accommodation in that we assume that these presuppositions can be resolved with
entities already available from the discourse or a very limited set of the common
ground (Section 4.3). We do not postulate new entities or keep around partial, or
underspecified, representations for later instantiation.

3.8  Other

The semantic analysis in (16) defines other, like besides, as an excision word that
excludes the figure from the ground”’. However, it differs in that the figure derives
anaphorically rather than being contained structurally.

syntax : NP/NP
(16) other = assertion : S _F
semantics : S { presupposition : F C description(S)
alts(F, S — F)

For example, in (17), other countries is interpreted as the set of countries not including
the figure, which must be available from elsewhere in the sentence, from the discourse,
or from the common ground (Section 4.3).

other countries presupposition set:
(17) NP/NP :AS.(S — F) NP : country{a, b, c} F' C country
> alts(F, country{a,b,()} — F)

NP : ccunlry{a, b, C} - F

While the problem of identifying a presupposed figure is not yet solved (cf. Sec-
tion 4), we can find the figure for other in constructions containing than. The word
than has the same analysis as as except for features on the syntax not shown here,
marking it as comparative rather than equative. Given this, we can perform the
derivation in (18) for the relevant portion of (1b).

other web browsers than Netscape presupposition set:
NP/NP: NP: (NP\NP)/NP: NP : {n} F C browser
(18) AS.(S*F) browser{e,’n,} AXAYY (thS(F, browser{e,n}fF)
> altS({n},browser{e,n}fp)
NP : browser{e,n}fF NP\NP PAYY

NP : browser{e, n}fF

As with such as (Section 3.2), we unify the last two presuppositions and determine
that the figure is Netscape. Thus our first presupposition is instantiated to indicate
that Netscape is a browser, which we can accommodate if not already known. In
addition, the assertional semantics results in {e,n} — {n} = {e}. In the context
of an NLIR system, the resulting Boolean request would be something like: ¢
browser’’ AND NOT netscape.

A remaining problem involves other NPs with relative clauses: the clause can convey
either old material (for identifying what is to be excluded) or new material (to be

web

7 Other can appear in other syntactic constructions which we lack space to consider here.
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predicated of the new entity). In speech, intonation can disambiguate: for instance,
in penguins and other birds that CAN fly, bird but not flying is predicated of penguin,
while in robins and other birds that can fly, both are predicated of robin. For NLIR,
however, disambiguation remains a problem.

4 Finding the Figure

Identifying a presupposed figure when interpreting words like such and other (i.e.
when the figure is not given structurally) is comparable to determining the referent of
a definite pronoun. However, there are several common constructions, besides those
created with as and than, that make the presupposed figure easily identifiable.

4.1 FEzploiting the Presence of Other Alt-Set Words

Like and unlike are assembly words, but unlike other alt-set words we have discussed,
they do not take a ground. Rather, they take a figure and complement and presup-
pose that they are alternatives. For example, in Unlike Mary, John likes spam, we
presuppose that Mary and John are alternatives. In this case, no explicit evidence is
given for their belonging to an alt-set. However, one source of evidence is the appear-
ance of other in one of the arguments— e.g. in the first sentence of this paragraph.
The analysis of unlike in (19)%, provides the partial derivation in (20).

syntaz : ((S/VP)/NP)/NP

19 like = ion : -
(19)  wnlike semantics : AXAY AP { assertion L (P X)A(PY)
presupposition :  alts(Y, X)

As in Sections 3.2 and 3.3, we can “use existing objects” and unify the last two pre-
suppositions, determining that the figure is the set of like and unlike which, through
the first presupposition, are inferred to belong to the set of alt-set words.

(20) unlike other alt-set words, like and unlike
((S/VP)/NP)/NP : NP/NP: NP : NP :

AXAYAP(P X)AN(PY) AS.(S—F) aswords{...}  {like,unlike}

NP :aswords{...} — F

(S/VP)/NP : \Y AP.=(P(asawords{...} — F) A (P Y

S/V P : AP.~(P(aswords{...} — F') A (P {like, unlike})

1

F C alt-set words
presupposition set: < alts(F,as.words{...} — F)
alts({like,unlike},as.words{...} — F')

4.2 List Contexts

List contexts such as (21) below also provide a situation in which we can identify
the figure. We include a presupposition with and (and list-forming commas) that
states the coordinated items are alternatives — the same presupposition given for as
and than (Section 3.2). Given that the current semantics for country is country{a, b, c},
the presupposition of and is instantiated in (21) to alts({a}, county{a,b,c} — F). The

8The syntactic type shown here is unusual, but it is designed to work with appositive constructions, which are

not discussed in detail due to space considerations.
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presuppositions of other are instantiated as in (17). This is now equivalent to (18)
where we can identify the figure, Afghanistan, though unification.

(21)  What is the drinking age in Afghanistan and other countries?

In the case of ...Afghanistan, other countries, and Dallas, however, we must en-
sure that Dallas is not considered a country. Assuming that the grammar collects
list items from left to right (easily implemented in CCG or through an incremental
parser), Afghanistan and other countries will be combined first. Because we unify
presuppositions as soon as possible (as in [9, 10]), by the time Dallas is combined into
the list, the figure has already been resolved to Afghanistan in the manner described
above. Therefore, Dallas cannot be the figure and is not identified as a country.

4.3 Intersentential Reference

Finding the figure outside of the sentence is handled as standard discourse anaphora.
(Our implementation (Section 5) does this through an analysis based on c-command
and salience.) A presupposition concerning the figure, then, becomes a further re-
striction placed on an antecedent. If no antecedent is found that is known to meet
this restriction, an antecedent consistent with it is chosen and the presupposition,
accommodated. Thus, in (1a), when evaluating the second sentence, we look for an
antecedent that is a country. If Afghanistan is known to be a country, we choose it.
Otherwise, if it is consistent with being a country, we choose it and accommodate
that fact. Otherwise we try the common ground before failing.

That is, presuppositions (including presupposed figures) can also be licensed by
elements of the common ground that come from the speaker’s and hearer’s shared
physical or cultural situation. While in general, completely specifying user’s and
system’s common ground is impossible, in the constrained domain of NLIR queries,
we can do quite well. In particular, the user, the location of the user, and the user’s
web browser can all be considered part of the common ground. Thus, in the absence
of alternative evidence, other countries probably excludes the user’s current location,
while other browsers almost certainly excludes the one being used.

5 Practical Implementation

We have implemented the ideas proposed in this paper in Grok, a modular NLP
system written in the Java programming language. Grok provides a CKY-style chart
parser and maintains a discourse model including alternative sets, a salience list based
on centering [7], and a dynamic ISA hierarchy.?

5.1 Presuppositions

The paper has shown how the rules of CCG direct the evaluation of syntax and

assertional semantics in a derivation, but not how presuppositions are evaluated.
We have indicated that presuppositions are stored lexically and are scoped by the

same parameters as the assertional semantics. During parsing, as contiguous strings

9 Grok and more information about Grok can be obtained at http://www.iccs.informatics.ed.ac.uk/ gbierner/grok/.
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are combined via CCG rules, the corresponding presuppositions are combined as well.
This is a compositional, monotonic approach that does not address the projection
problem [11], which has not yet been a pressing issue for us.

Packaging presuppositions within the derivation allows Grok to entertain multiple
interpretations simultaneously. At this time, we do not do incremental consistency
checking, but rather wait until a particular parse is chosen. This maintains the mono-
tonicity of the KB but does not exploit the disambiguating effect of presuppositions
and, in turn, the potential reduction of parsing time. We are currently evaluating
this trade-off. Incremental interpretation also requires incremental anaphora resolu-
tion since presupposed figures can be realized by pronouns. To this end, we plan to
incorporate the incremental centering model given in [25].

5.2 Alt-Set Inclusion and Hierarchical Relations

The presuppositions in this paper refer to the inclusion of an NP in an alternative set.
These sets are represented in Grok as nodes in a single-rooted inheritance hierarchy
with two types of relations, member and subtype.

We have taken names, e.g. Netscape and Bushwackers, to denote individuals. Inclu-
sion in an alt-set therefore corresponds to being a member of its corresponding node
in the hierarchy: e.g. from browsers other than Netscape, Netscape becomes a mem-
ber of browsers. Plural NPs, e.g. browsers, denote sets. Inclusion in an alt-set here
corresponds to being a subtype. For example, in applications other than browsers,
browser must be inserted as a subtype of the node corresponding to application.

As discussed in [3], there is a general ambiguity in English as to whether singular
NPs (definite or indefinite) should be interpreted specifically (22) or generically (23).

(22) a. The lion frightened my sister.  (23) a. The lion lives in Africa.
b. A lion walks into a bar. b. A lion is a powerful beast.

This same ambiguity leads to a problem for determining whether a singular NP
should be represented as a member or a subtype. We have not tried to solve the
problem in full generality. Rather, we use the following heuristic:

Given X C A s.t. A € alt-sets, we always interpret A as a kind. For X, indefinite
singulars are interpreted as kinds and definite singulars as individuals if an antecedent
can be found in the discourse or common ground, and kinds otherwise. As above, if
X denotes a kind, then X is made a subtype of A. If X is an individual, X becomes
a member of A.

For example, in an application other than a browser, a browser is interpreted as
a kind and therefore made a subtype of application. In an animal other than the
lion, if a particular lion is in the discourse or common ground, that entity becomes
a member of animal. Otherwise, the lion is interpreted as a kind and becomes a
subtype of animal.

Another issue regarding the ISA hierarchy is that a complete KB is far too large
to load into memory when running Grok. The solution is to have an independent
server to supply this information on demand. When Grok requires information about
browsers, for instance, it sends the request to the server and receives the entry for
browser as well as all its paths to the root. This caches relevant information in
the local KB but does not make it discourse relevant since the discourse model is a
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separate data structure. We assume these hierarchies will be highly branching but
relatively shallow. This is supported by the hypernym structure of WordNet [15]
whose maximum depth is sixteen nodes.

5.3 Resolution

Given the anaphoric nature of some alt-set words, resolution is an important issue.
The two important aspects of resolution are restrictions and salience.

One type of restriction is the dominance restriction. Given a logical form, we
compute three things for each portion, z, of the logical form: external dominators of
z, local dominators of z, and things dominated by z. Local dominators are within
the same predicate-argument structure and external dominators are outside. So, the
sentence John thinks he likes other dogs produces the logical form in (24a) and the
dominance relations in (24b). The dominance relation described here is C-Command
as it is described in [22, p.19]. It is basically the traditional view of c-command except
that we compute on semantic, not syntactic, structures.

(24) a. think(john,like(X,dog — F))

b. think
john \
external : like
internal :
dominated :dog, F, X, — / \
external : john -
internal :
dominated :dog, F, —
dog F
ezternal : john, X ezternal : john, X
internal : internal : dog
dominated :F dominated :

Steedman [22] summarizes how these relations are used to restrict anaphora reso-
lution in a theory similar to that of [4]. Reflexives, for instance, must be bound to a
local dominator but cannot be bound to anything it dominates, Condition A. Other
anaphors are restricted by Condition B which states that they cannot bind to local
dominators and Condition C, that they cannot be bound by anything they dominate.
Finally, referring expressions such as definite NPs cannot resolve to any dominator or
anything it dominates.

The consequence of these restrictions in the above example, is that the pronoun, he,
cannot resolve to dog, other dogs, or F'. Thus, it must resolve to John or something
else earlier in the discourse. F', the figure of other dogs, cannot resolve to dog but can
resolve to anything else, including John and the referent of X.

As noted in Section 4.3, figures have further restrictions placed on them. A pre-
supposition of John thinks other dogs like Mary is that the figure of other dogs is a
dog. This restriction is attached to F' so that it can be used in the resolution process.
Thus, when Grok attempts to bind F' to John, it checks to see if John is a dog. If so,
John is chosen. If not, John is rejected. If John is consistent with being a dog and
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there are no salient dogs available in the discourse, John is chosen and the fact that
he is a dog is accommodated.

5.4 Information Retrieval

As noted earlier, this research has been motivated by the practical problem of natural
language information retrieval. The main aim of applying this research to NLIR is
to increase the amount of information in a query recognized as relevant and use it
correctly. "web browsers" AND netscape is not an appropriate search request for
What are some web browsers besides Netscape. With the approach presented in this
paper a more reasonable query can be formed.

The same theory can be used to allow a search engine to inform the user of ways
to improve the results of a query. For instance, if the results of the query What are
some web browsers? are overwhelmed by pages about Netscape, the message, Shall I
search for web browsers other than Netscape?, could be generated as text or speech.
Grok provides this capability with a semantic head-driven generator [20].

The acquisition of knowledge in an ISA hierarchy is also pertinent to NLIR. As
described in [5], The FElectric Monk uses an ISA hierarchy to increase the scope of
queries when few pertinent pages are found. By inferring knowledge from user’s ques-
tions, as described in this paper, topical information is automatically made available
to the Monk to improve the results for future queries.

6 Preliminary Evaluation

We have hand-tested the heuristics given in Section 4 for finding the figure of other
on three corpora: a subset of the British National Corpus (BNC), a corpus of home
maintenance instructions (RD) [6], and one month of queries from the Monk. The
BNC contains a great deal of literature and literary criticism, while the RD is a more
constrained “how to” text. The dialogues in the Monk’s user interactions are the

shortest and most constrained of all.

| || Without Default With Default |

precision | recall || precision | recall

BNC 100% 10% 47% 47%
RD 100% 43.4% 57.8% 57.8%

Monk 100% 69.6% 78.3% 78.3%

TABLE 1. Accuracy of figure finding heuristics

Table 1 gives scores for precision and recall where precision is the number of figures
correctly identified out of those attempted and recall is the number correct out of
all instances of the word other'®. We show two sets of scores'!. The first uses only
the techniques described in Section 4. The second includes a default heuristic which
chooses the most recent sentential subject that is not the other phrase itself. With

10We excluded idioms like on the other hand.
"TNote that the gold standard is not 100% because there are cases in the data sets where not enough of the

discourse was available to identify the figure.
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the default, precision and recall are the same because the procedure identified a figure
for all instances of other.

These scores simply suggest that the current approach is practical since the heuris-
tics give significantly greater accuracy with more constrained texts such as are found
in the queries of NLIR systems like the Monk.

Comparing results with and without the default, in the latter case, 30.4% of the
time, no element is chosen as the figure, causing NPs of the form “other y” to be
translated to just simply y in the Boolean query. This will cause false positives, pages
incorrectly containing the figure, to be included in the results of the query.

With the default, the set of instances where false positives are returned is reduced
to 21.7%. In these cases, the NP “other y” is translated into y AND NOT z where
z is an incorrectly identified figure. Here there are two possibilities: z could be of
interest to the user, causing important documents to not be returned (false negatives).
Alternatively, z could be irrelevant, in which case no false negatives occur, and the
query is essentially just y, causing false positives. Further investigation into the
frequency of these situations and the effect they have on users’ ability to effectively
complete their tasks will help pinpoint the appropriate tradeoffs to make in a practical
system. Further evaluation will be possible when Grok is integrated with the Monk.

7 Conclusion

We have shown how a coordinated syntactic/semantic analysis of common words
involving alternative sets, together with a “use existing objects” heuristic also used in
abductive approaches to discourse interpretation, allows properties of entities to be
automatically inferred. Although the work applies in general, it has been motivated
with respect to helping to direct the search of NLIR systems like The Electric Monk.

We believe that significant knowledge can be accumulated and the precision of
searches greatly improved in this way. Moreover, with no more machinery, we believe
that analyses similar to those in this paper can be produced for a large set of commonly
occurring words such as like, different (than), similar to, except (for), rather than,
apart from, including, for example, also, too, instead (of), and another, as well as
comparatives such as taller and better. This is work we are currently carrying out.

A parallel effort is required to understand the attentional characteristics of their
presuppositions, so that more accurate resolution procedures can be developed for
those constructions whose arguments are not all given structurally.
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