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Knowledge Equivalence in Combined Action Theories

1

Ronald P. A. Petrick
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University of Toronto
Toronto, Ontario, Canada M5S 3G4
rpetrick@cs.utoronto.ca

Abstract

We investigate the relationship between two ac-
counts of knowledge and action in the situation
calculus: the Scherl and Levesque (SL) approach
that models knowledge with possible worlds, and
the Demolombe and Pozos Parra (DP) approach
that models knowledge by a set of “knowledge
fluents.” We constructombined action theo-
ries. basic action theories that encode a corre-
spondence between an SL and a DP theory. We
prove, subject to certain restrictions, that knowl-
edge of fluent literals are provably the same after
a sequence of actions. Moreover, this knowledge
equivalence extends to a rich class of formulae.
These results allow us to translate certain SL the-
ories into equivalent DP theories that avoid the
computational drawbacks of possible world rea-
soning. They also enable us to prove the correct-
ness of the DP treatment of knowledge and action
in terms of a possible world specification.

INTRODUCTION

Reasoning abowgensing as a form of actioffior the pur-

Hector J. Levesque
Department of Computer Science
University of Toronto
Toronto, Ontario, Canada M5S 3G4
hector@cs.utoronto.ca

knowledge. In (Shapiro et al., 2000), sensing actions are
generalized to manage possibly inaccurate beliefs in the sit-
uation calculus. Reiter (2001b) considers knowledge-based
GoLOG programs with sensing actions. In (Baral and Son,
1997) a high-level action description language is presented
that models sensing actions and a distinction between the
state of the world and the knowledge of the world.

The approaches mentioned above all share a common treat-
ment of knowledge: reasoning about knowledge is under-
stood as reasoning about the accessibility relation over pos-
sible worlds, treated as a fluent that changes due to action.
Computationally, this approach is not so promising. The
difficulty is that determining if a formula is known then
means determining if it is true in all of the currently acces-
sible possible worlds. With atomic formulae, this means
that there are potentiall* distinguishable worlds to check
truth in. In other words, model checking of formulae about
knowledge looks as bad as theorem-proving of formulae
without knowledge, and theorem-proving of formulae with
knowledge looks even worse. Therefore, even if we were
to accept that a planner for ordinary actions based on a for-
malism like the situation calculus could be made practical,
the addition of knowledge and sensing, modelled on possi-
ble worlds, raises new concerns.

Consequently, it is not too surprising that many of the at-
tempts to construct planners to effectively manage sensing

pose of planning or high-level agent control, requires theactions that we are aware of (e.g., (Bacchus and Petrick,
ability to reason effectively about knowledge. Conceptu-1998; Peot and Smith, 1992; Etzioni et al., 1997; Weld
ally, reasoning about knowledge and action has been et al., 1998; Pryor and Collins, 1996)) have relied either on
tensively studied and is relatively well understood. Forvariants of SriPs (Fikes and Nilsson, 1971) or special-
example, Moore (1985) shows how the situation calculugurpose algorithmic treatments of knowledge. The trouble
can be adapted to knowledge using the accessibility rewith these approaches, however, is in separating any for-
lation over possible worlds (Hintikka, 1962). Scherl and mal semantics from the implementation details of the algo-
Levesque (1993) extend Reiter's theory of action (Reiterfithms that the systems are built on. As a result, it is often
2001a) to handle knowledge, thus providing a solution toquite hard to see how the work relates to a logical specifi-
the frame problem (McCarthy and Hayes, 1969) for knowl-cation in a more general theory of knowledge and action.

edge change. A similar approach is explored by ThieISChelt[ is possible, however, to formalize a limited concept of

(2000), where the flu_ent calculus is extended,to inClu(_j"i‘mowledge and sensing in a logical language of action like
knowledge update axioms that model an agent’s changing



the situation calculus without using possible worlds. For2 BACKGROUND

example, Funge (1998) restricts knowledge to be about the

values of real-valued functional fluents (e.qg., distance, tem2.1  SITUATION CALCULUS

perature, height). What is known is characterized not by an

accessibility relation defining possible worlds, but ratherThe situation calculus (as presented in (Reiter, 2001a)) is a
by a set of upper and lower bounds that define intervaldirst-order, many-sorted language (with some second-order
of possible values for these fluents. More qualitatively,features), specifically designed for modelling dynamically
Demolombe and Pozos Parra (2000) characterize knowkhanging worlds. All changes to the world are the result
edge of relational formulae by a set of fluents known trueof namedactions A first-order term called aituationis

or known false. Instead of formalizing how the set of ac-used to represent a possible world history (a sequence of
cessible possible worlds changes as the result of actiomctions). A special constant calléd indicates thenitial

they propose to formalize how these “knowledge fluents’situation that is, the situation in which no actions have yet
change individually. Both of these approaches are very atbeen performed. There is also a distinguished binary func-
tractive for two important reasons: first, the effect of senstion symboldo such thatlo(a, s) denotes the successor sit-
ing actions on knowledge is now very similar in form to uation resulting from performing actiom in situations.

the effect of ordinary actions on other fluents; second, reaActions are denoted by function symbols and may be pa-
soning about this type of knowledge change is now comyameterized, while situations are first-order terms. Rela-
putationally no worse than reasoning about ordinary fluentions (predicates) with the property that their truth values
change. can change from situation to situation are referred to as (re-

lational) fluents® A fluent is denoted by including a situa-

But v;/Iha}t c:;](a_ctly Id?' wehglvi: utﬂ n ihe(sje zccouqi)sl. Wh@on argument as its last argument, indicating the value of
exactly is their relationship to the standard possible worlg a0+ o+ that situation.

one? In this paper, we propose a partial answer to these

guestions. We consideombined action theoriebasic ac- Domain theories are specified by defining the following ax-
tion theories that include axioms from both the Scherl andoms:

Levesque (henceforth SL) and the Demolombe and Pozos

Parra (henceforth DP) theories of knowledge and action. o For each actiont, anaction precondition axiorof the
Our combined action theories will encode a correspon-  form

dence between an SL theory (using possible worlds) and PoSEA(T), s) = I14(7, 5).2

a DP one (using knowledge fluents). We prove, subject to
certain restrictions, that this correspondence maintains the
property that fluent literals known are provably the same
after a sequence of actions. Moreover, we show that this  p(z do(a, 5)) = v/ (Z, a, s)VF (&, s) A—v5 (Z, a, 5),
knowledge equivalence extends to a rich class of formulae.

These results are important as they allow us to translate cer-  characterizing the conditions under which fluéhts
tain SL theories into equivalent DP theories that avoid the  trye at situatiordo(a, s) as a function of situation.
computational drawbacks of possible world reasoning. Un- ~v# (similarly v,) describes all the ways of makirig
fortunately, differences in the expressive nature of the two  trye (false) in the situatiodo(a, s) by executingz in
approaches mean that this correspondenceis notone to one. sjtyations.

Our results do, however, enable us to prove the correctness

of the DP treatment of knowledge and action in terms of e A set of first-order sentences describing the initial sit-
the standard possible world specification. uation that syntactically only mention the situation
termSp.

e For each fluenF', asuccessor state axioaf the form

The rest of the paper is organized as follows. In Section 2
we review the situation calculus and the SL and DP the- . ) ] o
ories of knowledge and action. In Section 3 we introduceT09€ther with a set of unique-names axioms for primitive
the notion of a combined action theory. In Section 4, we es@ctions and a set of domain-independent foundational ax-
tablish knowledge equivalence of fluent literals for certainioms (formally defining legal situations), this collection of
classes of combined action theories and extend these resuft§ioms forms @asic action theory
to more general first-order formulae. In Section 5 we give a Functional fluentsare also permitted but we will restrict our
comprehensive example illustrating our approach. Finallyattention to relational fluents only.
in Section 6 we discuss some of the issues and possible 2Axioms that contain “free” variables can be thought of as be-
extensions related to our work. ing universally quantified from outside the axiom. Also, for sim-
plicity we will assume thaPosg A(Z), s) = true for each action
A. We will omit any discussion of thBosspredicate and assume
that actions are always executable.



2.2 A K FLUENT IN THE SITUATION Init(s) as the abbreviation

CALCULUS

o o _ Init(s) < —(3a, s') s = do(a, s').

The situation calculus formalism in (Reiter, 2001a) does
not distinguish between what is true in a situation and what
is known in a situation. Scherl and Levesque (1993) for-2-3 KNOWLEDGE FLUENTS IN THE SITUATION
malize knowledge in the situation calculus by adapting a CALCULUS
standard possible worlds model of knowledge as was don
by Moore (1985). A binary relatio& (s, s) is introduced,
read informally as &’ is accessible from,” and treated like
any other fluent (the last argument being the “official” situ-
ation argument).

Bemolombe and Pozos Parra (2000) present an alternate
approach to modelling knowledge in the situation calcu-
lus? A modal operatotk is introduced and “combined”
syntactically with a non-equality fluent liter& to form a
knowledge fluenkP.® Informally, KP(s) is a fluent mean-
Informally, K'(s’, s) holds when as far as an agent in situ- ing “P is known to be true in situation” These modal flu-
ation s knows, it could be in situatios’. The expressioh  ents are used to explicitly model knowledge without manip-
Knowsgy, (¢, s) is used to state thatis known in situation  ulating possible worlds, but restrict the expressive power of
s, where¢ is a situation calculus formula with a special the representation to knowledge of literals.

situation term fiow” The notationg[s] is used to indicate
the formula that results from replacimgpwin ¢ by s. The
expressiorKnowssy, (¢, s) is then an abbreviation defined

by

For each ordinary fluenk’, a pair of modal fluentsKF
andK—F, are defined. In addition to specifying a standard
successor state axiom fél, successor knowledge state ax-
iomsmust be given for botliF" and K—F'. These axioms
Knowss, (¢, s) def (Vs').K(s',5) D ¢s]. have the same form as regular successor state axioms,

As with other relational fluents, thé& fluent possibly

=+ — — — —
changes truth values due to action. The effects that actions jKF(ﬂ% a,5)V KF(Z,5) A ~1kp (T, a, 5),
have onk are encoded by defining a successor state axiom KﬁF(%vEO(aL )= . L
of the form Vicp (L5 0, 8) V E=F(Z, ) A~y p (T, 0, ),
K(s",do(a, s)) = (3').s" = do(a, s') A K(s', s)A but must ensure that knowledge remains consistent. That
Y((a=a1) D (¢1]s] = ¢1]s'])A is, bothKF'(Z, s) and K—F(Z, s) cannot hold in the same
N situations.
AY((a = an) D (dnls] = dnls])). Since knowledge fluents are ordinary situation calculus flu-

, i . ents, a basic action theory must include axioms defining
Herg thea; are knowledge-producingr sensing actions  yp and K- F at Sp. These axioms formally define what is
thatinform the agent whether or nptholds. K is updated  jnitially known (or not known) about an ordinary flueft
to reflect the situations now considered possible, depending

on the type of action (knowledge-producing or ordinary).
. o _ . i 3 PROPERTIES OF COMBINED ACTION
A particular modal logic is modelled by including axioms THEORIES

that place restrictions on th€ accessibility relation. For

instance, the S4 modal logic is modelled by including re- ) .

flexivity and transitivity axioms. Scherl and Levesque alsoAS a first step _towards r.el_atlng the.two acc_ounts of knowl-

show that provided these properties hold of fiigelation edg_e, we begin by deﬁr_ung eombm_ed action theorya

in initial situations, then thé( relation in every situation hasic action theory that mcludgs axioms for tiefluent,

resulting from an executable sequence of actions will alsguccessor state axmms_for ordinary fluents, a set of succes-

satisfy the same set of properties. sor k.nowledge state axioms for k'nowlledge fluents., and re-
strictions on the set of initial situatiomsit(s). A combined

Finally, a basic action theory must include axioms that de-action theory will be used to encodéranslationbetween

fine the possible world alternatives firin the initial situa- ~ ————— o

tion Sp. These specifications are necessary to define whatis _ " (Pemolombe and Pozos Parra, 20008lief is modelled

known and what is not known initially. To refer to these ini- |hn a KD axiom system. We are instead modelling knowledge and

' ) . ) : o ave made notational changes to reflect this difference.

tial alternative situations, we include the expressiotys), SWe will use the ternfluent literalto refer to a fluent(z, s)

to indicate ‘s is an initial situation.” Formally, we define or its negation—F(Z, s), indicating that either form may be
- used. Similarly, forKP (%, s), where P is a fluent literal (of

*We are freely changing the notation used by Scherl andF’), we mean the corresponding knowledge fluéfit(z, s) or
Levesque. K-F(Z,s).



the SL and DP axioms by specifying the form of the axiomsalsoconditionallysensed, providedG is true. In general

we consider and the relationship between the SL and D#his type of sensing allows additional properties about some
axioms. In this section we concentrate on the translation o$et of objects to be sensed, contingent on the truth of some
knowledge-producing actions and initial situation axioms,initial property. Our representation allows finite “chains”
but describe in general how the effects of ordinary physi-of this type of sensing to be modelled, and also allows sit-
cal actions are encoded. We will define 5 properties thatiation independent formulae to be specified as conditions.

any com_blned action theory_ must Sat'Sfy' In_Sectlon 4 WeFormally, we have the following definition of thi§ axiom.
will considerclassef combined action theories based on

certain restrictions to the successor state axioms. These Iprgperty 1 Let oy, s, ..., ., be distinct knowledge-
strictions will allow us to establish an equivalence betweer,qqucing action terms. The successor state axiom for the
the SL and DP forms of knowledge. K fluent has the form
We will assume that we have a finite number of knowledge- (5" do(a, s)) = (35').s” = do(a, s') A K(s', s)A
producing actionsg;, as, . . ., .y, and a finite number of 01(a,5,8') A pa(a,s,8) A ... A om(a, s, s).
physical actionspy, G, . . ., 8,. We will treat each action
as being distinct, and the physical actions as being distindtor eachp; let F1, F», ..., F; be distinct fluents so that
from the knowledge-producing actions. def

@i = V(a=a;(§) D1 A2 AL A),
3.1 REPRESENTATION OF SENSING ACTIONS ¥ < (¥2).C; (§.2,5) >

S

Fi(y,2,s) = F;(y,2,¢).
A combined action theory will contain a successor state ax- . . .
iom for K that has the standard SL form. The first property.wj describes an effect W|td:ond|t|on(]?- and fluentt;. Gy
we consider imposes additional restrictions on the form ofS2 5|_tuat_|on independent formula. Fp1>_ 1, Qj Is either a
the sensory effects that can be modelled. These constraintguation independentformula or a conjunction of the form:
will allow us to translate the effects describedininto ap- Ci_1(J, % 8) A [FIFj_1(7, 7, 5)
propriate successor knowledge state axioms for which we
can establish a knowledge equivalence between the SL adhereC;_; is the condition associated withy ;.
DP forms of representation. Even with these restrictions,
we will still be able to model a number of interesting sen-3.2 SUCCESSOR KNOWLEDGE STATE AXIOMS
sory effects.
For every ordinary fluenk' in our SL theory, our combined
action theory will include a pair of DP successor knowl-
edge state axioms fdKF, K—F. The second property we
consider concerns the form of these axioms which encode
all the effects of actions on the agent’s knowledge of the
Say; defines a knowledge-producing actisense as fluent F. In other words, this encoding specifies the trans-
lation of the SL successor state axioms forand F' into
DP axioms. Since we require a translation that preserves
an equivalence with the effects described by the SL theory,
Heresense is a simple action that unconditionally sensesWe must consider two different types of effects: the effects
the truth value of a fluen# for the specifiedc. A more  Of physical actions and the effects of knowledge-producing
complex action is given by: actions.

For instance, consider the axiom f&rdefined by

K(s",do(a, s)) = (3¢').s" = do(a, s') A K(s',s)A
v1(a,s,8") N pal(a,s,s') Aps(a,s,s).

01(a,s,5) < a = sense(x) > (F(z,s) = F(x,s)).

def For physical actions, the equivalence is achieved by con-
et — / . . . .

p2(a,s,s") = a =sensg D (V)(F(z,s) = F(z,5")).  verting ordinary successor state actions into “knowledge
fluent versions,” through syntactic changes to fluent liter-
als. All references td in y} are changed t&P without
changing the underlying structure oﬁ (i.e., the logical
connectives). In the case of a situation independent for-
mula, the conversion leaves the formula unchanged. (In

o\ def , Section 4 we will apply this syntactic conversion to re-
p3(a,s,5") = a = sensg(x) O ((G(z,s) = G(z,5'))\  gpricted successor state axioms.)
G(z,s) D (F(x,s) = F(z,5))).

In this case the actiosensg has auniversalsensory ef-
fect. The universal quantification af results in the un-
conditional sensing af” for each possible value af One
additional type of sensing action is represented by:

For knowledge-producing actions, the equivalence de-
The actionsenseg has a compound effect: it uncondition- pends on extracting the separate effects of all knowledge-
ally senses the truth value ¢ (for the specifiedr) and  producing actions on a particular fluent (defineddhpand



packaging them together into the pair of corresponding suc3.3 CONSTRAINTS ON INITIAL SITUATIONS

cessor knowledge state axioms. The appropriate compo-

nents of thek axiom (i.e., the specific effects that senseWe now consider the three final properties required of
the ﬂuentF) are incorporated into the successor knowl-& combined action theory, dealing with initial situations.
edge state axioms, maintaining the same structure of theirst, since we are modelling knowledge we require that

action terms and conditions on conditional effects that aré reflexivity restriction hold of thé< fluent. As shown in

defined forK'. Any explicit quantification becomes implic-
itly quantified in the successor knowledge state axiom.

Consider the actionsense, sense, andsense, defined in
Section 3.1. Assuming no other actions sefswe can

(Scherland Levesque, 1993) we only require that this prop-
erty hold of initial situations for it to hold for all situations.

A consequence of reflexivity, however, is that our initial
knowledge must correspond correctly to the initial values
of ordinary fluents (i.e., the way the real world is initially

generate the corresponding pair of successor knowledgg,nfigured). Formally, we require the following conditions

state axioms foKF, K—F'

KF(x,do(a,s)) =
(v;)X V ((a = sensg(x) V a = sensgV
(a = sensg(z) AG(z,s))) N F(z,s))V
KF(z,5) N =(7p)",

K=F(z,do(a, s)) =

(vz)¥ V ((a = sense(z) V a = sensgV
(a = sensg(z) A G(x,5))) A =F(z,s))V
K~F(w,5) A= (vf)"

(v£ is defined in the successor state axiom fo) Note
that the explicit universal quantification ip, is now ex-

hold:

Property 3 (reflexivity ofK)

Y = (Vs).nit(s) D K (s, s),
Y = (Vs)(VZ).Init(s) D

Knowsg, (P(Z,now), s) D P(Z,s),

for every fluent literalP.

Second, we require a knowledge equivalence for initial sit-
uations to ensure that we begin with literal-based knowl-
edge that is identical in terms of both the SL (usikigand

possible worlds) and DP (using knowledge fluents) forms

pressed implicitly in the successor knowledge state axiomsf representation. Our goal in Section 4 will be to show that

We formally define the translation of successor state ax:
ioms to successor knowledge state axioms as follows.

Property 2 For each ordinary fluent’, the successor
knowledge state axioms for knowledge flueis’, K—F
are of the form

KF(#,do(a, s)) =

Viep (%, a,8) V KF(Z,8) A
K=F(Z,do(a, s)) =

Vg (T a,8) V K-F(Z,8) A ~7ip (T, a, s),

_‘IY;(F(fa a, 5)7

VL.

(vE£)¥ is structurally identical toy: with the exception
that every fluent literaP is syntactically replaced b P.
¢ has the form

V =

(i,j)ESF

andy£,(Z, a, s) has the form(~%5)%

i (§) AN C;(§,Z,8) N EF (¥, Z ),

whereSr is defined for each fluerdt as

Sp {{i,7) | ¢; has an effect); with condition
C; and fluentF'(defined in thef{axiom) }.

Sr indicates the components of theaxiom that sensé'.
a(y) andC; are structurally identical to those defined in
Property 1. If no knowledge-producing action has an effec
on afluentF, thenvi, reduces tdvx )%

this equivalence is preserved through action, subject to cer-
tain restrictions that we place on the form of the combined
action theory. Formally, we require the following property:

Property 4 (initial knowledge equivalencéjor every flu-
ent literal P,

Y (Vs)(VE).Init(s) D

Knowss, (P(Z, now), s) = KP
Finally, we require a strong restriction on our initial knowl-
edge to ensure that we can “break apart” any knowledge of
disjunctions to reason about the knowledge of the individ-
ual disjuncts. In general, SL theories can model knowledge
of disjunctions without requiring knowledge of individual
disjuncts.

(Z, s).

Example 1 Consider the following axioms:

F(do(a, s)) = F(s),
G(do(a, s)) = G(s),
K(s", )E(Els)s”—do(a,s’)/\K( " S)A
(a = sense> ((F(s) V G(s)) = (F(s') V G(s)))),

)

(381, S2, 83, S4).K(81, So) A K(SQ So) A K(Sg, SQ)/\
K(S4,SQ)/\F(81)/\G(81) ( 2) _\G(Sg)
—F(s3) ANG(s3) A F(s4) N ~G(s4).

Initially, nothing is known about the fluentg8' and G,
however, in the situatiort do(senseS,) we have
thatKnowsgr, ((F'(now) V G(now)), S) holds, but neither
Knowsgr, (F'(now), S) nor Knowsgr, (G(now), S) hold.



In DP theories, however, the representation is restricted t®efinition 1 A combined action theor¥. is a basic action

knowledge of fluent literals. Thus, we require a disjunc-theory that satisfies Properties 1-5.

tive knowledge restriction to ensure that we can establish

an equivalence of literal-based knowledge that can be préNote that our definition does not specifically define the

served after a sequence of actions. form of the ordinary successor state axioms (with the ex-
ception of K). It does, however, specify how such axioms

Property 5 (initial disjunctive knowledgeJor all fluent  will be converted to successor knowledge state axioms. In

literals Py, P, ..., P, that are not complementatyand  the next section we focus on the restrictions we require of

any ground sequence of actiods, A, ..., Ay, successor state axioms.

S = (Vs)(VZ).Init(s) D
Knowsss (V. Py(#, do( A now), ) 4 KNOWLEDGE EQUIVALENCE IN

VE Knowser (P (. do{ . now) s). COMBINED ACTION THEORIES

In general, our combined action theory alone is not enough

This property not only specifies that we can break apar[o establish a knowledge equivalence between SL and DP
“immediate” disjunctive knowledge (e.g., formulae such as,

. theories, even with the strong restrictions placed on the ini-
Knowsgr, (P(now), Sy) that includenow but no other ac- tial situations g P

tion terms) but that we can also do the same for knowl-
edge of “future” disjunctions (e.g., formulae such as

S ) ; Example 2 Consider the following axioms:
Knowsgr,(P(do(4, now)), Sp) that include an action se-

guenceA). It is this second condition that is important F(do(a,s)) = (a = AN—-F(s)) V F(s),
for ensuring a literal-based knowledge equivalence can be —Knowsg,(F(now), Sp),
maintained through action. It also means, however, that we —Knowsg, (—F(now), Sp).

impose strong restrictions on the structure of our initial sit-
uations. This issue will be discussed further in Section 4.4in terms of literal-based knowledge, nothing is known

The strength of Property 5 allows us to extend it to hold for@P0UtE” at So. However, in the situatios’ = do(A, 5o),
all situations, not just initial situations, given a successor<\NOWSsL(£(now), 5) holds. In this case, knowledge of
state axiom fors of the form in Property 1. F at S does not depend on knowing individual literals (i.e.,

knowing F’ holds at all possible worlds). Rather, it involves

Theorem 1 Let ¥ be a basic action theory that satisfies & Property that is true of each possible world, in this case

Properties 1 and 5. Then Property 5 holds for all situations, @ “hidden” tautology (i.e./” vV ~F' holds at all possible
not just Inif(s). worlds)/ It is this general representation of knowledge,

allowable in SL theories, that poses a problem for DP theo-
ries since DP theories are restricted to knowledge of literals

Proof (By induction over situations) The base case fol-
(By ) and unable to encode such knowledge.

lows directly from Property 5. In the induction step we
consider the two types of actions. For physical actions, u

ing the definitions oKnowssy, the K axiom from Prop- SThus, to ensure a translation between the SL and DP forms

erty 1, and the fact that Knowss, (P(, do(A, now)), s) of kpowlgdge can pe achle\{ed, we are faced Wlt.h the task

- of either first removing the hidden logical constraints (such
holds therKnowss ., (P(¢, now), do(4, 5)) holds for alls as tautologies) from a theory and constructing a new, log-
and A, the result quickly follows. For sensing actions, the. 9 y 9 109

K axiom specifies that all knowledge-producing effects re_|caIIy equivalent theory, or restricting the form of the the-

: L . ories we consider to avoid such issues entirely. We adopt
duce to sensing the truth of individual fluent literals, thus . =
. . the latter approach and consider restrictions to the form of
preserving the required properi.

the successor state axioms that allow us to defimssef
This property will also be required to extend our equiva-combined action theories.
lence results to more general formulae (see Section 4.3).

4.1 CONTEXT FREE THEORIES
3.4 COMBINED ACTION THEORIES

The first class of combined action theories we investigate
We are now able to give a formal definition of a combinedis formed by restricting our successor state axioms to be
action theory, based on the properties described in Se@ontext free

tions 3.1-3.3. S —
- "Note that our disjunctive knowledge restriction does not for-
5That is, we cannot include bot® and—P;. bid this.



Definition 2 (following (Lin and Reiter, 1997)) A succes- the successor state and successor knowledge state axioms:
sor state axiom for a fluerft' is context fredff it has the  successor state axioms leave the truth of all ordinary fluents

form unchanged and the translation in Definition 1 ensures that
. o . . the corresponding components of the successor state and
F(Z,do(a, s)) = vp (7, a) V F(Z, 5) A ~7p(Z, a), successor knowledge state axiom will necessarily hold in

both axioms if they hold in one axiom. Reflexivity and the
definition ofKnowsgs;, ensures we can establish the truth of
fluents in the “real” situation. For physical actions, we use

Definition 3 A context free combined action theotyis ~ the property thakl |= (vs) Knowss (1), 5) = v, wheny
a combined action theory with the property that successd# Situation independent. Sin¢e;:)™ andv;: are identical

state axioms for ordinary fluentg are context free (i.e., Situationindependent formulae, and the induction assump-
~f- andn; are situation independent). tion lets us convert between SL and DP knowledge for flu-

ent literals, the result quickly follows from the correspon-
A context free successor state axiom for a fluenpro-  dence between the successor state and successor knowl-
hibits any references to fluentsﬁ. Even with these re- edge state axiom$l

_strlc_tlons, axioms of t_h|s form are common. Quar_l'qflcauon.rhis result means that as far as knowledge of fluent literals
is still permitted, provided the scope of the quantifiers Onl_yis concerned, the SL and DP accounts are identical and will

range over the situation independent formulae. By reauINemain identical after any executable sequence of actions.

Ing successo_r state "".X'Pms be context free, however, WA practical terms this means that we can exchange an SL
are also placing re_str|ct|ons on the form of the _Successo{heory based on possible worlds for a corresponding DP
knowledge state axioms (at least the part determined by thl%eory based on knowledge fluents (e.g., the DP axioms for
effects of physical actions on a fluent). In this case, theKbroker) K-brokenreplace the SL axioms fdrokenand

i ; + VK Wi
physical effect po_rnon OnyF (|.e,, (7)) will also be K), provided we can accept the limitation of literal-based
context free and, in fact, identical tgf.

wherey;: (7, a) andy; (7, ) are situation independent for-
mulae whose free variables are among thosg ia.

knowledge.
For instance, consider the following context free successor
state axiom for an ordinary fluebtoken 4.2 LITERAL-BASED THEORIES
broker{z, do(a, s)) = (a = drop(z) A fragile(x))v We now consider a much more expressive class of com-
broker(z, s) A =(a = repair(z)). bined action theories, formed by extending our successor

Assuming that no actions also sertmeken Definition 3 SISIS SXIOMSIO INCIUGE fuentiterals:

allows us to generate a corresponding pair of succesdur definition of a literal-based combined action theory

sor knowledge state axioms based solely on the definiforcesy: to be described in a disjunctive normal form, sub-

tion of v;% ..., given above. The resulting axioms for ject to certain restrictions. As with the context free case,
Kbroken K—broken(following the form specified in Defi- quantifiers are allowed, provided their scope only ranges
nition 1) are also context free: over the situation independent formulae. (An exception is
made for variableg that appear as parameters to the ac-
tion.) Additional restrictions ensure that no problematic

logical constraints (such as tautologies) arise.

Kbroker(x, do(a, s)) = (a = drop(x) A fragile(x))V
Kbroker{z, s) A =(a = repair(z)),
K-broker(z,do(a, s)) = a = repair(z)V

K—broker(z) A —(a = drop(z) A fragile(z)). Definition 4 A literal-based combined action theoky is

a combined action theory where the successor state axioms
These restrictions enable us to establish our first equivaror ordinary fluentst” have the property that
lence result between the SL and DP definitions of knowl-
edge, not just for initial situations, but for every situation: %ﬂg(fv a, s) def \/f’:1 7i(Z, a, 5).
Theorem 2 Let X be a context free combined action the- For eachr;, let Py, P», .. ., P, be fluent literalsy); a situa-
ory. Then for any fluent literaP, tion independent formulag; a physical action term, angj

a vector of variables (possibly empty) so that

S (¥s) (V). Knowss (P(Z,now), s) = KP(Z, ). (possibly empty)
def
mi(Zsa,8) = (3Y;)-a = Bi(Z,4;) A Yi(Z, 5, a)A

Proof (By induction over situations) The base case fol- Py(Z,7;,5) A PQ(f?g;, S)A ... NPT, T s),
lows directly from Definition 1. In the induction step we ’ ’

consider sensing and physical actions separately. For sensherey, must be a parameter gf, and—F (similarly F)
ing actions, the basic argument follows from the form ofcan’t be mentioned in/jg (similarly v). We also require



the following property hold of every;, 7;,7 # j: forevery 4.3 EXTENDING KNOWLEDGE EQUIVALENCE
substitutionr of 7, a, ¥j;, ¥; so that TO FIRST-ORDER FORMULAE

X (i@, 5;) = 5%, 4;) A i@, 5) A i (Z,55))o, Up to this point we have only established a knowledge
then for all fluent literals in ; andR in 7}, (i) if m; is in equivalence between SL and DP theories for fluent liter-
fy; andr; is in y: Po cannot unify withRo, otherwise als. We now seek to extend that equivalence to account for
(i) Po cannot unify with-Ro. more general first-order formulae. We begin by defining

the expressioKnowsp p (¢, s), to indicate that is known
In practice, these constraints are conservative, yet many gfn the DP sense) in situation
the successor state axioms that occur in the literature can be
converted to this form. For instance, consider the followingDefinition 5 Let F" be a fluentand let andy be first-order

successor state axiom for a fludniding formulae that don’t mentiod or any knowledge fluents
. . KF, K—=F. Then
holdingz, do(a, s)) = (a = pickugz)V
(3y).a = pickugy) Ain(z, y, s))V 1. Knowsp p (¢, s) < ¢, if ¢ is situation independent
holdingz, s) A —(a = dropall). 2. Knowspp(F(7), ) def KF(3, s),
Following our definition, successor knowledge state ax- 3 Knowsp p(—F (), ) def K-F(, )
ioms must encode knowledge fluent versions of the ordi- K " def K e
nary successor state axioms. References to fluent literals™ nowspp (=9, 5) et nowspp (¢, s),
P in ~ are syntactically replaced by referencedi® in 5. Knowspp(p A1, s) =
(v£)X. For theholdingexample, assuming no actions also Knowspp (e, s) A Knowspp(¥, s),
sensenolding we have the following successor knowledge 6. Knowspp(—(¢ A ), s) %
state axioms: Knowspp(—¢, s) V Knowsp p(—), s),
Eholdingz, do(a, 5)) = (a = pickug(z)V 7. Knowsp p((VZ).6, s) % (VZ).Knowspp(, s),
(3y).a = pickudy) A Kin(z,y, s))V 8. Knowsp p(—(VZ).4, s) def (3%).Knowsp p(—¢, s).

Kholding(z, s) A =(a = dropall),

K=holding(z, QO(a, s))=a= dropall\/ Using Definition 5 we can now refer to DP knowledge be-
K-holding(z, ) A =(a = pickuf(z)v yond that of simple knowledge fluents. Since our definition
(3y).a = pickuply) A Kin(z, y, 5)). of Knowsg, can already be applied to such general formu-
This translation allows our equivalence result for contextlae, a reasonable question to ask is whether our equivalence
free theories to be extended to literal-based theories as wellesults can also be extended to a more general class of for-

] ) ) mulae. We offer a partial answer to this question. First, we
Theorem 3 Let: be a literal-based combined action the- eytend our results to disjunctive formulae:

ory. Then for any fluent literaP,
S S - Lemma l Let ¥ be a context free or literal-based com-
¥ Vs)(VX).Knowsgr, (P(Z, now), s) = KP . ) . . .
= (vs)(v2) s1(P(Z,now), s) (#5) bined action theory. Let) be a disjunction of non-

Proof (By induction over situations) The base case fol-cOMPlementary ground fluent literals. Then

lows directly from Definition 1. In the induction step, con- Y = (Vs).Knowsgy (¢, s) = Knowspp(g, s).
sider two types of actions. For sensing actions, the proof is

the same as in Theorem 2. For physical actions, in the if dip ot | et s be a disjunction of the ground fluent literals

rection we repeatedly choose disjunctions of fluent IiteraIsP1 Ps,..., P, and lets be any situation. By Theorem 1:

. )
from the successor state axiom that must be known. Ours, = Knowssy (¢, ) = Vf,1 Knowss_ (P; (&, now), s).

restrictions in Definition 4 allow us to apply Theorem 1 gjincestis a context free (similarly, literal-based) combined
to break apart this knowledge into component parts. This,tion theory, by Theorem 2 (similarly, Theorem 3):
process terminates with the fluents in some component of ., = VX, Knowssy (P, (&, now), s) =

=1 K3 (2 I —

the axiom being known individually. Using the form of the Bk (&

corresponding successor knowledge state axioms and t .Vi:1 _n(_)\(vst( i(Ci, n_ovv), 5)- . ]
) A . . ow, by applying Definition 5 we obtain the desired result:
induction assumption we are able to establish the resul o O Pz _ K

In the only-if direction, the induction assumption applied = Viz1 Knowspp(Pi(¢;, now), s) = Knowspp (¢, s).

to the appropriate components of the successor knowledge

state axioms relates the knowledge fluents to SL knowlAlthough Lemma 1 requires that a disjunctive formula be

edge. The result then follows by considering the form offree of tautologies (in order to make use of our disjunctive

the successor state axiom and its corresponding translatidmmowledge restriction), we can use this lemma to establish
described in Definition 1l the following general equivalence:



Theorem 4 Let X be a context free or literal-based com- into knowledge of the individual disjuncts. Moreover, pro-
bined action theory. Lep be any ground, quantifier-free vided that this property holds in all initial situations, it will
first-order formula withoutK or any knowledge fluents. also hold in all subsequent situations, independent of the
Then, there is a logically equivalent formuja such that combined action theory. But what exactly does this prop-
_ ty tell us about the structure 6§ and other initial situa-
b)) .Knows ! s) = Knows /. s). er
= (vs) s1(?',) op(¢s5) tions? Is such a strong property necessary?

Proof The ¢’ in question will be the conjunction of the We begin by considering a much less restrictive property

non-tautologous prime implicates ¢f Thus,= ¢ = ¢'. about disjunctive knowledge:

Denote the prime implicates by, 7, . . ., 7, and lets be

any situation. Since: Definition 6 Let X be a basic action theory. A situatien
Y E Kn0WSSL(/\f:1 iy 8) = /\f:1 Knowssy, (m;, s) is said to satisfy theveak disjunctive knowledge property

(a property ofKnowsgy), the clausal form of the prime if for all fluent literals P, P, . . ., P, that are not comple-

implicates allows us to apply Lemma 1 so that we have: mentary,
% = AL, Knowssy (7, ) = AF_, Knowsp p(mi, s). ) i .

Now, applying Definition 5 establishes the result: TE (VCU%KHOWSSL(\/q;:l Pi(Z,now), s) =
S E AL, Knowspp (i, s) = Knowspp (AL, i, s). Vi_1 Knowsgy (P;(Z, now), s).

|

This theorem illustrates that our equivalence results can bé/ith this weaker form of disjunctive knowledge we no
extended to the class of ground, quantifier-free formulae/ONger require constraints on “future” disjunctions, just im-
In particular, a sentence can be formulated in such a Wa%nediate ones. It turns out that for the class of context free
that it is known in the SL sense (with possible worlds) iff heories such a property is sufficient to maintain our equiv-
it is known in the DP sense (with knowledge fluents). Fur-&l€nce results.

thermore, we believe that this equivalence can be eXtendeﬂweorem 5 Let 3 be defined as in Definition 3 with the

to include formulae containing quantifiers. For instance, T : X
99 e((§trong) disjunctive knowledge property replaced with the

weak disjunctive knowledge property on initial situations.
Then, (i) the weak disjunctive knowledge property holds
for all situations, and (ii) the equivalence results of Sec-
While Theorem 4 does not allow quantification in general,tions 4.1 and 4.3 extend fo.

provided we ensure that the scope of quantifiers range only

over situation independent formulae (i.e., “closed” situa-Proof The proof of (i) is straight-forward by induction
tion independent formulae) we can consider a simple exover situations, using the form of the translation in Defini-
tension to our equivalence results: tion 1 when we have context free successor state axioms,
and the property thab = (Vs).Knowssy (¢, s) = o,

C_orollary.l Let be a context free or literal-based com- when? is situation independent. For (ii), the proofs carry
bined action theory. Lek be any first-order senten_c_e, with- over from Sections 4.1 and 4.3 with all references to Theo-
out K or any knpwlt_adge fluents, whose quantifiers orIIYrem 1 replaced with references to Theorem ).
range over situation independent formulae. Then, there is
a logically equivalent formula’ such that Thus, for context free theories at least we need only be
;N , concerned about immediate disjunctions in the initial sit-
% = (Vs).Knowssy (¢, 5) = Knowspp(¢', s). uation (i.e., those that only mentiorow and no other ac-

Proof Put¢ into a conjunctive normal form, keeping any tion terms.). This weaker potlon of d|Sju'nct|ve knoyvledge,
however, is not necessarily preserved if we consider non-

situation independent formula closed. Break apart the CON: | text free theories. even literal-based ones
junctions into knowledge of the component parts. Since ' :
Y E (Vs).Knowsgy(¢,s) = 9, whenv is a situation

independent formula (a property Bhowsg; ), the result

the techniques used in (Levesque, 1998) could be adopt
to deal with such formulae, by restricting them to be in a
normal form.

Example 3 Consider the following axioms:

quickly follows from Theorem 4 and Definition H F(do(a,s)) = (a=ANG(s)) V F(s),
G(do(a, s)) = G(s),
4.4 DISJUNCTIVE KNOWLEDGE AND INITIAL (3s1, 82, 83, 84). K (81,50) A K(82,50) A K(s3,S50)A
SITUATIONS K(S4, SO) A\ F(Sl) A\ G(Sl) A\ F(Sg) A\ _‘G(Sg)/\

- . : —F(s3) A G(s3) A =F(s4) A =G (s4).
Our definition of a combined action theory enforces a
strong property on disjunctive knowledge, namely that dis-Nothing is known initially aboutt” andG. (The specifi-

junctions (both immediate and future) can be broken apartation of initial situations means that the weak disjunctive



knowledge property holds of,.) In the situationS = 5 AN EXAMPLE
do(4, Sy), however, we have thatnowsgz, ((F'(now) Vv
-G(now)), S) holds, but neithe’Knowsgsy, (F(now), S) One of our main objectives has been to provide a means of
nor Knowsg, (-G(now), S) hold. translating certain SL theories into equivalent DP theories
that avoid the use of possible worlds. We now illustrate
Thus, by considering even slightly more complex successogur approach with an example from tbeix domain that

state axioms the weaker notion of disjunctive knowledggnyolves both ordinary and knowledge-producing actions.
can quickly fail. Since we require such a property hold in

order to establish our equivalence results, this motivates thonsider the followingNix-style domain involving two
need for our stronger restriction. fluents, indir and readable and two actions|s and mv,

The fluentindir(f, d, s) can be understood as “filgis in
What this property doesiot provide, however, is an directoryd in situations.” The fluentreadablé f, s) in-
efficient method of detecting all the necessary condiicates that “filef is readable in situation.” The action
tions that must hold of an initial situation. In con- m\v(f, d’, d) is an ordinary (physical) action that has the ef-
structing an SL theory one must potentially consider disect of moving file f from directoryd’ to directoryd. The
junctions that arise fromany sequence of actions and actionls(d) is a knowledge-producing action that provides
make sure that the appropriate knowledge is encodeghformation about the files in directory. We encode the

in the initial situations. For instance, in Example 3 syccessor state axioms in our SL theory as follows:
we would require thaknowsgy (F(do(A4, now)), Sp) or

- indir(f,d,do(a, s)) =
Knowsgs,(—G(do(A, now)), Sp) hold of Sp. (G = o f. ' d) A d £ & Aindie(f.d )V

45 NON-EQUIVALENCE OF SL AND DP indir (f,d, s) A ~((3d").a = m\(f,d, d') Ad # d),

THEORIES readablé f, do(a, s)) = readablé f, s),

While we have been able to correlate the SL and DP ap- )
proaches for an expressive class of theories, the equiva-K (s

" do(a, s)) = (3s').s" =do(a, s") AN K (s, s)A
lence of SL and DP theories is not one-to-one. Clearly, (Hdg
(

(a=1s(d) D

there exist SL theories without equivalent DP formulations vf) (indir(f,d, s) = indir (f,d, s")) A

(e.g., Example 1). The converse is also true. Depending vf) (indir(f,d, s) >

on the form of the successor knowledge state axioms, DP (readablé f, s) = readablé f,s')))).

theories can be modelled so that knowledge fluents evolve .
independent of ordinary fluents. Consequently, we can con@Ur successor state axiom féf encodes two types of
struct DP theories that manipulate knowledge in a way thaknowledge-producing effects fds. First, it encodes a uni-

cannot be easily reproduced in a standard SL theory. versal effect:ls senses the fileg that are in directory!
(i.e., all f that satisfyindir(f, d, s)). It also encodes a type
Example 4 Consider the following axioms: of conditional sensing effect: besides sensing the contents
of the directory,ls also senses the readability the files
F(do(a, s)) = F(s), that are in directoryd (i.e., readablé f, s) for all f such
KF(do(a, s)) = KF(s) A =(a = forget), thatindir(f,d, s) is true). Using Definitions 1 and 4, we
K~F(do(a, s)) = K~F(s) A —(a = forget), can translate the SL axioms into corresponding DP axioms:
KEF(So). Kindir(f,d, do(a, s)) =
In the situationS = do(forget Sy), both -KF(S) and ((Fd").a =muf,d',d) ANd # d' A Kindir(f,d', s))V
—-K=F(S) hold. Thus,forget produces &nowledge re- (a =1s(d) Aindir(f,d, s))V

ducingeffect without changing any ordinary fluents. Such Kindir(f,d,s) A=((3d").a=muf,d,d') Nd # d'),
an action cannot be modelled directly in a standard SL the- K—indir(f, d,do(a, s)) =

ory (see the theorems concernimgmoryin (Scherl and ((3d).a=mMf,d,d')Nd#d)V
Levesque, 1993)). (a =1s(d) A —indir(f,d, s)) v K=indir(f,d, s)A
~((3d').a = m(f,d',d) Ad # d' A Kindir(f,d’, s)).

To make our equivalence more encompassing, one possibil-

ity is to extend the SL theory. For instance, a richer repre- Kreadablé f, do(a, s)) =

sentation that allows actions suchfaggetto be modelled ((3d).a = Is(d) Aindir(f,d,s) A readabld f, s))v
at the possible world level could provide a closer corre- Kreadabldf, s),

spondence to the DP theory. We are currently investigating K—readablé f, do(a, s)) =

such an approach as well as alternate theories that could ((3d).a = Is(d) A indir(f,d,s) A —readablé f, s))Vv
subsume the SL approach altogether (see Section 6). K-readabléf, s).



In the translation, the knowledge-producing effectdof as regression for addressing issues like the projection prob-
are distributed from thé{ successor state axiom into the lem (Demolombe and Pozos Parra, 2000; Reiter, 2001a).
appropriate DP successor knowledge state axioms: the unfrom a practical standpoint, we believe our approach will
versal effectintdkindir, K—indir and the conditional effect lead to more efficientimplementations of systems for high-
into Kreadable K—readable The explicit universal quan- level agent control or planning. Furthermore, we believe
tification in the K axiom is now expressed implicitly in the that the tradeoffs in expressiveness do not detract from the
knowledge successor state axioms. The successor state advantages of modelling certain types of problems at the
iom for indir is converted to its knowledge fluent version knowledge level instead of the possible world level. In-
and also included in the axioms faiindir, K—indir. deed, recent results in knowledge-based planning (Petrick
I and Bacchus, 2002) lend support to the viability of such an
We must also ensure that we have an initial knowledge

equivalence for fluent literals. For instance, suppose not approach.

ing is known initially about the location of a fila.tex We
have the following SL and DP axioms:

(Vd).—~Knowsg, (indir (kr.tex d, now), Sp)A
—Knowsg, (—indir (kr.tex d, now), Sp),
(Vd).—Kindir (kr.tex d, Sp) A —~K=indir (kr.tex d, Sp).

Our results can also be extended in a number of ways. Even
with our current restrictions, we are still able to model pow-
erful (and interesting) types of sensing, such as actions with
universal sensory effects or a form of conditional sensing
that allows fluents to be sensed, contingent on the truth
of other fluents. We are exploring extensions to our com-
bined action theories to model more comprehensive classes

Using the DP theory we can now reason aboutofsensing. Forinstance, our strong restrictions on disjunc-

knowledge change as updates to
fluents. For example, consider
S; = do(mvkrtex tmp papers, Sp). By the suc-
cessor state axiom fo#—indir, it will be the case
that K—indir(krtex tmp S;) holds. However, it will
also be the case thatKindir(kr.tex papersS;) and
—K=indir (kr.tex papers S1) hold since initially it is not
known whetherkr.tex is in directorytmp If we then
consider the situatioS; = do(Is(paperg, S;) then either
Kindir (kr.tex papers.Sa) or K-=indir(kr.tex papers Sa)
will hold (i.e., the agent will know whethekr.tex
is in directory paper3, depending on whether
krtex is actually in directory papers or not.
If  Kindir(krtex papersS;) holds, then either
Kreadablékr.tex S;) or K-readablékr.tex S;) will
also hold (i.e., the agent will know whethér.tex is
readable).

the knowledgeive knowledge should allow us to extend our sensing to
the situationmore general formulae. Likewise, a much more expressive

class of physical effects could be modelled in our represen-
tation by considering less restrictive forms of quantifica-
tion in successor state axioms. Such an addition, however,
will require a strengthening of our disjunctive knowledge
restriction, in particular, to include knowledge of existen-
tially quantified formulae.

We also seek to extend our knowledge equivalence results
to formulae with unrestricted quantification. This would
allow us equate knowledge of formulae containikigor

KP (i.e., introspective formulae), currently restricted by
our representation. The techniques of (Levesque, 1998),
including the normal form proposed by Levesque, could be
adapted for this purpose. We are also looking at the pos-
sibility of modelling knowledge reducing actions such as
forget(see Section 4.5) in our combined action theories to

Moreover, our equivalence results ensure that the DRake advantage of the flexibility of the DP approach and to
knowledge fluents can also be understood in terms oéxtend our correspondence with it. An interesting discus-

the SL theory.
have thatKnowsgy, (—indir(kr.tex tmp now), S1) holds.
Also, both—Knowsg, (indir (kr.tex papersnow), S ), and
—Knowsg, (—indir (kr.tex papersnow), S;) will hold.

6 DISCUSSION

For instance, by Theorem 3 we will sion of some of the issues concerned with “forgetting” is

presented in (Lin and Reiter, 1994).

We are also able to relax some of our assumptions. We
have ignored any discussion of action preconditions, how-
ever, a simple extension to allow knowledge-based action
preconditions, for instance, could be made. We could also
drop our restriction that ordinary actions be distinct from

In this paper we provide a means of translating certairknowledge-producing actions, allowing actions to have
types of SL theories into corresponding DP theories thaboth physical and sensory effects. Finally, we are also in-
avoid the use of possible worlds. As a result, reasoningsestigating the addition of functional fluents to the repre-
about knowledge change reduces to reasoning about ogentation. These and other related issues will be discussed

dinary fluent change. With atomic formulae, determin-
ing the truth of a formula reduces from checkig possi-
ble worlds to checking the truth & fluents in the worst

further in (Petrick, 2003).

case. Moreover, we can make use of standard tools such
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