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Eye-tracking Evidence for Integration Cost Effectsin Corpus Data
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School of Informatics, 2 Buccleuch Place
Edinburgh EH8 9LW, UK

Abstract carefully controlled lab experiments are rare or absenatn n
. ) uralistic data such as those found in corpora. The present pa
We tested the predictions of Dependency Locality Theory per aims to test DLT's predictions on the Dundee Corpus, a

(DLT), a theory of linguistic processing complexity, agstin .
reading time data extracted from a large eye-tracking corpu  |arge corpus of newspaper text for which the eye-movement

DLT predicts differences in processing complexity for saj record of 10 participants is available. From this corpus, a
and non-subject relative clauses. We found elevated rgadin range of eye-tracking measures can be computed, but the
times on two distinct regions of these relative clausesine | results hold for naturalistic, contextualized text, rattiean

with the complexity effects predicted by DLT. We also found ;
that transitional probability has an effect on reading tiime L%rc:ﬁr?;}ﬁs?sexample sentences manually constructed by psy

these two regions, independent of the DLT effect. We argue . .
our approach provides an important new way of testing sen- In what follows, we will present two studies on the Dundee

tence processing theories by evaluating them againstngadi  Corpus that test DLT’s predictions for relative clausesifm
data obtained from an eye-tracking corpus of naturally occu  gifferent regions of analysis. We compare our results again
ring text. baseline model that does not compute processing complexity

Keywords: sentence processing, processing complexity, eye- dijrectly, but that instead relies on the transitional piuiliy
tracking, linguistic corpora, relative clauses between words

I ntroduction

Research on human sentence processing has traditionally fo

cused on syntactic ambiguity, based on the observation th@ependency L ocality Theory

certain locally ambiguous constructions pose difficulty fo . . i

the human sentence processor. Such difficulty manifest§ its According to Gibson’s (1998; 2000) Dependency Locality

typically in the form of increased processing time (e.ge; el Theory, processing complexity is associated with the cbst o

vated reading times on the disambiguating region). the computational resources consumed by the processor. Two
While disambiguation is an important source of difficulty distinct cost components can be distinguished: thetgpra-

in human sentence processing, such difficulty can also ariséon costassociated with integrating new input into the struc-

in unambiguous sentences. A classic example are relatiéires already built at a given stage in the computation, and

clauses, which have been investigated extensively in the i (i) the memory cosinvolved in the storage of parts of the in-

erature on syntactic processing difficulty. Experimengal r Put that may be used in parsing later parts of an input. Here,

sults show that English subject relative clauses (SRCs) ad€ Will focus on integration cost, as “reasonable first agpro

in (1-a) are easier to process than non-subject relativeset  imations of comprehensions times can_be c_)bt_alned from the

(NSRCs) as in (1-b). Experimentally, this difficulty is evi- integrations costs alone, as long as the linguistic mentory s

denced by the fact that reading times for the region R1 irfge used is not excessive at these integration points” ¢@jbs

the SRC are lower than reading times for the corresponding998. 19f). Integration cost is defined as follows:

region R3 in the NSRC (King & Just, 1991).

Background

2) Linguistic Integration Cost

(1) a. Thereporter whiattackedk; the senator admit- The integration cost associated with integrating a new
ted the error. input head b with a head h that is part of the cur-

b. The reporter whithgr, senatorfattackedks ad- rent structure for the input consists of two parts: (1) a

mitted the error. cost dependent on the complexity of the integration

o ) ] ) (e.g. constructing a new discourse referent); plus (2) a
Findings such as these have motivated processing theories  distance-based cost: a monotone increasing function

that do not rely on ambiguity resolution, but instead captur I(n) energy units (EUs) of the number of new dis-
the complexity involved in computing the syntactic depen- course referents that have been processed singas
dencies between the words in a sentence. The most promi-  |ast highly activated. For simplicity, it is assumed that
nent such theory is Dependency Locality Theory (DLT), pro- I(n) = n EUs. (Gibson, 1998, 12f)

posed by Gibson (1998, 2000). DLT not only captures a the
SRC/NSRC asymmetry, but also accounts for a wide range okccording to this definition, integration cost is dependamt
other complexity results, including processing overlobd-p two factors. First, the type of element to be integrated ensit
nomena such as center embedding and cross-serial dependaew discourse referents (e.g., indefinite NPs) are assumed
cies. to involve a higher integration cost than old/establishisd d
While DLT has been validated against a large range of exeourse referents, identified by pronominals. Second, iateg
perimental results, it has not been shown that it can also sution cost is sensitive to the distance between the head being
cessfully model complexity phenomena in naturally occur-integrated and the head it attaches to, where distance-is cal
ring text. It is possible that complexity effects observad i culated in terms of intervening discourse referents.
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As an example, consider the subject vs. non-subject R@acted from an eye-tracking corpus (a smaller corpus than t
example in (1). At the embedded verb region in the SRC (Rebundee corpus used here) that show that forward and back-
gion R1), two integrations take place: the gap generated bward transitional probabilities are predictive of first fixa
the relative pronouwhoneeds to be integrated with the verb. and gaze durations: the higher the transitional probgitie
The cost for this is 1(0), as zero new discourse referente havshorter the fixation time. Byorward transitional probabil-
been processed since the gap was encountered. In additiaty, McDonald & Shillcock (2003b) refer to the conditional
the embedded verhattackedneeds to be integrated with its probability of a word given the previous woR{wn|wWn_1),
preceding subject, an integration which crosses one new disvhile thebackward transitional probabilitys the conditional
course referent (the embedded verb itself), leading to & coprobability of a word given the next woil wy|wn11). These
of I(1). The total cost at region R1 is therefore 1(0) + I(1).  corpus results are backed up by results demonstrating the

In the NSRC (Region R3), the integration cost is I(2) for role of forward transitional probabilities in controlledad-
the integration of the gap generated by the relative pronouring experiments (McDonald & Shillcock 2003a; but see Fris-
as two new discourse referentad senatomndattacked in-  son et al. 2006, who equate transitional probability andz€lo
tervene between the gap and the embedded verb. In additiopredictability).
the integration of the verb with its subjeitte senatorcon- Given these findings, transitional probability provides a
sumes I(1) energy units, as one new discourse referent hastential alternative explanation for reading time effeict
been processed, viaftackeditself. The total cost for R3 in  corpus data. For example, in (1), the difference between
the NSRC is therefore 1(2) + I(1). So overall, DLT predicts R1 and R3 could be simply due to an effect of forward
that R3 is more difficult to process than R1. transitional probability: if P(attackedwho) is larger than

It is also interesting to consider the DLT predictions for P(attackedsenatoj, then we predict that R1 is read more
another region, viz., the word immediately following thé re quickly than R3, which is the same prediction that the DLT
ative pronoun. In the SRC case, this region is again R1, thenakes. We will therefore include forward transitional paieb
verb attacked with a cost of 1(0) + I(1). In the NSRC case, bility in the corpus analyses presented below.
however, a noun phrase follows the relative pronoun, and the
relevant region is R2, the wottie, which causes an integra- Experiment 1: Embedded Verb Region
tion cost of 1(0), as no new discourse referents have been pro ) ) ] o
cessed sincéhe was encountered. Hence DLT predicts that The aim of this experiment was to test a key prediction of

R1 is more difficult to process than R2. DLT, viz., that subjec_t and non-subject re_Iative clauséds _di
The following summarizes the DLT predictions for SRCs fer in the amount of difficulty encountered in the verb region
and NSRCs (see Gibson 1998, 20f): (regions R1 and R3 in (1)).
(3)  Thereporterwho attackedthe senator admitted M ethod
- 1) 10) 10)+1(1)10) 1O} 1(3) Data For our data analysis, we used the Dundee Corpus
the error. (Kennedy et al., 2005), an English language eye-tracking co
1(0) 1(0)+1(2) pus based on text froifhe Independemewspaper. The texts

(4)  Thereportewhothe senatomttackedadmittedthe contain abqut 51,000 words and were read by 10 native speak-
— 10 1(0) 1(0) (0 (1)+1(2) 1(3 10 ers o_f Enghsh._The text was presented on a computer screen,
error( ) (0) 1) 1(0) (DH@)1E) ©) five lines at a time at a line length of 80 characters.

10 +'| 1 Since the corpus data is not syntactically annotated, we
0)+1(1) parsed the entire corpus with a state-of-the-art parseartCh

In what follows, we will compare reading times for SRCs andniak, 2000). We checked parsing reliability for our targen

NSRCs in an eye-tracking corpus for the embedded verb restruction (relative clauses) on the 23rd section of the Wall

gion (R1 vs. R3) and for the post-relative pronoun region (R1treet Journal and found recall to be 96% and precision to be

vs. R2). We will also measure reading times on the relative’2%- In the Dundee Corpus, we found a total of 434 relative

pronoun; here, DLT does not predict any differences in pro<lauses headed byho which orthat Since each of the items
cessing difficulty. was read by the 10 subjects, this provides us with 4340 data

points in total. However, we excluded some of the data points
Transitional Probability according to the criteria described in the following segtio

It is well-known that reading times in eye-tracking data areSelection Criteria From the 4340 relative clauses, we auto-
influenced not only by high-level, syntactic variables Haba matically extracted the embedded verb (the verb heading the
by a number of low-level variables that have to do with therelative clause). In relative clauses with auxiliaries adals,
physiology of reading (see McDonald & Shillcock 2003b for we extracted the main verb of the relative clause, becaise th
a review). These variables include word frequency (more freis where integration cost occurs. In the case of predicative
quent words are read faster), word length (shorter words areonstructions, we extracted the inflected form of the piedic
read faster) and the landing position of the eye on the wordive verbbe
Together with variation between readers, these varialiles a We excluded all the data points where the critical region
count for a sizable proportion of the variance in the eye-{the embedded verb) was the first or last word of the line, and
movement record. also all cases where the verb was followed by a any kind of
Recently, it has also been shown that information about theunctuation. This eliminates wrap-up effects that occlinat
sequential context of a word can influence reading times. Ifbreaks or at the end of sentences. Furthermore, we excluded
particular, McDonald & Shillcock (2003b) present data ex-all data points that were in a region of four or more adjacent
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Pronoun SRC NSRC Proportion of NSRC independent variables (Pinheiro & Bates, 2000) (aka hier-

that 150 18 10.7% archical linear regression models, Richter (2006)). To enak
which 86 39 31.7% sure effects were stable across different modeling teciasig
who 137 4 2.8% we ran both a linear mixed effect model that included SUBJ
Total 373 61 14% (the subject) as a random effect and also performed separate

regressions for each of the 10 subjects and tested whether
dhe coefficients for these models were reliably differeanfr
zero using a t-test (as suggested in Lorch & Myers 1990,
method 3). Minimal models were obtained by entering all of
the independent variables and all possible binary intenast

i ] ) between them into the model and then simplifying the model
words that had not been fixated, since such regions were ey comparing Akaike Information Criterion values. (The AIC
ther not read by the participant or subject to data loss due t@ 3 measure that optimizes model fit by taking into account
tracking errors. We computed the reading times for regionghe amount of variance explained as well as the number of
R1 and R3 for each item and each subject (a total of 3003egrees of freedom.)

data points). For the binary dependent variable (skipping), we ran a lo-
g distic regression model, using the same methods as for the
linear regression.

Table 1: Frequency of relative clause types in the Dundee ey
tracking corpus.

Independent Variables Each data point was associate

with eight variables. These were the identity of the reativ

pronoun (ha, which, or that), the type of the relative clause Results

(SRC or NSRC), word length, the logarithm of the word fre-

quency (estimated from the British National Corpus, BNC),Linear Regression for Fixated Words We fitted a mixed

the word’s part of speech (POS), the logarithm of the forwardeffects regression model as specified above to the data. The

transitional probability P(wn|wh_1), Wherew, is the verb; results show a significant main effect of relative clausestyp

also estimated from the BNC), the word landing position, andp < 0.001) for R1 and R3: SRC verbs were read more

the subject ID. The following POS tags occurred: AUX, MD, quickly than NSRC verbs (see Table 2). We also found a

VB, VBP, VBN, VBG, VBD and VBZ (the Penn Treebank significant interaction between RC type and word frequency.

POS tag set was used, see Marcus et al. 1993). The word frequency effect by itself is well known: frequent
There are a number of well-known correlations betweervords are read faster than infrequent ones. The interaction

the independent variables: short words are usually more fred?€tween word frequency and relative clause type reflects the

guent than long words, the fixation landing position dependéact that in our data, the frequency effect was more pro-

on word length, the transitional probability and the fregeye ~ Nounced in non-subject relative clauses than in subjeat rel

of a word are positively correlated. As Table 1 shows, the reltive clauses (hence the positive coefficient for the intiiac

ative clause types were furthermore distributed diffdyefor ~ Which weakens the frequency effect). The POS tag was no

the three pronouns, and thus partially correlate with R@gyp Significant predictor for reading time on this region, presu
ably because its contribution is already explained by lengt

Dependent Variables Each word in the data set is associ- and frequency and their interaction.

ated with the following eye-tracking measures: first fixatio  We also found effects for word length (longer words take
duration, total fixation duration, and a binary value thatksa |onger to read), and transitional probability (words witgth
whether a word was fixated or skipped. transitional probability are read faster than words witi lo

Thefirst fixation durationof a region is the time that was transitional probability). This effect occurred in additito
spent on the first fixation on that region before any word fur-the RC type effect, which means that longer reading times
ther to the right was fixated. First fixation duration is zdro i on the non-subject relative clause verbs cannot simply be ex
the region was first skipped and then regressed to later. Thalained by a lower predictability of the word, but suggests
first pass duratioris similar to first fixation duration, the dif- that the linguistic structure makes a distinct contribuitibwo
ference being that all fixations on a word that occurred lgefor more interactions were significant: the interaction betwee
any word to the right was fixated are summed up. Finally, thevord length and landing position on the word, as well as an
total fixation durationis the sum of the durations of all fixa- interaction between word frequency and word length (short
tion on a region. words are typically more frequent than longer ones).

Each of these measures was taken as the dependent variabl@ur model explains a reasonably large proportion of the
in a separate regression analysis. Because there is a fundé@riance in the data, the value for adjusted R-squared fwhic
mental difference between fixated and skipped words (i.e., ialso takes into account the number of degrees of freedom) is
is not easy to justify why a skipped word would be inter- 15.6%.
pretable on a linear scale (its reading time is 0) and compara The findings for first fixation duration and first pass dura-
ble to fixated words), we performed linear regressions on thgon are almost identical. The main difference betweendhos
reading times for the fixated verbs (1886 verbs for first fixa-early measures and total reading times is that transitional
tion durations, 2220 verbs for total fixation durations)lan probability and word landing position do not come out as sig-
separate logistic regression (with dependent variablégiika nificant predictors for first fixation and first pass times.

vs. skipped) for whole set of 3007 verbs. Logistic Regression for Skipped Words Skipping proba-

Regression Procedure For each of the continuous depen- bilities are almost identical for subject and non-subjeta-r
dent variables (total time, first fixation, first pass), weltui tive clauses: they amount to about 36% for first pass skipping
separate linear mixed effect models that included the eighti.e., the word is skipped before a word to the right is fixated
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Predictor Coeff. Sign. Method

(Intercept) 263.42  *** .

RC type-SRC 177.04  * Dataand Procedure We used the same relative clause data
Lenath 21 47 xk from the Dundee Corpus as in the first experiment. Also the
Wor?j landing position 6 39 regression technique was the same.

Logarithmic frequency —11..66 *k Selection Criteria The relative pronoun and the first two

words immediately following it were extracted from the 4340
relative clauses. As in the first experiment, all data points
where the critical region (any of the relative pronoun or the

Transitional probability =~ -24.73  ***
Length:landing position -2.94 ok

Log. freg:length 265 two following words) was located the beginning or end of
RC type:log. freq 18.65 ™ the line when presented on the screen were removed from the
*p<0.01,* p<0.001 data set, as well as all critical regions that included words

with any kind of punctuation. Again, we excluded all data
Table 2: Regression coefficients and their significanceldeve points that were in a region of four or more adjacent words
for a minimal model of total reading time for the embeddedthat had not been fixated, and all pronouns that had auriari
verb region. attached to them (e.that’ll, who'd). We computed the read-

ing times on for regions R1 and R2 and the relative pronoun

for each item and each subject (3067 data points in total).

and 25% for total skipping (i.e., the word is never fixated® W !ndependent Variables The relative pronoun had the fol-
ran a logistic regression for first pass skipping probaedit lowing variables associated with it: pronoun identityh@,
The significant predictors for word skipping were transiib  that which), subject ID, word length, fixation landing posi-
probability, word frequency, and word length. tion, logarithm of the word frequency, logarithm of the tran
sitional probability, and RC type. The first and second word

following the relative pronoun were each associated wiéh th
following variables: word length, logarithm of the word fre
quency, POS tag of the word, transitional probability, and

Discussion

Our results provide evidence for DLT, which predicts that

find a significant effect of forward transitional probalyilit  —, - yefer to the first word are marked “.1’ while all thosettha
this region. Since the inclusion of the transitional prabab ot to the second word are marked *.2".

ity factor into the model did not cause the RC type effect In the critical redion. POS tag and RC tvpe are stronaly as-
to disappear, we conclude that these factors explain difter ted: th dg that foll %h yp th s?nt%
proportions of the variance in reading times, and that the tw S0¢'3t€0: | e worads tha ho ow eﬁ_lronoun '”b enon- v 1€ b
effects are largely independent (the correlation coefiitie- << 2ré always noun phrases, while SRCs begin with ver

o iy : - phrases. Thus, the length and frequency distributionsef th
'ﬁv(()eg%;ansmonal probability and RT type predictors igyon words in R1 and R2 are quite different: The first word of

— _ _ the NSRC is often a short and frequent determiner or per-

As expected, a significant proportion of the data is also exsona| pronoun, whereas SRCs begin with auxiliaries, modals
plained by low-level factors such as length, frequency, anghy main verbs (see Table 4). For a list of the POS that occur
fixation landing position and their interactions. As a sé\gl for poth RC types, see Table 3. Also, the POS tags of the first
predictor, RT type accounts for about 3% of the variance, ang\,q second word of the RC depend on each other, since they

RT type together with its interaction with frequency acasun gre often part of the same constituent (NP or VP respecjively
for 10.5% of the variance. On the other hand, transitional

forward probability explains 7.8% of the variance by itself Deépendent Variables Again, each word in the critical re-
The low-level effects length, word landing position, wore-f 90N is associated with the following measures: first fixatio
quency and their interactions account for 14.4% of the variduration, first pass duration, total fixation duration, ard-a

ance. All of these numbers refer to regressions with subjectary value that marks whether a word was fixated or skipped.
as an error term. Each of these measures was taken as the dependent variable

in a separate regression analysis.

Experiment 2: Relative Pronoun Regions Results

The aim of this experiment was to test a second predictioiRelative Pronoun We calculated a minimal model (accord-
of DLT with respect to the processing complexity of rela- ing to the AIC measure) that explairs7% of the variance.
tive clauses: SRCs should incur a higher processing cast thalrhe best predictors for reading time in this model are RC
NSRCs on the word following the relative pronouns (regionstype (p = 0.04), fixation landing position, transitional prob-
R1 and R2 in (1)). In addition to comparing reading timesability from the previous word to the pronoun, transitional
on R1 and R2, we also tested for effects on the relative proprobability from the pronoun to the next word, and pronoun
nouns (where DLT predicts an SRC/NSRC difference, see (3dentity. Furthermore, we found interactions between frat
and (4)), and on the second word following the relative pro-landing position and pronoun identity (which also coinside
noun, where spillover effects from R1 and R2 can be exwith word length), as well as between pronoun identity and
pected. transitional probability.
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In a single predictor analysis, relative pronouns were read  Predictor Coeff. Sign.

more quickly in the SRC condition than in the NSRC con- (Intercept) 190.73 *x
ditior_1 (p < 0.001), l:_:ut this effect was more extreme for the Landing position.1 9.95 *
relative pronounsvhichandwhothan forthat, which is read Logarithmic frequency.1 -0.02
fastin the NSRC condition as well. A possible explanatian fo Length.1 30.63  ***
this effect is that the word sequenttat NPis more frequent Logarithmic frequency.2 255
thanwhich/who NPdue to the ambiguity othat We found 9 q Y- i
no general effect for RC type in first fixation and first pass Length.2 -2.92
measures in the pronoun region, but also the same effect of ~L0g. freq.1:length.1 -1.44 -
faster reading ofhatin the NSRC condition (although pro- Landing pos.1l:length.1 -3.20 =
noun frequency and transitional probabilities were ineliid POS.1-DT:RC type-NSRC 4.97
as independent variables in the model). POS.1-EXAUX:RC type-NSRC  -50.50
Skipping Skipping of the relative pronoun is more frequent POS.1-JJ:RC type-NSRC 28.03
in the SRC condition than in the NSRC condition: first pass ~ POS.1-NNP:RC type-NSRC -86.99  **
skipping probability was 60% for SRCs but only 45% for POS.1-NNPPOS:RC type-NSRC ~ -4.69
NSRCs. A similar contrast was found in total skipping, which POS.1-NNS:RC type-NSRC 67.16 *
was 46% for SRCs and 33% for NSRCs. We investigated a  POS.1-PRP:RC type-NSRC 29.21
number of hypotheses to explain this early skipping effect: POS.1-PRP$:RC type-NSRC 121.07 *
1. Relative pronouns have different distributions for SRCs ~ P9S.1-AUX:RC type-SRC 20.54

and NSRCswhotypically occurs with SRCs, and may be POS.1-MD:RC type-SRC 14.34

skipped more often as it is shorter than the other pronoun.  POS.1-RB:RC type-SRC 40.83 *

We would then expect pronoun type to be a good predictor  POS.1-VB:RC type-SRC 1.60

for skipping probability. POS.1-VBD:RC type-SRC 17.29

, : . POS.1-VBN:RC type-SRC -44.40

2. In SRCs, the first word after the relative pronounis on-aver POS.1-VBP:RC type-SRC 21.94

age longer than the first word of an NSRC. Low level per-

ceptual processes might thus cause saccades to the longer P < 0.10,*p < 0.05, *p < 0.01, *** p < 0.001

word directly, skipping the relative pronoun. We would ) . N

then expect the length of the next word to be a good preJable 3: Regression coefficients and their significanceldeve

dictor for skipping. for a minimal model of total reading time for the first word

) _ ) ) . following the relative pronoun.
3. SRCs and NSRCs might differ in predictability from the

word before the relative pronoun. The more predictable the

relative pronoun is, the more probable it is to be skippedquickly in the NSRC condition than in the SRC condition, see

We would therefore expect the pronoun’s transitional probthe coefficients in Table 3.

ability to be a good predictor for skipping. For first fixation times, only two of our independent vari-

bles were found to be significant predictors: word freqyenc
P < 0.01) and RC typef§ < 0.0001, reading times for SRCs

re again longer). Together with the inter-subject randém e
ect, these two predictors explain 11% of the variance in firs
fixation reading times. The hypothesis that the RC type effec
be due to differences in word length is not confirmed by the
regression model, as length in not a significant predictor fo
first fixation times.

For the second word after the relative pronoun, we did not
find any significant correlation with relative clause typee W
found that 16.5% of the variance for total reading times is
explained by a model that includes word lengbh{0.0001),
word frequency, transitional probability (gll< 0.01) and the
Post-Relative Pronoun The significant predictors for to- interaction between transitional probability and wordgtm
tal reading times for the first word after the relative promou and frequency and word length (bgth< 0.0001).
are frequency and length of that word, as well as the landin

position, especially in interaction with word Iength._WecaI the regression equation, model fit is a little lower. Highignsf-
found FhaF Word Iengfnh and frequency of the following word icant factors in the modélp(< 0.001) are RC type '(Ionger read-
were significant predictors, as well as RC type and the word’sng times for subject RCs), transitional probability, fueqcy and
POS tag (see Table 3). length of the first word, as well as the interactions betwe€rtype
POS tag of the first word and RC type were entered as afand transitional probability, RC type and frequency, fremty and
interaction into the regression, because the POS tags foEE‘Prd length, and landing position and length. Typical festike

. : ; requency and transitional probability do not come up inrdgres-
two exclusive sets with respect to their RC type. We foundgjon that involves POS tags, because their contributiongovari-

that after accounting for the variance that is due to frequen ance is already explained by the word’'s POS (e.g., detersiame
and length effects, the critical region was generally readam shorter and more frequent than adjectives).

Our data support hypothesis 2: For both regression method
skipping is significantly predicted by the length of the first
word of the relative clause: The longer that word, the highe
the probability of the relative pronoun to be skipped. Trans
tional probability was not a significant predictor, and pran
identity was significant according to method 3 from Lorch &
Myers (1990), but not according to the mixed effects method
However, RC type persists as a significant predicpo(
0.01) for skipping even under this alternative explanation
This indicates that low level processes involving word kang
cannot fully explain the skipping of relative pronouns, and
that the effect of RC type should be a topic for future redearc

Iwhen removing the variable for the POS of the first word from
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SRC NSRC Sign. relative clauses. The complexity effect manifests itsetfno

Transitional probability.1 -3.07 -2.90 . distinct regions in the relative clause, leading to eledatad-

Logarithmic frequency.1 ~ 10.60 11.79 *** ing times in these regions, as predicted by DLT. We also

Length.1 451 412 ** showed that transitional probability (McDonald & Shilldgc
p<0.10, *p< 0.01, ™ p < 0.001 2003b) has an effect on reading time in these regions, inde-

pendent of the DLT effect.

To our knowledge, this is the first time a theory of sentence
processing has been tested on data from an eye-tracking cor-
pus. While we have only dealt with one construction (rekativ
clauses) and one theory (DLT), we believe that our corpus-
based approach constitutes an important new methodology
for evaluating models of sentence processing, and we plan to
(ivaluate other models (e.g. surprisal, Hale 2001). Such mod

Is are currently tested exclusively on data obtained for is
ated, manually constructed sentences in controlled lpkex
‘iments. The validity of the models can be enhanced consider-
Sthle if we are able to show that they scale up to model reading
€Bata from an eye-tracking corpus of naturally occurring.tex

Table 4: Differences in transitional probability, freqegmand
word length and their significance levels for the first word
after the relative pronoun with respect to RC type.

Skipping For skipping probabilities on the first and sec-
ond words after the relative pronoun, we find frequency an
length to be the significant predictors: shorter and more 1‘reI
quent words (which occur frequently in the NSRC condition
see Table 4) were skipped more often, and skipping was al
highly dependent on whether the previous word had be
skipped.

Regressions to the first word are more probable in NSRCs
than in SRCs (although the difference does not reach sig- . Acknowledgments
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dictability, regressions are more probable.
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