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Cell Cycle and Tumor Growth in Membrane Systems with
Peripheral Proteins

Tommaso Mazza & Matteo Cavaliere

Abstract

Membrane systems with peripheral proteins are essentially stan-
dard membrane systems with the possibility of having multisets of
objects (proteins) embedded in the membranes and with the presence
of rules that control the transport and the change of configurations
of these proteins. The model intends to abstract the activities of the
receptors embedded in the cellular membranes. Here we use an exten-
sion of this paradigm to model and simulate some of the mechanisms
underlying cell cycle and breast tumor growth. In particular we have
defined a membrane system that abstracts the G2/M cell cycle phase
transition and extends the corresponding Reactome model. The model
has been then simulated by using the software Cyto-Sim and we have
monitored the interplay between activators and inhibitors of the cell
cycle.

1 Introduction

In the membrane systems area (also referred to as P systems), it is usual
to represent a membrane (that models a biological membrane) by a pair of
square brackets, [ ]. As done in [19], to each topological side of a membrane,
we associate the multisets u and v (over a particular alphabet V ) and this
is denoted by [ u]v. We say that the membrane is marked by u and v; v
is called the external marking and u the internal marking; in general, we
refer to them as markings of the membrane. The objects of the alphabet
V are called proteins or, simply, objects. An object is called free if it is not
attached to the sides of a membrane, so is not part of a marking.

Each membrane encloses a region and the contents of a region can consist
of free objects and/or other membranes (we also say that the region contains
free objects and/or other membranes).

Moreover, each membrane has an associated label that is written as a
superscript of the square brackets. If a membrane is associated to the label
i we call it membrane i. Each membrane encloses a unique region, so we
also say region i to identify the region enclosed by membrane i. The set of
all labels is denoted by Lab.

For instance, in the system [abbbbc[abb ba]2b ab]1ab, the external membrane,
labelled by 1, is marked by ab (internal an external marking). The contents



of the region enclosed by the external membrane is composed by the free
objects a, b, b, b, b, c and the membrane [abb ba]b. .

We consider rules that model the attachment of objects to the sides of the
membranes ([19]).

attach : [ a u]iv → [ ua]iv, a[ u]iv → [ u]iva

detach : [ ua]iv → [a u]iv, [ u]iva → [ u]iva

with a ∈ V , u, v ∈ V ∗ and i ∈ Lab.
The semantics of the attachment rules (attach) is as follows.
For the first case, the rule is applicable to the membrane i if the mem-

brane is marked by multisets containing the multisets u and v on the ap-
propriate sides, and region i contains an object a. In the second case, the
rule is applicable to membrane i if it is marked by multisets containing the
multisets u and v, as before, and is contained in a region (or in the environ-
ment) that contains an object a. If the rule is applicable we say that the
objects defined by u, v and a can be assigned to the rule (so that it may be
executed).

In both cases, if a rule is applicable and the objects given in u, v and
a are assigned to the rule, then the rule can be executed (applied) and the
object a is added to the appropriate marking in the way specified. The
objects not involved in the application of a rule are left unchanged in their
original positions.

The semantics of the detachment rule (detach) is similar, with the difference
that the attached object a is detached from the specified marking and added
to the contents of either the internal or external region.

As it is biologically relevant, we also consider rules associated to the mem-
branes that control the passage of objects across the membranes (again,
from [19]). Precisely:

movein : a[ u]iv → [ a u]iv
moveout : [ a u]iv → a[ u]iv

with a ∈ V , u, v ∈ V ∗ and i ∈ Lab.
The semantics of the rules is as follows.
In the first case, the rule is applicable to membrane i if it is marked

by multisets containing the multisets u and v, on the appropriate sides,
and the membrane is contained in a region containing an object a. The
objects defined by u, v and a can thus be assigned to the rule. If the rule is
applicable and the objects a, u and v are assigned to the rule then the rule
can be executed (applied) and, in this case, the object a is removed from the
contents of the region surrounding membrane i and added to the contents
of region i.

In the second case, the semantics is similar, but here the object a is
moved from region i to its surrounding region (or environment).
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The rules of attach, detach, movein, moveout are generally called mem-
brane rules (denoted collectively as memrul) over the alphabet V and the
set of labels Lab. Several restrictions have been defined in [19]. In partic-
ular, membrane rules for which |uv| ≥ 2 are called cooperative membrane
rules (in short, coomem). Membrane rules for which |uv| = 1 are called non-
cooperative membrane rules (in short, ncoomem). Membrane rules for which
|uv| = 0 are called simple membrane rules (in short, simm).

We also admit evolution rules that involve objects but not membranes.
These can be considered to model the biochemical reactions that take place
inside the compartments of the cell. They are evolution rules over the alpha-
bet V and set of labels Lab (no indication on the destination of the produced
objects is present). We define

evol : [u→ v]i

with u ∈ V +, v ∈ V ∗ and i ∈ Lab. An evolution rule is called cooperative (in
short, cooe) if |u| > 1, otherwise the rule is called non-cooperative (ncooe).

The rule is applicable to region i if the region contains a multiset of free
objects that includes the multiset u. The objects defined by u can thus be
assigned to the rule.

If the rule is applicable and the objects defined by u are assigned to the
rule, then the rule can be executed. In this case the objects specified by u
are subtracted from the contents of region i while the objects specified by v
are added to the contents of the region i.

A membrane system with peripheral proteins (in short, a Ppp system) and
n membranes, is then a construct, [19]

Π = (V, µ, (u1, v1), . . . , (un, vn), w1, . . . , wn, R,R
m)

where:

• V is a finite, non-empty alphabet of objects (proteins).

• µ is a membrane structure with n ≥ 1 membranes, injectively labelled
by 1, 2, . . . , n.

• (u1, v1), · · · , (un, vn) ∈ V ∗ × V ∗ are the markings associated, at the
beginning of any evolution, to the membranes 1, 2, · · · , n, respectively.
They are called initial markings of Π; the first element of each pair
specifies the internal marking, while the second one specifies the ex-
ternal marking.

• w1, · · · , wn specify the multisets of free objects contained in regions
1, 2, · · · , n, respectively, at the beginning of any evolution and they
are called initial contents of the regions.

• R is a finite set of evolution rules over V and the set of labels Lab =
{1, . . . , n}.

• Rm is a finite set of membrane rules over the alphabet V and set of
labels Lab = {1, . . . , n}.

3



A configuration of Π consists of a membrane structure, the markings
of the membranes (internal and external) and the multisets of free objects
present inside the regions. In what follows, configurations are denoted by
writing the markings as subscripts (internal and external) of the parentheses
which identify the membranes. The labels of the membranes are written as
superscripts and the contents of the regions as string, e.g.,

[ [ aa]4ab [aaa aa]2b [ b ]3bb a ]1a

We suppose a standard labelling: 0 is the label of the environment that
surrounds the entire system Π; 1 is the label of the skin membrane that
separates Π from the environment.

The initial configuration consists of the membrane structure µ, the ini-
tial markings of the membranes and the initial contents of the regions; the
environment is empty at the beginning of the evolution.

We denote by C(Π) the set of all possible configurations of Π.
We assume the existence of a clock which marks the timing of steps

(single transitions) for the whole system.
A transition from a configuration C ∈ C(Π) to a new one is obtained

by assigning the objects present in the configuration to the rules of the
system and then executing the rules as previously described. One can de-
fine several ways of assigning the objects to the rules. In [19] and [20] two
different ways of assigning the objects have been defined and investigated:
free-parallel and maximally-parallel. In the free parallel mode, in each region
and for each marking, an arbitrary number of applicable rules is executed
(this mode is also called asynchronous in the P systems area). In the max-
imally parallel way, in each region and for each marking, applicable rules
chosen in a non-deterministic way are assigned objects, also chosen in a
non-deterministic way, such that after the assignment no further rule is ap-
plicable using the unassigned objects. These two ways, conceptualize two
ways of abstracting the application of biochemical reactions. Equivalence
with Petri nets, counter machines and decision problems concerning these
two classes of systems have been studied in [20]. We only mention here the
following results: In the free-parallel case it is decidable whether or not an
arbitrary membrane system with peripheral proteins can reach an arbitrary
configuration or marking; the same problem becomes undecidable when the
systems evolves in the maximally parallel way (the proofs of such results
and other intermediate cases can be found in [20]).

It is known that membrane proteins can cluster and form more com-
plex molecules whose activity is very distinct from the original components;
moreover proteins can cross sides of a membrane and proteins on opposite
sides can influence each other, in a “synchronized” manner. To capture all
these aspects we extend the considered paradigm by admitting evolution
rules also for the proteins embedded in the membranes.

This can be done in a rather natural manner since membrane proteins
are represented as multisets of objects, and then we can still use multiset
rewriting rules to represent these membrane processes.
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Precisely, we can introduce membrane-evolution rules in this form:

mem− evol : [ u]iv → [ u′ ]iv′

with u, v, u′, v′ ∈ V ∗ and i ∈ Lab; if u = λ or v = λ then u′ = λ or v′ = λ,
respectively.

The rule is applicable to membrane i if the internal marking of the
membrane contains the multiset of proteins u and the external marking
contains the multiset v. The proteins defined by u and v can thus be assigned
to the rule. If the rule is applicable and the objects defined by u and v are
assigned to the rule, then the rule can be executed. In this case the objects
specified by u are subtracted from the internal marking of membrane i, the
objects specified by v are subtracted from the external marking of membrane
i, while the objects specified by u′ are added to the internal marking of
membrane i and the objects specified by v′ are added to the external marking
of membrane i.

Looking into the details of the proof of Theorem 6.2 in [20], one can see
that is easy to extend the result and prove that is possible to decide the
reachability of arbitrary configurations and markings for membrane systems
with peripheral proteins and membrane-evolution rules, when the systems
work in a free-parallel manner. In fact, in Theorem 6.2, all floating and
attached objects are indexed with the labels of the membranes in which
they float or to which they are attached. Membrane-evolution rules can be
then rewritten as cooperative evolution rules acting only on the attached
objects.

However, from a computational point of view, it is not clear if the in-
clusion of membrane-evolution rules lead to higher complexity algorithms.
The computational study of membrane systems with peripheral proteins and
membrane evolution-rules is not the goal of this paper and is then left as
research topic. The proposed membrane evolution rules can also be seen
as a generalization of the protein rules used in [22], where only one single
protein can be rewritten, on one side of the membrane. Moreover, similar
types of rules have been included in the stochastic simulator presented in
[21], [17]: in that case the attachment of an object can allow the rewriting
of the multiset of embedded proteins. A survey of membrane systems with
embedded proteins is [18].

2 Concluding Remarks

Membrane systems with peripheral proteins can specify cellular processes
where the role of cellular receptors is important. We have presented an
example by studying the pathways underlying cell cycle and breast tumor
growth. In such a case protein binding to membrane receptors is a fundamen-
tal activity accomplished by cells to trigger the responses to extracellular or
endogenous stresses. Membrane systems with peripheral proteins, working
in the free-parallel manner, have been shown to be equivalent to Petri nets
(see [20]). Such results should be extended to the model with the introduc-
tion of membrane-evolution rules, introduced in Section 1. Moreover, the
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stochastic variant of the model should also be investigated, and, possibly,
in view of the results in [20] equivalence with stochastic Petri nets could be
found.
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