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ABSTRACT
All forms of learning take time. There is a large body of research
suggesting that the amount of time spent on learning can improve
the quality of learning, as represented by academic performance.
The wide-spread adoption of learning technologies such as learn-
ing management systems (LMSs), has resulted in large amounts
of data about student learning being readily accessible to educa-
tional researchers. One common use of this data is to measure time
that students have spent on different learning tasks (i.e., time-on-
task). Given that LMS systems typically only capture times when
students executed various actions, time-on-task measures are esti-
mated based on the recorded trace data. LMS trace data has been
extensively used in many studies in the field of learning analytics,
yet the problem of time-on-task estimation is rarely described in
detail and the consequences that it entails are not fully examined.

This paper presents the results of a study that examined the ef-
fects of different time-on-task estimation methods on the results of
commonly adopted analytical models. The primary goal of this
paper is to raise awareness of the issue of accuracy and appro-
priateness surrounding time-estimation within the broader learn-
ing analytics community, and to initiate a debate about the chal-
lenges of this process. Furthermore, the paper provides an overview
of time-on-task estimation methods in educational and related re-
search fields.
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1. INTRODUCTION
One of the basic preconditions for the adoption of learning ana-

lytics is collection of relevant data about the student learning pro-
cesses. Typically, LMS systems record event streams, which are
large, ordered, and timed lists of various important events under-
taken by the students, instructors, or the system (e.g., logging into
the system, reading discussions, submitting assignments, grading
homeworks). One of the benefits of trace data is that it can be easily
converted to aggregate count data showing frequencies of different
actions for each student. Count data is very useful as it enables for
the development of a broad range of predictive models of student
performance and student monitoring systems.

Besides the use of event streams to produce cumulative count
measures, they are also used to reconstruct students’ time spent
on learning. From the early studies of the traditional classroom
learning in the 1970’s, the construct of time spent on learning tasks
was identified as one of the most important variables affecting the
attainment of learning objectives [6, 54]. Even today, one of the
primary means of improving student learning is to develop activi-
ties that require longer periods of student engagement in interacting
with course content or peers [54]. Instead of using count measures,
time-on-task measures are used to provide a more "accurate" esti-
mate of student learning.

Despite its benefits over count measures, calculating time spent
of learning is a complex and challenging task [31]. As learning sys-
tems typically record only streams of important system events, a re-
construction of times spent on different learning activities typically
involves measuring time differences between subsequent events in
the event stream. The challenge with this approach is that between
two consequent records in the event stream students often engage
in other non-learning activities. For example, a student might be
studying in the evening and then continue learning the next morn-
ing. In this case, time difference between last evening activity and
the first morning activity will be particularly large, and some ad-
justment of the extracted time-on-task estimates must be applied.

While it is an important part of data collection, the estimation
of time-on-task measures is rarely discussed in detail within the
learning analytics research. Typically, researchers adopt one of the
heuristics (e.g., limit all activities to X minutes) [3, 42] and do not



address the consequences of the adopted heuristics on the produced
statistical model. In this paper we try to evaluate what are the con-
sequences of the different estimation heuristics on the results of the
final predictive model. More precisely, we looked at how different
strategies for time-on-task estimation affect the results of several
multiple linear regression models. Based on the findings of the pre-
sented study, we offer some practical guidelines that can improve
validity of research in learning analytics. With this research, we
would also suggest greater attention to this topic in future learning
analytics research.

2. BACKGROUND

2.1 Time-on-task in educational research

2.1.1 Origins of time-on-task in educational research
There is a long tradition of the use of time in the education re-

search [6]. In 1963, Carroll [9] proposed a model of learning in
which time was a central element, and learning was defined as a
function of the efforts spent in relation to the efforts needed. Car-
roll [9] however, made a distinction between elapsed time, and time
student actually spend on learning [9]. Student learning depends
on how the time is used, not the total amount of time allocated [54].
There has been extensive research in the 1970s noting the bene-
fits of the increase in learning time on the overall learning qual-
ity [54, 31, 30]. In this context, an increase in time-on-task was
considered one of the key principles of effective education [13].

One of the main challenges with the research on the effects of
time on learning were different operationalizations of the time-on-
task construct [31]. Some researchers [e.g., 25] used typical obser-
vational methods [15] (i.e., observing student behavior at specified
time intervals, and coding observed behavior using predefined cod-
ing scheme), while others [e.g., 2] used very different and more
crude notions of time-on-task (e.g., number of lectures attended,
number of school days in a year or hours in a school day). As
pointed out by Karweit and Slavin [31], differences in definitions
of on-task and off-task behavior, use of different sample sizes and
observation intervals, as well as different number of observed stu-
dents led to the significant and important inconsistencies in this
research domain. According to Karweit [30], the interpretation of
significant findings related to time-on-task measures requires care-
ful examination and caution.

2.1.2 Time-on-task and learning technology
The previously described observational techniques have also been

used in many studies [e.g., 59, 41, 5] for examination of student
behavior and time-on-task analysis when working with educational
technology. For example, research in the domain of Intelligent Tu-
toring Systems (ITS), has sought to identify off-task behavior and
its effects on learning [5, 4, 11, 12, 45, 48].

The adoption of educational technology has enabled relatively
easy calculation of student time-on-task based on the trace data
collected by the software system. While this approach has been
adopted in many research studies [e.g., 33, 22], the details of the
process are not always described. While Grabe and Sigler [22] de-
scribe the challenges that the process of time-on-task estimation
entails, the study by Kraus et al. [33] does not provide any infor-
mation on the process of time-on-task estimation. In their study,
Grabe and Sigler [22] describe several heuristics for time-on-task
estimation: i) all learning actions longer than 180 seconds were es-
timated to be 120 seconds long, ii) all multiple choice answering
actions to be at maximum 90 seconds, and iii) last actions within
each study session were estimated at 60 seconds.

More recently, research in the ITS field has led to the develop-
ment of several machine learning systems for automated detection

of student off-task behavior based on trace data [4, 11, 12]. The de-
velopment of such models was made possible due to the availability
of field observational data, thereby providing a “gold standard” for
testing the performance of different models. In his study, Baker
[4] identified time of 80 seconds to be the best cutoff threshold for
identification of off-task behavior. However, the best performing
model for off-task behavior detection made use of a broader range
of features. A particularly useful feature was the standardized dif-
ference in duration among subsequent actions (i.e., very fast action
followed by a very slow action or vise versa). The importance of
this research lies in the fact that it provides an empirical analysis of
the different approaches for detection of off-task behavior and lays
the ground for reproducible and replicable research in the ITS field.

2.2 Web-usage mining
The analysis of user activities is extensively done in the area of

Web Usage Mining (WUM) [16] which is “the automatic discovery
of user access patterns from Web servers” [16, pg. 560]. Data pre-
processing is recognized as a crucial step in WUM analysis [16,
28, 42, 43], and is estimated to take typically between 60 and 80
percent of the total analysis time [28, 38].

According to Chitraa and Davamani [14], the pre-processing in
WUM consists of four separate phases: i) Data cleaning, which
involves removal of irrelevant log records, ii) User identification,
typically based on their IP addresses and Web user agent resolu-
tion, iii) Session identification, with the goal of splitting user access
information into separate system visits, and iv) Path completion,
which deals with issue of missing information in the server access
log (e.g., due to the proxy server caching). Of direct importance for
the study presented in this paper is the notion of different strategies
for session identification:

i) Time-oriented heuristics, that place an upper limit on the to-
tal session time (typically 30 minutes), or an upper limit on
a single Web page time (typically 10 minutes) [17, 39]. Early
empirical studies found 25.5 minutes to be an average duration
of Web session [10].

ii) Navigation-oriented heuristics, which look at the web page
connectivity to identify user sessions. When two consequent
pages in the access log are not directly linked, then this signals
a start of a new user session.

As indicated by Chitraa and Davamani [14], time-oriented heuris-
tics are simple, but often unreliable, as users may undertake paral-
lel off-task activities. Hence it can be problematic to define user
sessions based on time. Munk et al. [43] adopted 10 minute time-
out interval for session identification and identified path completion
pre-processing as an important step for improvement of the quality
of extracted data. Similarly, Raju and Satyanarayana [47] proposed
a complete pre-processing methodology and suggested the use of
30 minute session timeout intervals.

2.2.1 Web usage mining in distance education
With the transition to Web-based learning technologies and with

the broader adoption of LMS systems, several researchers [e.g.,
3, 38] have adopted traditional WUM techniques to analyze learn-
ing data. Still, certain characteristics of LMS systems make the
process somewhat simpler. For example, user identification is triv-
ial, as all learning platforms require a student login [38, 42]. Like-
wise, modern LMS systems (e.g., Moodle) store student activity in-
formation in their relational databases and therefore, typical WUM
analysis of LMS data does not require analysis of Web server logs,
making data cleaning process also much simpler [42].

In the learning contexts, one of the earliest studies that addressed
student time-on-task is the study by Marquardt et al. [38]. The ap-
proach adopted by Marquardt et al. [38] is unique in that it offers a
different conceptualization of user session. Essentially, the authors



use reference session to indicate a typical notion of user session,
and learning session to indicate a user session which can span mul-
tiple days and focuses on a particular learning activity. For identifi-
cation of reference sessions Marquardt et al. [38] also recommend
the use of timeout interval, but they do not provide a recommenda-
tion on a particular timeout value. This approach is used in many
WUM studies of learning technologies, such as studies by Ba-Omar
et al. [3], and Munk and Drlík [42] who used 30 and 15 minute ses-
sion timeouts, respectively.

In addition to the previously mentioned work drawing on re-
search from Web mining, there are also more recent studies from
the fields of learning analytics (LA) and educational data mining
(EDM) that adopt novel strategies to address the issues of time-on-
task estimation. For example, the study by Valle and Duffy [55]
reported the use of 30 minute timeout interval to detect end of user
sessions, and estimated the length of user’s last action as an aver-
age time spent on the particular action by the particular user. Valle
and Duffy [55] point out that the estimation of student time-on-task
based on trace data is made under the assumption that time between
two logged events is spent on learning – and that similar assump-
tions are made in the research of other learning modalities.

In the similar manner, Wise et al. [57] examined the distribution
of action durations and used a 60 minute inactivity period as an in-
dicator of the end of user activity. The last action of each session
is estimated based on the length of the particular message and the
average speed in which the user was conducting a particular ac-
tion (i.e., reading, posting, or editing a message). In the context of
mining trace data from collaborative learning environments, Perera
et al. [46] used a time-based heuristic to define activity sessions
using 7 hour inactivity period.

However, there are also many studies in learning analytics and
EDM fields [e.g., 50, 51, 35, 36, 34, 37, 58] that do not discuss
and report details of how time-on-task measures were calculated.
Typically, those studies make use of both count and time-on-task
measures. As such, it would appear likely that time differences
from the raw data were used, or simple time-based heuristics such
as the ones described above.

We should also point out that several researchers adopted dif-
ferent manual techniques for time-on-task estimation. For exam-
ple, Brown and Green [7] calculated time spent on reading discus-
sions by extracting the average number of words per discussion
and then multiplying it by 180 words per minute (which was ob-
tained empirically). The challenge with this approach is in its in-
ability to detect shallow reading and skimming (i.e., reading that
is faster than 6.5 words per second) [26], as done in similar stud-
ies [57, 58, 44] that estimated time-on-task from trace-data. Some
studies also used self-reported data on the amount of time students
spent using the system [e.g., 52, 27, 18], and this approach raises
an additional set of reliability challenges [56]. Finally, in labo-
ratory settings Guo et al. [23] and Kolloffel et al. [32] measured
time-on-task as the difference between the start and the end of an
experimental learning activity.

2.3 Research Questions: Effects of time-on-
task measuring on analytics results

Despite prior warnings by Karweit and Slavin [31] regarding
time on task estimation, recent empirical studies [8, 29, 53] con-
tinue to illustrate the complexities and possible inaccuracies linked
to time estimation in the digital age that is characterized with high
levels of student distraction and multi-tasking. For example, Calder-
wood et al. [8] conducted a laboratory study with 58 participants
that looked at their levels of distraction over a three hour period of
self-directed learning using various observational techniques (i.e.,
eye-tracking, surveillance camera and video recorder). What is
fascinating is that even in the “sterile” laboratory environment stu-

dents engaged on average in 35 distractions (of six seconds or more),
with on average a total distraction time of 25 minutes [8]. Similar
results are found by Judd [29], who looked at the levels of stu-
dent multitasking while being engaged in learning activity. Us-
ing a specifically designed tracing application that was installed
on computers of 1,249 participants, Judd [29] found that Facebook
users spent almost 10% of their study time on Facebook rather
than studying [29]. In addition, 99% of the students’ study ses-
sions involved some form of multitasking [29]. Finally, the Rosen
et al. [53] field observational study of 263 participants looked at
students’ learning behavior over a short 15 minutes study period.
What Rosen et al. [53] found is that students spent on average 10
out of 15 minutes engaged in learning, and were capable of main-
taining on average only six minutes of on-task behavior.

The above research sheds some light on the study habits of the
learners in the digital age. Whatever "correct" distraction times
may be, it is certain that today’s students are engaging in much
more multitasking and off-task behaviors. In this context there
is a further imperative for researchers to attempt to account for
these off-task distractions when determining time-on-task estima-
tions through trace data. It is very likely that similar levels of dis-
traction are present in many of the datasets that learning analytics
researchers use in their studies. With this in mind, the goal of the
present study is to examine what effects different techniques for
calculating time-on-task from LMS trace data have on the results
of final learning analytics models.

Although time-on-task measures from LMS trace data have been
used extensively in learning analytics research, to the best of our
knowledge there have been no studies that address the challenges
and issues associated with their estimation, and that investigate
what effects the adopted estimation methods have on the result-
ing analytical models. The primary goal of this paper is to raise the
awareness in the learning analytics research community to the im-
portant implications that adopted estimation methods have. Thus,
the main research question for this study is:

What effects do different methods for estimation of
time on-task-measures from LMS data have on the re-
sults of analytical models? Are there differences in
their statistical significance and overall conclusions that
can be drawn from them?

The majority of studies incorporating time-on-task estimation
provide insufficient details concerning the adopted procedures and
measurement heuristics, which are necessary to replicate their re-
search findings. As the adopted techniques may have significant
effects on the results of published studies, the learning analytics
community should be cautious about interpreting any results that
involve time-on-task measures from LMS data.

3. METHODS

3.1 Dataset
For this study, we used the data from the 13 week long masters-

level, fully online course in software engineering offered at a Cana-
dian public university. Given its postgraduate level, the course was
research intensive and focused on contemporary trends and chal-
lenges in the area of software engineering. The course used the
university’s Moodle platform [40] which hosted all resources, as-
signments, and online discussions for the course. To successfully
finish the course, students were expected to complete several activ-
ities including four tutor marked assignments (TMAs):

• TMA1 (15% of the final grade): The students were requested
to: i) select and read one peer-reviewed paper, ii) prepare a
video presentation for other students describing and analyz-
ing the selected paper, and iii) make a new discussion in the



Students Actions Messages

Winter 2008 15 33,976 212
Fall 2008 22 49,928 633
Summer 2009 10 21,059 243
Fall 2009 7 11,346 63
Winter 2010 14 31,169 359
Winter 2011 13 19,783 237

Average (SD) 13.5 (5.1) 27,877 (13,561) 291.2 (192.4)
Total 81 167,261 1747

Table 1: Course Offering Statistics

online forums in which students would discuss each other’s
presentations.

• TMA2 (25% of the final grade): The students were required
to write a literature review paper (5-6 pages in the ACM pro-
ceedings format) on a particular software engineering topic.
The mark for this assignment was determined as follows:
i) 80% was given on the paper based on two double blind
peer reviews (each contributing 35% of the paper grade) and
instructor review (contributing 30% of the paper grade), and
ii) 20% was given by the instructor on the quality of the peer-
review comments.

• TMA3 (15% of the final grade): The students were requested
to demonstrate critical thinking and synthesis skills by an-
swering six questions (400-500 words for each question) re-
lated to the course readings.

• TMA4 (30% of the final grade): The students were required
to work in groups of 2-3 students on a software engineering
research project. The outcome was a project report along
with a set of software artifacts (e.g., models and source code)
marked by the instructor.

• Course Participation (15% of the final grade): The students
were expected to participate productively in online discus-
sions for the duration of the course.

The data was obtained from Moodle’s PostgreSQL database and
consisted of 167,000 log records produced by 81 students from six
offers of the course: Winter 2008 (N=15), Fall 2008 (N=22), Sum-
mer 2009 (N=10), Fall 2009 (N=7), Winter 2010 (N=14), and Win-
ter 2011 (N=13). During the course students produced 1,747 dis-
cussion messages which were also used as an additional dataset for
this study. Table 1 shows the detailed description of each course
offering that was used in this study.

3.2 Data preprocessing

3.2.1 Extraction of count measures
From the collected trace data we extracted five count measures

shown in Table 2. The extracted measures correspond to the activi-
ties in which the students were expected to engage in by the course
design. They were easily extracted from Moodle trade data, as the
number of times each action is recorded for every student.

3.2.2 Extraction of academic performance measures
In addition to the count measures, we extracted a set of four aca-

demic performance measures: i) TMA 2 grade, ii) TMA 3 grade,
iii) Course participation grade, and iv) Final course grade. We de-
cided to use TMA2, TMA3, and course participation grades as they
stipulated a high use of LMS system, while other two assignments
(i.e., TMA 1 and TMA4) expected more “offline” work from the
students. Finally, given that many studies examined the relation-
ship between final course grade and student use of LMS systems,
we included final course grade as an additional “high-level” mea-
sure of academic performance.

3.2.3 Extraction of cognitive presence measures

# Name Description

Count measures

1 AsignmentViewCount Number of assignment views.
2 ResourceViewCount Number of resources views.
3 DiscussionViewCount Number of course discussion views.
4 AddPostCount Number of posted messages.
5 UpdatePostCount Number of post updates.

Time-on-task measures

6 AsignmentViewTime Time spent on course assignments.
7 ResourceViewTime Time spent reading course resources.
8 DiscussionViewTime Time spent viewing course discussions.
9 AddPostTime Time spent posting discussion messages.

10 UpdatePostTime Time spent updating discussion messages.

Performance measures

11 TMA2Grade Grade for literature review paper.
12 TMA3Grade Grade for journal papers readings.
13 ParticipationGrade Grade for participation in course discussions.
14 FinalGrade Final grade in the course.
15 CoIHigh Integration and resolution message count.

Table 2: Extracted measures

In order to provide a more comprehensive experimental setting
that includes several types of dependent measures, we used an addi-
tional set of measures which are based on the popular Community
of Inquiry (CoI) framework [19]. We selected CoI model as it was
the basis for the design of the target course [cf. 21]. Furthermore,
CoI is one of the most well researched and validated models of dis-
tance education [cf. 1] that defines important dimensions of online
learning and offers a coding instrument for the measurement [19] of
these dimensions. In the present study, we focused on the cognitive
presence construct, that describes students’ development of critical
and deep thinking skills as consisting of four phases: i) Triggering
event, ii) Exploration, iii) Integration, and iv) Resolution. Early re-
search [20] has indicated that a majority of students do not easily
nor readily progress to the later stages of cognitive presence. With
the intention of examining association between different time-on-
task measures and development of cognitive presence, we extracted
one additional performance measure, CoIHigh, namely, the num-
ber of messages in integration and resolution phases. We coded
discussion messages using CoI coding scheme for cognitive pres-
ence described by Garrison et al. [20]. Each message was coded by
two human coders who achieved an excellent inter-rater agreement
(Cohen’s kappa=.97), disagreeing in only 32 messages. The results
of the coding process are shown on Table 3.

3.2.4 Extraction of time-on-task measures
In order to calculate time-on-task measures, we processed trace

data available in Moodle platform. Table 4 shows a typical sec-
tion of the logged data. Moodle itself does not record the duration
of each individual action, but rather stores only timestamps of im-
portant ’events’ completed by the students or the system. Thus,
in order to calculate time spent on different activities, a difference
between subsequent log records is measured. For example, to cal-
culate time spent viewing discussion D1, we calculate the difference

ID Phase Messages (%)

0 Other 140 8.01%
1 Triggering Event 308 17.63%
2 Exploration 684 39.17%
3 Integration 508 29.08%
4 Resolution 107 6.12%

All phases 1747 100%

Table 3: Message coding results



Time User Action Duration

. . . . . . . . . . . .
T0 User U UserLogin 0s
T1 User U Start Viewing Discussion D1 T2 - T1
T2 User U Start Viewing Discussion D2 T4 - T2
T3 User U Mark Discussion D2 as Read T4 - T3
T4 User U Start Viewing Discussion D3 0s
T5 User U Submit New Message M1 T5 - T4
T6 User U Start Viewing Discussion D4 T7 - T6

. . . . . . prolonged time period
T7 User U Start Viewing Assignment TMA1 T8 - T7
T8 User U Start Viewing Resource R1 T9 - T8

. . . . . . prolonged time period
T9 User U User Login T10 - T9
T10 User U Start Viewing Resource R2 T11 - T10
T11 User U Start Viewing Discussion D5 T12 - T11
T12 User U User Login T13 - T12

. . . . . . . . . . . .

Table 4: Typical trace data. Blue indicates actions with over-
estimated time-on-task, while red indicates actions that require
non-standard calculation.

between its start time and the start time of the following activity in
the log (T2-T1). This is the most simple and straightforward way
of determining time-on-task calculations.

As some of the logged actions have special properties, there are
certain actions which require more attention. For example, a cer-
tain number of logged activities are instantaneous and do not have a
meaning of time (e.g., marking discussion as read, or performing a
search in discussion boards). Thus, the time periods between these
actions and subsequent actions should be added to time-on-task es-
timates of the preceding actions in the action log. For example,
in Table 4, time spent on viewing discussion D2 should – besides
period from T2 to T3 – also include period from T3 to T4 as the
user continued to read the same discussion after marking it as read.
Thus, the total time-on-task for viewing discussion D2 should be
calculated as T4-T2.

Likewise, Moodle records certain actions at their end, rather then
start, which requires “backwards” time-on-task estimation. This is
best illustrated through an example from Table 4. A student U starts
viewing a discussion D3 a time T4. After a while, the user clicks the
’Post Reply’ button to post his response to the discussion. A pop-
up dialog for writing a new message appears and the student starts
typing his response. However, Moodle does not record anything
at the start of message writing. Only after the student presses the
’Submit’ button, an action gets logged by the system (time T5).
Thus, the time spent on writing a message should be calculated as
T5-T4. Also, given that the exact moment when the student started
writing their response is not recorded, it is not possible to tell how
much time student actually spent on writing a response and how
much on reading the discussion prior to writing the response.

Another important characteristics of Moodle is the way how user
session are handled. Typically, a student session gets preserved as
long as the student’s browser window is open. Thus, if the student
stops using the system and engages in some other activity, it would
be impossible to detect off-task behavior based on the Moodle logs
alone. A typical solution for dealing with such cases is to use some
form of a time-based heuristics – as described in Section 2 – and
put a maximum value on the duration of activities (usually 10-15
minutes or one hour). Thus, durations of activities longer than the
threshold are replaced with the maximum allowed duration. In the
example in Table 4, the time spent viewing discussion D4 is excep-
tionally long which suggests a presence of a long off-task activity.
We refer to this problem as the “outlier detection” problem, where
by outliers we refer to the unusually long activities.

Finally, if a student closes his browser window, then the next
time he want to use the system he is required to log in before he

can do anything in the system. Thus, in some cases an action is fol-
lowed by a login action, in which case we know there was certainly
some off-task behavior. The two simple strategies for addressing
this issue are: i) to ignore that an action is followed by a login
action, if the total duration of the action is less than a given thresh-
old, and ii) to estimate duration of such action from the remaining
records of the given action by a particular user (as done by Valle
and Duffy [55]). In the example in Table 4, we can see that the
time spent viewing resources R1 and discussions D5 are certainly
overestimated, as they must contain some amount of time spent
outside of the system. We refer to this problem as the “last-action
estimation” problem.

Those two problems, outlier detection and last-action estimation,
together with specifics of Moodle action tracing strategy make a
problem of time-on-task estimation challenging and enable for the
development of different approaches for time-on-task estimation.

3.3 Experimental Procedure
Given the previously described details of time-on-task estima-

tion and its two main challenges (i.e., “outlier detection” and “last
action estimation”), we conducted an experiment using 15 different
strategies for time-on-task estimation (Table 5). We selected these
particular strategies in order to provide as many different time-on-
task estimation strategies as possible. For some of the strategies
we find evidence in the existing literature [55, 57, 3, 42, 22], while
others are included in order to provide a comprehensive evaluation
of possible time-on-task estimation methods.

The first six strategies completely ignore outlier detection and
simply use the actual values from the action logs (this is denoted
by x: in their name). However, they differ in the ways in which
they process the last action of each session. The first strategy (x:x)
completely ignores time-on-task estimation challenges and simply
calculates the duration of actions by subtracting actual values from
the action log. The second strategy x:ev is similar, except that the
duration of the last action of each session is estimated as a mean
value of the logs for the same action (e.g., discussion view) of a par-
ticular user. On the other hand, the third strategy x:rm estimates the
duration of last actions in every session as being 0 seconds. Given
that typically time-on-task estimates are used to calculate cumula-
tive time spent on each individual action, this strategy effectively
removes a given record from the total sum (as it is estimated being

# Name Description

Group 1: No outliers processing, different processing of last actions

1 x:x No outliers and last action processing.
2 x:ev No outliers processing, estimation of last action duration.
3 x:rm No outliers processing, removal of last action.
4 x:l60 No outliers processing, 60 min last action duration limit.
5 x:l30 No outliers processing, 30 min last action duration limit.
6 x:l10 No outliers processing, 10 min last action duration limit.

Group 2: Thresholding outliers and last actions

7 l60 60 min duration limit.
8 l30 30 min duration limit.
9 l10 10 min duration limit.

Group 3: Thresholding outliers and estimating last actions

10 l60:ev 60 min duration limit, last actions estimated.
11 l30:ev 30 min duration limit, last actions estimated.
12 l10:ev 30 min duration limit, last actions estimated.

Group 4: Estimating outliers and last actions

13 +60ev Estimate last actions and actions longer than 60 min.
14 +30ev Estimate last actions and actions longer than 30 min.
15 +10ev Estimate last actions and actions longer than 10 min.

Table 5: Different time-on-task extraction strategies



0 seconds long). Strategies x:l60, x:l30 and x:l10 on the other
hand instead of estimating or removing last action, put an upper
value for the duration at 60, 30 and 10 minutes, respectively.

The second group of strategies (l60, l30 and l10) are very sim-
ple strategies that put an upper limit on the duration of any action.
If an action is shorter, an actual time is used; otherwise the action
is replaced with a particular threshold value. The challenge of this
group of strategies is that it is hard to pick a threshold value that
would remove as most of off-task behavior as possible, while not
affecting genuinely long actions.

The third set of strategies (l60:ev, l30:ev and l10:ev) also put
an upper estimate on the duration of all actions, except the duration
of last session actions which are estimated from other available ac-
tion times as their mean value. The rationale behind these strategies
is that there is enough records of each action in the log so the esti-
mate of action’s duration is reasonably accurate.

Finally, strategies in the last group (+60ev, +30ev and +10ev) are
the most flexible, and they estimate durations of all actions that are
above a particular threshold value. The rationale for this strategies
is that most of the actions are very short, and thus, actions with
extensively long times most likely involve some off-task behavior,
which warrants estimation of their durations based on the remain-
ing records – that are more likely to be genuine.

3.4 Statistical Analysis
In order to examine how much effect different time-on-task esti-

mation procedures have on the results of different analytical mod-
els, we conducted a series of multiple linear regression analyses.
There are several reasons for selecting multiple regression models.
First of all, different forms of general linear models – including
multiple linear regression – are widely used in different research
ares [24], including learning analytics and EDM [49]. In addition,
multiple linear regression is one of the simplest and most robust
models [24] and is one of the methods which should be the least
susceptive to changes in time-on-task measures. Finally, given
that standardized regression coefficients are easy to interpret and
directly comparable, we can easy compare several time-on-task ex-
traction procedures.

4. RESULTS

4.1 Overview
We conducted a series of multiple regression analyses for each

of the five performance measures across all 15 time-on-task extrac-
tion strategies. Fig. 1 shows obtained R2 values, while Table 7
shows the detailed regression results. For all dependent variables
time-on-task measures obtained higher R2 values that count mea-
sures, which is expected given that they better capture students’ en-
gagement. What is more interesting is that the differences between
estimation strategies are quite substantial. Table 6 shows the sum-
mary of the differences between the “worst” and “best” performing
strategies. On average, the difference in R2 was 0.15, which corre-
sponds to 15% of the variance being explained solely by the adop-

R2

Performance Measure Min Max Range Mean SD

TMA2Grade 0.08 0.26 0.18 0.14 0.04
TMA3Grade 0.04 0.17 0.12 0.09 0.04
ParticipationGrade 0.23 0.37 0.13 0.3 0.04
FinalGrade 0.06 0.28 0.23 0.16 0.05
CoIHigh 0.21 0.28 0.07 0.26 0.02

Table 6: Summary of differences inR2 scores between different
time-on-task estimation strategies

tion of particular time-on-task estimation strategy. The differences
were the smallest for the CoIHigh measure (R2 difference of 0.07),
and the largest for FinalGrade (R2 difference of 0.23).

4.2 Performance measure results

4.2.1 TMA2 grade: literature review
For TMA2 performance measure, all strategies produced higher

R2 values than the count measures, except for the simplest x:x
strategy that uses recorded timestamp data any without further ad-
justments. In terms of R2 scores, the best performing strategy was
+10ev, that estimates the duration of all actions longer than 10 min-
utes and last session actions as average of actions’ other recordings
for each student. All strategies in the first group (except x:x) and
all strategies from the second group achieved similar R2 scores,
while in the third and fourth groups we found the same pattern of
increased R2 with the shortening of the threshold value.

Results of the regression analysis (Table 7) indicate that all mod-
els, except the x:x model, were either significant, or marginally
non-significant. Still, in terms of the β coefficients, there are large
differences. For example, the coefficient for time spent updating
messages was significant in most of the models from the first three
groups, while non significant in the models in the fourth group. The
coefficient for time spent on assignments showed the exact opposite
trend. Finally, the coefficient for time spent on viewing resources
was significant only in two models – including the one with the
highest obtained R2 value, in which it was the largest (-0.43).

4.2.2 TMA3 grade: journal readings
For the TMA3 performance measure, all time-on-task estimation

strategies gave a better performance than the corresponding count
measures. The best performing strategy was the x:rm strategy,
which uses recorded timestamp data without any further adjust-
ment, except for the removal of the last action of each session. In
general, the strategies from the first and third group achieved bet-
ter performance than the strategies in the second and fourth group.
However, only three regression models from the first group were
significant (Table 7). In one of them (x:l10), none of the β coef-
ficients were significant, while in the other two models (x:ev and
x:rm) the coefficients for the time spent updating messages and
viewing assignments were significant, with significantly higher val-
ues than in any other model.

4.2.3 Course participation grade
For the ParticipationGrade performance measure, all strate-

gies in the first group obtained R2 scores lower than the count
measures, while other strategies obtained very similarR2 values as
count measures. The highestR2 score was obtained for the l10:ev
strategy, which limits the duration of all actions to 10 minutes,
while last session actions were estimated based on other records
of the same action for each student.

While all regression models achieved significance (Table 7), there
was a large difference between their R2 values, with the difference
of 0.13 between the highest and lowest scoring estimation strategy.
Only the regression coefficient for the time spent writing messages
was significant, and it was significant in all configurations with its
value ranging from 0.34 to 0.48.

4.2.4 Final percentage grade
For the course final percent grade most of the time-on-task esti-

mation strategies had similar scores as count measures. Only the
simplest x:x strategy performed significantly worse, while l10,
+30ev, and +10ev strategies performed considerably better than
the count measures. Similar to the TMA2 performance measure, the
highest R2 scores were obtained with the +10ev strategy.
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Figure 1: Variation in R2 scores across different time-on-task extraction strategies.

The detailed regression results shown in Table 7 indicate that
four models from the first group and one model from the second
group were significant, but without significant β coefficients. On
the other hand, all models from the third and fourth groups were
significant, and all of them had significant regression coefficient
for the time spent on viewing assignments. The highest scoring
model (+10ev) had an R2 value of 0.28 and significant regression
coefficients for the time spent on viewing resources (0.-43) and as-
signments (0.34).

4.2.5 Higher levels of cognitive presence
While the prediction of the count of messages with higher levels

of cognitive presence based on time-on-task estimates was better in
all but two configurations, the differences were not large. The re-
gression models for all configurations were highly significant, and
all of them had a significant regression coefficient only for the time
spent on posting new messages (Table 7). With theR2 value of 028,
the highest performing configuration was x:rm – the same config-
uration that best predicted TMA2 grade.

5. DISCUSSION
Based on the results of multiple regression models – investigat-

ing the effect of different time-on-task estimation strategies on five
different performance measures – we can confirm that the choice
of a particular time-on-task estimation strategy plays an important
role in the overall model fit and subsequent model interpretation.
The average R2 range of 0.15 implies that a large proportion of
variability can be explained solely by the adopted estimation strat-
egy. Even more importantly, the significance of the overall model,
its β coefficients, and their statistical significance were not consis-

tent for three of the five models (i.e., TMA2 grade, TMA3 grade,
and final grade) indicating the important role of adopted time-on-
task estimation strategy on the analysis results and conclusions that
can be drawn from these results.

However, we do not know whether higher scoring models are
overfitting the data (i.e., type I error), or lower scoring models do
not properly fit the data (i.e., type II error). The answer to this
question primarily depends on the availability of field observational
data and this is one of the directions for the future work.

If we compare different estimation strategies across the five per-
formance measures, we can see that neither one was the clear “win-
ner” that outperformed all other strategies for all dependent vari-
ables. Different strategies provided best fit for the five selected
performance measures. Interestingly, the first group of strategies
– which generally allows for much longer duration of actions than
other strategies – performed worse than count measures for pre-
dicting course participation grade, and better for predicting TMA2
grade, TMA3 grade, and the number of messages with higher lev-
els of cognitive presence (CoIHigh). As participation grade was
not given based on the total time spent on the discussions but rather
based on students’ observable behavior (i.e., students’ active en-
gagement via message posting), the count measures provided bet-
ter fit to the data, especially when compared to the first group of
strategies that ignored the issues of student off-task behavior. For
measures that are more related to the quality of students’ output –
such as TMA2 grade, TMA3 grade, and the number of messages
with higher levels of cognitive presence – the estimation strategies
in the first group provided better fit to the data, as they inherently
better captured the total amount of effort that students invested.

If we move the discussion from the individual strategies to the



DV IV x:x x:ev x:rm x:l60 x:l30 x:l10 l60 l30 l10 l60:ev l30:ev l10:ev +60ev +30ev +10ev

TMA2Grade P-value 0.34 0.07 0.05 0.04 0.04 0.04 0.05 0.08 0.11 0.08 0.07 0.01 0.09 0.03 0
R2 0.075 0.128 0.143 0.145 0.144 0.145 0.138 0.127 0.116 0.124 0.129 0.187 0.123 0.155 0.26

β coefficients Assign.ViewTime 0.13 0.27 0.27 0.19 0.22 0.25 0.1 0.1 0.1 0.28 0.31 0.34 0.28 0.3 0.27
Res.ViewTime 0.05 0.03 0.11 0.15 0.13 0.12 0.19 0.19 0.19 -0.01 -0.09 -0.31 -0.1 -0.26 -0.43
Disc.ViewTime 0.02 -0.01 -0.05 0.04 0.01 -0.03 0.07 0.04 -0.01 -0.02 -0.01 0.06 0.01 0.08 0.11
AddPostTime -0.05 -0.06 -0.05 -0.08 -0.07 -0.06 -0.14 -0.1 0.02 -0.1 -0.06 0.07 -0.05 0 0.11
UpdatePostTime 0.25 0.27 0.27 0.26 0.26 0.27 0.25 0.25 0.22 0.26 0.25 0.17 0.22 0.2 0.12

TMA3Grade P-value 0.45 0.03 0.02 0.26 0.14 0.05 0.54 0.59 0.67 0.14 0.19 0.39 0.45 0.49 0.61
R2 0.063 0.162 0.168 0.087 0.109 0.144 0.055 0.05 0.043 0.109 0.098 0.07 0.063 0.059 0.048

β coefficients Assign.ViewTime 0.11 0.28 0.31 0.11 0.18 0.26 -0.02 -0.01 -0.01 0.22 0.21 0.14 0.12 0.14 0.05
Res.ViewTime 0.11 0.19 0.17 0.15 0.15 0.16 0.14 0.13 0.11 0.14 0.12 0.12 0.08 0.03 0.24
Disc.ViewTime 0.04 -0.07 -0.09 0.03 -0.01 -0.06 0.06 0.05 0.04 -0.04 -0.03 0 0.02 0.05 0.03
AddPostTime -0.07 -0.09 -0.08 -0.1 -0.09 -0.09 -0.04 -0.03 -0.01 -0.04 -0.04 -0.01 0.02 -0.02 0.02
UpdatePostTime 0.19 0.23 0.23 0.2 0.21 0.23 0.17 0.17 0.15 0.19 0.19 0.17 0.16 0.16 0.13

Part.Grade P-value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R2 0.234 0.261 0.264 0.26 0.265 0.266 0.295 0.316 0.341 0.331 0.35 0.366 0.332 0.335 0.297

β coefficients Assign.ViewTime -0.04 -0.01 0 -0.03 -0.02 -0.01 0.01 0.01 0.01 0.11 0.11 0.09 0.1 0.09 0.06
Res.ViewTime 0.12 0.2 0.18 0.21 0.2 0.19 0.13 0.11 0.11 0.09 0.07 0.08 0.04 0.03 0.13
Disc.ViewTime -0.16 0.11 0.12 0.13 0.14 0.13 0.11 0.13 0.13 0.13 0.16 0.17 0.21 0.22 0.2
AddPostTime 0.43 0.34 0.34 0.34 0.34 0.34 0.43 0.45 0.48 0.43 0.45 0.48 0.43 0.46 0.43
UpdatePostTime 0.13 0.12 0.12 0.11 0.11 0.12 0.06 0.03 -0.01 0.06 0.02 -0.02 0.03 -0.03 0

FinalGrade P-value 0.49 0.05 0.03 0.03 0.02 0.03 0.06 0.05 0.04 0.03 0.01 0 0.02 0 0
R2 0.056 0.134 0.147 0.153 0.157 0.154 0.131 0.133 0.143 0.147 0.17 0.254 0.163 0.221 0.283

β coefficients Assign.ViewTime 0.13 0.26 0.24 0.24 0.24 0.24 0.21 0.21 0.23 0.35 0.4 0.44 0.38 0.41 0.34
Res.ViewTime 0.05 0.03 0.12 0.13 0.13 0.13 0.13 0.13 0.12 -0.06 -0.15 -0.34 -0.17 -0.33 -0.43
Disc.ViewTime -0.05 0.08 0.04 0.07 0.06 0.04 0.05 0.05 0 0.03 0.05 0.1 0.08 0.14 0.16
AddPostTime 0.08 0.03 0.04 0.03 0.03 0.03 -0.01 0 0.1 0 0.03 0.13 0.04 0.08 0.11
UpdatePostTime 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.16 0.13 0.16 0.14 0.06 0.11 0.09 0.03

CoIHigh P-value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R2 0.263 0.274 0.278 0.266 0.272 0.277 0.244 0.249 0.273 0.252 0.254 0.262 0.254 0.218 0.207

β coefficients Assign.ViewTime 0.02 -0.01 0 -0.05 -0.03 -0.01 -0.09 -0.13 -0.16 -0.15 -0.17 -0.13 -0.21 -0.08 -0.07
Res.ViewTime 0.12 0.14 0.16 0.17 0.17 0.16 0.13 0.15 0.19 0.06 0.06 0.01 0.05 -0.01 -0.07
Disc.ViewTime -0.14 0.11 0.09 0.07 0.08 0.09 0.03 0.04 0.02 0.16 0.17 0.14 0.18 0.12 0.12
AddPostTime 0.42 0.35 0.36 0.36 0.36 0.36 0.37 0.37 0.41 0.37 0.37 0.42 0.33 0.36 0.37
UpdatePostTime 0.22 0.2 0.2 0.19 0.19 0.2 0.17 0.15 0.12 0.15 0.13 0.09 0.16 0.12 0.11

Table 7: Results of regression analyses for different time-on-task extraction strategies. Boldface indicates statistical significance at
α = .05 level, while gray shade indicates configuration with highest R2 scores

groups of strategies, we can see that the only one group that consis-
tently outperformed the count measures was third group of strate-
gies, that put a particular upper limit on the duration of all actions,
and estimate the durations of last session actions based on action’s
other recordings for each student. However, more research using
observational data is required to conclusively answer whether those
estimation strategies are indeed the most accurate.

5.1 Implications for the Learning Analytics
Community

There are several practical implications from the results of this
study. Above all is the need for more caution when using time-on-
task measures for building learning analytics models. Given that
details of time-on-task estimation can potentially have an important
effect on reported research findings, it is important that an appro-
priate addressing of time-on-task estimation becomes a part of the
standard research practice in learning analytics community.

In the same manner in which Karweit [30] urged educational
researchers of the 1980s to pay attention to the challenges of time-
on-task estimation in traditional classrooms, we want to draw the
attention of the global learning analytics community of the present
day to the same issue. Given that today’s students are more easily
distracted than prior generations due to the availability and affor-
dances of digital technologies [e.g., 8, 29, 53], we strongly argue
that time-on-task estimation, its issues, limits, and reliability chal-
lenges warrant further consideration.

5.2 Limitations
The primary limitation of this study is related to inability to gen-

eralize from the presented results and decisively point to the overall

“best” method for time-on-task estimation. The performance of dif-
ferent estimation strategies depend on the particular characteristics
of the target course. Given that we do not have observational field
data which would provide accurate measuring of students’ time-
on-task, it is currently not possible to give conclusive recommen-
dations for selection of time-on-task estimation strategy.

Another important limitation of this study is related to the size
of the examined dataset. Although we analyzed more than 160,000
logged actions, they are all originating from a single graduate-level
course offered by a single institution, and particular pedagogical
characteristics of the given course might be affecting the results
presented in this study. Furthermore, the present study examined
only effects of time-on-task measuring procedures on one particular
statistical model (i.e., multiple linear regression), and it is likely
that this also plays a role in shaping the results of the present study.
Finally, due to space limitation, we analyzed only one subset of all
available estimation strategies.

5.3 Future Work
While this study provides insights into the effects of different

time-on-task estimation methods on the results of several analyt-
ical models, there are some potential areas for improvement and
future work. First, similar to the work done by Baker [4], Cetintas
et al. [11], Cetintas et al. [12], Roberge et al. [48], and Judd [29],
it would be very helpful to gather “gold standard” data – an accu-
rate empirical data about student time-on-task – that could be used
to i) define best practices in time-on-task estimation, and ii) de-
velop automated tools for time-on-task extraction and detection of
off-task behavior. Second, the current study only investigated the
effects of different time-on-task estimation strategies on the results



of multiple regression models. It would be interesting to see the
effects on other types of models, for example, classification sys-
tems for automated student grading. Finally, it the spirit of open
and reproducible research, it would be very useful – from a prac-
tical perspective – to develop a standardized plugin for extraction
of trace data from popular LMS systems (e.g., Moodle, WebCT,
Sakai, Canvas) which could provide fast and easy to use access to
time-on-task and count measures for learning analytics researchers
and practitioners.

6. CONCLUSIONS
In this paper we presented a study that looked at the different

approaches for estimation of students’ time-on-task based on LMS
trace data. We examined 15 different time-on-task estimation strate-
gies and investigated what are the consequences of the adoption of
particular estimation approaches on the results of five learning an-
alytics models of student performance. We also compared time-
on-task and count measures in terms of how well they explain the
student differences in the five performance measures.

Our results indicate that for the most part time-on-task estimates
outperform count data. However, adoption of particular time-on-
task estimation strategy can have a significant effect on the overall
fit of the model, its significance, and eventually on the interpreta-
tion of research findings. With the rising amount of student distrac-
tion by digital technology, researchers should be aware of the role
that noise in the LMS trace data can play on developed analytics.

There are several important consequences of the presented study.
First, the learning analytics community should recognize the im-
portance of time-on-task estimation and the role it plays in the qual-
ity of analytical models and their interpretation. Secondly, with
the goal of providing a better ground for open, replicable and re-
producible research, published literature should address time-on-
task estimation process in sufficient detail. Lastly, with the goal of
providing a set of standards and common practices for conducting
learning analytics research, this paper calls for further investigation
of the issues related to student time-on-task estimation.
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