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Abstract

We present a Monte Carlo model to simulate human judg-

ments in machine translation evaluation campaigns, such as

WMT or IWSLT. We use the model to compare different

ranking methods and to give guidance on the number of judg-

ments that need to be collected to obtain sufficiently signifi-

cant distinctions between systems.

1. Introduction
An important driver of current machine translation research

are annual evaluation campaigns where research labs use the

latest prototype of their system to translate a fixed test set,

which is then ranked by human judges. Given the nature of

the translation problem, where everybody seems to disagree

on what the right translation of a sentence is, it comes of no

surprise that the methods used to obtain human judgments

and rank different systems against each other is also under

constant debate.

This paper presents a Monte Carlo simulation that closely

follows the current practice in the evaluation campaigns car-

ried out for the Workshop on Statistical Machine Transla-

tion (WMT [1]), the International Workshop on Spoken Lan-

guage Translation (IWSLT [2]), and to a lesser degree, since

it mostly relies on automatic metrics, the Open Machine

Translation Evaluation organized by NIST (OpenMT1).

The main questions we answer are: How many judg-

ments do we need to collect to reach a reasonably definitive

statement about the relative quality of submitted systems?

Are we ranking systems the right way? How do we obtain

proper confidence bounds for the rankings?

2. Related Work
While manual evaluation of machine translation systems has

a rich history, most recent evaluation campaigns and lab-

internal manual evaluations restrict themselves to a ranking

task. A human judge is asked, if, for a given input sentence,

she prefers output from system A over output from system

B.

While this is a straight-forward procedure, the question

how to convert these pairwise rankings into an overall rank-

1http://www.nist.gov/itl/iad/mig/openmt.cfm

ing of several machine translation systems has recently re-

ceived attention. Bojar et al. [3] critiqued the ongoing prac-

tice in the WMT evaluation campaigns, which was subse-

quently changed. Lopez [4] proposed an alternative method

to rank systems. We will discuss these methods in more de-

tail below.

An intriguing new development in human involvement in

the evaluation of machine translation output is HyTER [5].

Automatic metrics suffer from the fact that a handful of hu-

man reference translations cannot expected to be matched by

other human or machine translators, even if the latter are per-

fectly fine translations. The idea behind HyTER is to list

all possible correct translations in the compact format of a

recursive transition network (RTN). These networks are con-

structed by a human annotator who has access to the source

sentence. Machine translation output is then matched against

this network using string edit distance, and the number of ed-

its is used as a metric.

Construction of the networks takes about 1–2 hours per

sentence. This cost is currently too expensive for evalua-

tions such as WMT with its annually renewed test set and

eight language pairs. But we are hopeful that technical in-

novations, for instance in automatic paraphrasing, will bring

down this cost to make it a more viable option in machine

translation evaluation campaigns.

3. Model
We now define a model which consists of machine trans-

lation systems that produce translations of randomly dis-

tributed quality. We will make design decisions and set the

only free parameter (the standard deviation of the systems’

quality distributions) to match statistics from the actual data

of the WMT evaluation campaign.

In an evaluation, n systems S = {S1, ...Sn} participate.

Each system produces translations with the average quality
μn. When simulating an evaluation experiment, the quality

μn of each system is chosen from a uniform distribution over

the interval [0;10]. So, an experiment is defined by a list of

average system qualities E = (μ1, ...μn).

Note: The range of the interval is chosen arbitrarily —

the actual quality scores do not matter, only the relative

scores of different systems. We use the uniform distribution

to chose system qualities (opposed to, say, normal distribu-
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Figure 1: Win ratios of the systems in the WMT12 evaluation campaign. Except for the occasional outlier at the low end, the

systems follow roughly a uniform distribution. For details on the computation of the win ratios see Section 4.3, our experiments

show that uniformly distributed average system qualities lead to uniformly distributed win ratios.

tion) because this reflects the data from the WMT evaluation

campaigns (see Figure 1).

In each evaluation experiment E, a sample of human

judgments JE is drawn. We follow here the procedure of

the WMT evaluation campaign: We randomly select sets

of 5 different systems FE,i = {sa, sb, sc, sd, se} with 1 ≤
a, b, c, d, e ≤ n. Each system j ∈ FE,i produces a translation

for the same input sentence, with a translation quality qE,i,j

that is chosen from a normal distribution: N (μj , σ
2). Based

on this set of translations, we extract a set of 10 (= 5×4
2 )

pairwise rankings {(j1, j2)|qE,i,j1 > qE,i,j2} and add them

to the sample of human judgments JE .

Note:

• The variance σ2 is the same for all systems. We dis-

cuss at the end of this section how the value of the

variance is set.

• This procedure may appear unnecessarily complex.

We could have just picked two systems, draw trans-

lation qualities qi,sj for each, compare them, and add

a pairwise ranking to the judgment sample JE . How-

ever, the WMT evaluation campaign follows the de-

scribed procedure, because comparing a set of 5 sys-

tems at once yields 10 pairwise rankings faster then

comparing 2 systems at a time, repeated 10 times. It is

an open question, if the procedure adds distortions, so

we match it in our model.

• The WMT evaluation campaign allows for ties. We

ignore this in our model, since it adds an additional

parameters (ratio of ties) that we would have to set. It

is worth investigating, if allowing for ties changes any

of our findings.

• Since it is not possible to tease apart the quality of the

system and the perceived quality of a system by a hu-

man judge, we do not model the noise introduced by

human judgment.

We still have to set the variance σ2 which is used to draw

translation quality scores q for a translation systems Sj with

the average quality of μj . We base this number on the ratio

of system pairs that we can separate with statistically signif-

icance testing, as follows:

Given the sample of human judgments in form of pair-

wise system rankings JE = ((a1, b1), (a2, b2), ...)) with

1 ≤ ai, bi ≤ n, ai �= bi, we can count how many times a

system Sj wins over another system Sk in pairwise rankings:

win(Sj , Sk) = |((ai, bi) ∈ JE |ai = j, bi = k) — and how

many times it loses: loss(Sj , Sk) = 1− win(Sk, Sj). Given

these two numbers, we can use the sign test to determine if

system Sj is statistically significantly better (or worse) than

system Sk at a desired p-level (we use p-level=0.05).

The more human judgments we have, the more systems

we can separate. Figure 2 plots the ratio of system pairs (out

of
n(n−1)

2 ) that are different according to the sign test against

the number of pairwise judgments for all 8 language pairs

of the WMT12 evaluation campaign. The variance for our

model, chosen to match these curves, ranges from 7 to 12.

4. Ranking Methods
There are several ways to use the (actual or simulated) pair-

wise judgment data JE to obtain assessments about the rel-

ative quality of the systems participating in a given evalu-

ation campaign. We already encountered one such assess-

ment: the statistically significantly better quality of one sys-

tem over another another at a certain p-level according to the

sign test. These assessments are reported in large tables in

the WMT12 overview paper, but are somewhat unsatisfying

because many system pairs are reported as not statistically

significantly different.

Instead, we would like to report rankings of the systems.

In this section, we will review two ranking methods proposed

for this task, introduce a third one, and use our model to as-

sess how often these ranking methods err.

4.1. Bojar

In the recent 2012 WMT evaluation campaign, systems were

ranked by the ratio of how often they were ranked better or

equal to any of the other systems. Following the argument
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15 systems
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σ2=10
French-English

15 systems
20%

40%
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σ2=12
English-French

15 systems
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σ2=7

Czech-English
6 systems
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σ2=9

English-Czech
13 systems
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40%
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Figure 2: Ratio of system pairs that are statistically different according to the sign test with increased number of human judgments

in the form of pairwise rankings. The graphs plot the actual ratio (solid lines) for data from the WMT12 evaluation campaign

against the ratio (dashed lines) obtained from running our simulation with a translation quality variance σ2. The variance is set to

an integer to match the actual ratio as closely as possible. Higher variance and more systems cause slower convergence. Higher

variance implies that the systems have more similar average quality.

of Bojar et al. [3], this ignores ties and uses the definition of

wins and loss as defined above, to compute a ranking score:

score(Sj) =

∑
k,k 	=j win(Sj , Sk)∑

k,k 	=j win(Sj , Sk) + loss(Sj , Sk)
(1)

Systems were ranked by this number. This ranking

method was used for the official ranking of WMT 2012. We

refer to it here as BOJAR.

4.2. Lopez

Lopez [4] argues against using aggregate statistics over a set

of very diverse judgments. Instead, a ranking that has the

least number of pairwise ranking violations is said to be pre-

ferred. He defines a count function for pairwise order viola-

tions

score(Sj , Sk) = max(0,win(Sj , Sk)− loss(Sj , Sk)) (2)

Given a bijective ranking function R(j) → j′ with j, j′ ∈
{1, ..., n} the total number of pairwise ranking violations is

defined as

score(R) =
∑

j,k|R(Sj)<R(Sk)

score(Sj , Sk) (3)

Finding the optimal ranking R that minimizes this score is

not trivial, but given the number of systems involved in this

evaluation campaign, it is manageable.

4.3. Expected Win

In BOJAR, systems are put at an disadvantage, if they are

compared more frequently against good systems than against

bad systems. We can overcome this by first computing the

win ratios between each system pair and then averaging the

ratios:

score(Sj) =
1

n

∑
k,k 	=j

win(Sj , Sk)

win(Sj , Sk) + loss(Sj , Sk)
(4)

This score can also be understood as the expectation of a

win against a randomly chosen opponent system.

4.4. Evaluation

The three methods above have been justified with an appeal

to intuition. But now, with the model that we introduced in

Section 3, we are able to run simulations that start with a

gold standard ranking based on the systems’ average trans-

lation scores μi, generate judgment data, apply the ranking

methods, and then check the obtained rankings according to

the methods against the gold standard ranking.

We chose an experimental setup that reflects a typical sit-

uation in the WMT evaluation campaign, with n = 15 sys-

tems and variance σ2 = 10. We randomly draw 10,000 ex-

periments, sample human judgments for each and rank the

systems based on the methods discussed in this section (BO-

JAR, LOPEZ, EXPECTED). We evaluate the rankings Rm ob-

tained by each method m against the gold standard ranking

R by computing the ratio of system pairs where the worst
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Judgments Pairwise Method Bootstrap Method
|JE | range size violations clusters violations range size violations clusters violations

10,000 8.1 0.8% 1.0 0% 4.6 3.4% 1.8 0.5%

20,000 6.3 0.8% 1.1 0% 3.7 2.4% 3.0 0.5%

30,000 5.4 0.7% 1.4 0% 3.3 2.3% 3.9 0.4%

40,000 4.9 0.9% 1.7 0.1% 3.0 2.0% 4.7 0.4%

50,000 4.5 0.9% 2.0 0.1% 2.9 2.1% 5.3 0.7%

Table 1: Quality of the confidence bounds obtained with the pairwise and bootstrap methods (see Section 5.1. The methods

allow us to group the systems into clusters of comparable performance and indicate a range for the rank number in the rankings.

Experiment with 15 systems, σ2 = 10, and p-level 0.05, averaged over 400 runs.

BOJAR,EXPECTED

LOPEZ

5%
10%
15%
20%

5k 10k 15k 20k 25k 30k 35k 40k 45k 50k

Figure 3: Errors of the different ranking methods discussed

in Section 4: Ratio of system pairs where the worst system is

ranked better.

system is ranked better.

error(Rm) =
|{j, k|Rm(Sj) < Rm(Sk), R(Sj) > R(Sk)}|

1
2n(n− 2)

(5)

Figure 3 shows the results of this study. Both BOJAR

and EXPECTED perform better than LOPEZ, with an error of

13.2%/13.1% for the first two methods and 17.6% for LOPEZ

with 10,000 pairwise rankings, and an error of 6.4% for the

first two methods and 17.6% for LOPEZ with 50,000 pairwise

rankings.

5. Confidence Bounds
Reporting a definitive ranking hides the uncertainty about it.

It is useful to also report, how confident we are that a partic-

ular system Sj is placed on rank rj . In this section, we aim

to give this information in two forms:

• by determining the rank range [r′j , ..r
′′
j ] into which

the true rank of the system Sj falls with a given level

of statistical significance, say, p-level 0.05

• by grouping systems into clusters, to which each sys-

tem belongs with a given level of statistical signifi-

cance

5.1. Methods

We now present two methods to produce this information,

discuss how they can be evaluated, and report on experi-

ments.

The first idea is to rely on the pairwise statistically sig-

nificant distinctions that we can obtain by the sign test from

the data. To give an example, if system Sj is significantly

better than b = 9 systems, worse than w = 2 systems and

indistinguishable from e = 3 systems, then its rank range is

3–6 (from w + 1 to w + 1 + e).

The second idea is to apply bootstrap resampling [6].

Given a fixed set of judgments JE , we sample pairwise rank-

ings from this set (allowing for multiple drawings of the same

ranking). We then compute a ranking with the expected win

method based on this resampling. We repeat this process a

1000 times, record each time the rank of a system Sj . We

then sort the obtained 1000 ranks, chop off the top 25 and

bottom 25 ranks and report the minimum interval containing

the remaining ranks as rank range.

Clusters are obtained by grouping systems with overlap-

ping rank ranges. Formally, given ranges defined by start(Sj)

and end(Sj), we seek the largest set of clusters {Cc} that sat-

isfies:

∀Sj∃Cj : Sj ∈ Cj

Sj ∈ Cj , Sj ∈ Ck → Cj = Ck

Cj �= Ck → ∀Sj ∈ Cj , Sk ∈ Ck :

start(Sj) > end(Sk) or start(Sk) > end(Sj)

(6)

5.2. Evaluation

We can measure the performance of the confidence bound

estimation methods by the tightness of the rank ranges, the

number of clusters, and the number of violations for each

— a violation happens when the true rank of a system falls

outside the rank range or if a system is placed in a cluster

with a truly higher ranked system placed into a lower cluster

or vice versa.

See Table 1 for results of a experiment with the same

settings as above (variance σ2 = 10, number of systems n =
15). The bootstrap resampling method yields smaller rank

range sizes (about half) and a larger number of clusters (2–3

times as many). This does come at the cost of increased error,

but note that the measured error is well below the statistical

significance p-level of 0.05 used to run the bootstrap. If lower

error is desired, smaller p-levels may be used.

Table 2 and 3 show the application of the method to two

language pairs of the WMT12 evaluation campaign. In the
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Rank Range Score System
1 1 0.660 CU-DEPFIX

2 2 0.616 ONLINE-B

3 3–6 0.557 UEDIN

4 3–6 0.555 CU-TAMCH

5 3–7 0.541 CU-BOJAR

6 4–7 0.532 CU-TECTOMT

7 4–7 0.529 ONLINE-A

8 8–10 0.477 COMMERCIAL1

9 8–11 0.459 COMMERCIAL2

10 9–11 0.443 CU-POOR-COMB

11 9–11 0.440 UK

12 12 0.362 SFU

13 12 0.328 JHU

Table 2: Application of our methods to the WMT12 English–

Czech evaluation: The 13 systems are split into 6 clusters.

About 22,000 judgments were collected.

first example (English–Czech, σ2 = 9, n = 13, 22,000 judg-

ments) we see a nice separation into 6 clusters, while in the

second example (French–English, σ2 = 10, n = 15, 13,000

judgments) almost all systems are in the same cluster. Our

findings in Table 1 suggest that collecting 30,000 judgments

would allowed us to separate the systems into about 4 clus-

ters, with each system ranging over only 3 ranks.

6. How Many Judgements?
A very practical question that we are trying to answer in this

paper is: When we run a manual evaluation, how many judg-

ments do we need to collect?

The answer to this questions depends on how many sys-

tems participate in the evaluation and the desired level of cer-

tainty — the first number is readily available and the second

can be chosen at will. But the answer also depends on the

variance σ2 of the systems. This is a number that will be-

come only clearer once a large number of judgments have

been collected. The findings from the WMT12 evaluation

campaign gives some guidance about the value of σ2 — num-

bers between 8 and 12 seem to cover most cases.

Armed with these specifics, Table 4 gives an estimate

about the minimum number of judgments required. For in-

stance, for the WMT12 French–English pair (n = 15, σ2 =
10), the organizers collected 13,000 judgments. This was

sufficient to tell about 70% of pairs apart. To raise that num-

ber to 80%, about 40,000 judgments are required.

Note that we computed the number in the table with a

grid search over the number of judgments, so all numbers

are approximate.

7. Conclusions
We introduced a Monte Carlo model for the simulation of the

methodology underlying current machine translation evalu-

Rank Range Score System
1 1–3 0.626 LIMSI

2 1–4 0.610 KIT

3 1–5 0.592 ONLINE-A

4 2–6 0.571 CMU

5 3–7 0.567 ONLINE-B

6 5–8 0.538 UEDIN

7 5–8 0.522 LIUM

8 6–9 0.510 RWTH

9 8–12 0.463 RBMT-1

10 9–13 0.458 RBMT-3

11 9–14 0.444 SFU

12 9–14 0.441 UK

13 10–14 0.430 RBMT-4

14 12–14 0.409 JHU

15 15 0.319 ONLINE-C

Table 3: Compare to Table 2: In this example, only the

last system was split off from the main cluster. Only about

13,000 judgments were collected. Our findings suggest that

collecting 30,000 judgments would allowed us to break up

the systems into about 4 clusters, with each system ranging

over only 3 ranks.

n σ2 Ratio of significant pairs
50% 70% 80% 90%

6 8 1k 4k 8k 30k

6 10 2k 5k 10k 45k

6 12 2k 7k 20k 60k

8 8 2k 6k 14k 60k

8 10 3k 8k 20k 90k

8 12 4k 14k 35k 140k

10 8 4k 10k 25k 100k

10 10 5k 16k 40k 150k

10 12 6k 20k 50k 200k

12 8 5k 15k 35k 140k

12 10 7k 25k 60k 250k

12 12 9k 35k 80k 350k

15 8 8k 25k 50k 200k

15 10 12k 40k 80k 350k

15 12 15k 50k 120k 500k

Table 4: Guidance on how many pairwise judgments must

be collected to obtain a certain ratio of statistically signif-

icant (p-level 0.05) distinctions for pairs of systems. In

the WMT12 campaign 10,000–20,000 judgments were col-

lected.
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ation campaigns. We used the model to compare different

ranking methods, introduced methods to obtain confidence

bounds and give guidance on the number of judgment to be

collected to obtain satisfying results. The findings show that

recent WMT evaluation campaigns do not collect sufficient

judgments and that the number of judgments should be dou-

bled or increased three-fold.
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Association for Computational Linguistics, June 2012,

pp. 162–171. [Online]. Available: http://www.aclweb.

org/anthology/N12-1017

[6] B. Efron and R. J. Tibshirani, An Introduction to the
Bootstrap. Chapman and Hall, 1993.

　　　　　　　　　　　　   184 
 
The 9th International Workshop on Spoken Language Translation 
　　　　　  Hong Kong, December 6th-7th, 2012 




