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The superfluid transition of a repulsive Bose gas in the presence of a sinusoidal potential which
represents a simple-cubic optical lattice is investigated using quantum Monte Carlo simulations. At the
average filling of one particle per well the critical temperature has a nonmonotonic dependence on
the interaction strength, with an initial sharp increase and a rapid suppression at strong interactions in the
vicinity of the Mott transition. In an optical lattice the positive shift of the transition is strongly enhanced
compared to the homogenous gas. By varying the lattice filling we find a crossover from a regimewhere the
optical lattice has the dominant effect to a regime where interactions dominate and the presence of the
lattice potential becomes almost irrelevant.
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The combined effect of interparticle interactions and
external potentials plays a fundamental role in determining
the quantum-coherence properties of several many-body
systems, including He in Vycor or on substrates, paired
electrons in superconductors and in Josephson junction
arrays, neutrons in the crust of neutron stars [1], and
ultracold atoms in optical potentials. However, even the
(apparently) simple problem of calculating the superfluid
transition temperature Tc of a dilute homogeneous Bose
gas has challenged theoreticians for decades [2]. Many
techniques have been employed, obtaining contradicting
results, differing even in the functional dependence of Tc
on the interaction parameter (the two-body scattering
length a) and in the sign of the shift with respect to the
ideal gas transition temperature T0

c (for a review see
Ref. [3]). In the weakly interacting limit, the shift of the
critical temperature ΔTc ¼ Tc − T0

c due to interactions has
a linear dependence ΔTc=T0

c ≃ cn1=3a [4,5], where n is the
density and the coefficient c ¼ 1.29ð5Þ was determined
using Monte Carlo simulations of a classical-field model
defined on a discrete lattice [6,7]. Continuous-space
quantum Monte Carlo simulations of Bose gases with
short-range repulsive interactions have shown that this
linear form is valid only in the regime n1=3a≲ 0.01, while
at stronger interaction Tc reaches a maximum where
ΔTc=T0

c ≃ 6.5% and then decreases for n1=3a≳ 0.2 [8].
This suppression of Tc occurs in a regime where univer-
sality in terms of the scattering length is lost and other
details of the interaction potential become relevant [8–10].
In recent years ultracold atomic gases have emerged as the
ideal experimental test bed for many-body theories [11].
However, the direct measurement of interactions effects
on Tc has been hindered by the presence of the harmonic
trap. In the presence of confinement the main interactions

effect can be predicted by mean-field theory and is due
to the broadening of the density profile [12], leading to
a suppression of Tc. Deviations from the mean-field
prediction and effects due to critical correlations have been
measured in Refs. [13,14]. A major breakthrough has been
achieved recently with the realization of Bose-Einstein
condensation in quasiuniform trapping potentials [15]. This
setup allows a more direct investigation of critical points
where a correlation length diverges and the arguments
based on the local density approximation become invalid.
Alternatively, critical properties can be extracted directly
from experiments with harmonic confinements by using
trap-size scaling at fixed chemical potential [16].
The superfluid transition in the presence of periodic

potentials is even more complex than in homogeneous
systems due to the intricate interplay between interparticle
interactions and the external potential and to the role of
commensurability. In this Letter, we employ unbiased
quantum Monte Carlo methods to determine the critical
temperature of a 3D repulsive Bose gas in the presence of a
simple-cubic optical lattice with spacing d. We find that at
the integer filling nd3 ¼ 1 (an average density of one
bosons per well of the external field) the critical temper-
ature Tc has an intriguing nonmonotonic dependence on
the interaction strength (parametrized by the ratio a=d) with
an initial sharp increase in the regime of small a=d followed
by a rapid suppression terminating at the Mott insulator
quantum phase transition. While the simulations of
approximate discrete lattice models indicate that repulsive
interactions suppress superfluidity [17], we find instead
that repulsion and spatial inhomogeneity due to a moder-
ately intense periodic potential can cooperate to give an
increase of Tc which is even more pronounced than in
homogenous systems (see Fig. 1). By varying the filling
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nd3 at fixed interaction parameter a=d, we observe a
crossover from a low-density regime where the effect of
interactions is marginal and Tc is essentially the same as
in the noninteracting case, to a regime at large nd3 where
the role of interactions is dominant while the effect of
the optical lattice becomes almost negligible and Tc
approaches the homogeneous gas value. In the crossover
region we observe that Tc varies linearly with nd3 (see
Fig. 2). In our simulations we consider a gas of spinless
bosons described by the Hamiltonian

H ¼
XN

i¼1

�
−
ℏ2

2m
∇2

i þ VðriÞ
�
þ
X

i<j

vðjri − rjjÞ; (1)

where ℏ is the reduced Planck constant, m the particle
mass, and the vectors ri denote the coordinates of the N
particles labeled by the index i. The pairwise interparticle
interactions are modeled by the hard-sphere potential:
vðrÞ ¼ þ∞ if r < a and zero otherwise, where the hard-
sphere diameter a corresponds to the s-wave scattering
length. VðrÞ ¼ V0

P
α¼x;y;zsin

2ðαπ=dÞ is a simple-cubic
optical lattice potential with spacing d and intensity V0,
which we shall express in units of T0

c ≅ 3.3125ℏ2n2=3=m or
recoil energy ER ¼ ℏ2π2=ð2md2Þ (we set the Boltzmann
constant kB ¼ 1). The bosons are in a cubic box of volume
V ¼ ðNsdÞ3 (whereNs is an integer) with periodic boundary
conditions.
To simulate the thermodynamic properties of the

Hamiltonian (1) we employ a path integral Monte Carlo
(PIMC) technique [19] based on the worm algorithm [20].
PIMC provides unbiased estimates of thermal averages of
physical quantities using the many-particle configurations
R ¼ ðr1; :::; rNÞ sampled from a probability distribution
proportional to the density matrix ρðR;R; TÞ ¼
hRje−H=T jRi at the temperature T (for more details on
our implementation of PIMC, see Refs. [10,20,21] and the
Supplemental Material [22]). We are interested in the
superfluid fraction ρS=ρ (where ρ ¼ mn is the total mass
density), obtained from the winding number estimator [23],
and in the one-body density matrix n1ðr;r0Þ¼hψ†ðrÞψðr0Þi,
where ψ†ðrÞ [ψðrÞ] is the bosonic creation [annihilation]
operator.
The critical temperature Tc is determined from a finite-

size scaling analysis of ρs=ρ using the scaling ansatz [24],

N1=3ρSðt; NÞ=ρ ¼ fðtN1=3νÞ ¼ fð0Þ þ f0ð0ÞtN1=3ν þ � � � .
(2)

Here, t ¼ ðT − TcÞ=Tc is the reduced temperature, ν is the
critical exponent of the correlation length ξ ∼ t−ν, and fðxÞ
is an analytic function (universal apart from a rescaling of
the argument) which allows for a linear expansion close to
x ¼ 0. The scaling ansatz (2) is based on the Josephson
relation [25]; we make no assumption on the universality
class of the Hamiltonian (1) and obtain Tc, fð0Þ, f0ð0Þ, and
ν from a best fit analysis of PIMC data corresponding to
various system sizes [26]. The fitted values of ν appear to
be consistent with the critical exponent of the 3D XY model
ν≃ 0.67 [28] in the interacting case, and with ν ¼ 1
(corresponding to the Gaussian complex field model) in
the noninteracting case [29]. In agreement with the scaling
ansatz (2), the PIMC results for the rescaled superfluid
fraction N1=3ρS=ρ plotted as a function of the rescaled
reduced temperature N1=3νt collapse on top of a universal
scaling function fðxÞ (see Fig. 3). For selected values of V0,
a=d, and nd3 [33] we determine Tc also by calculating the
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FIG. 1 (color online). Main panel: Superfluid transition temper-
ature Tc=T0

c as a function of the scattering length a, for different
intensities of the optical lattice V0. The filling is fixed at nd3 ¼ 1
(n is the density and d the lattice spacing). The vertical arrows
indicate the T ¼ 0Mott insulator transition for V0 ¼ 7T0

c (black)
and V0 ¼ 5T0

c (dashed blue lines) [35]. The lines are guides to the
eye. Inset: Shift of Tc with respect to the value at a ¼ 0. The solid
lines are linear fits. The transition temperature of the homo-
geneous noninteracting gas (V0 ¼ 0 and a ¼ 0) is T0

c ≅ 0.671ER,
where ER is the recoil energy.
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FIG. 2 (color online). Critical temperature Tc=ER as a function
of the filling factor nd3 for fixed interaction strength a=d. The red
dashed line is the critical temperature of the homogeneous
noninteracting Bose gas T0

c ∝ n2=3. The black solid line is a
linear fit on Tc of the interacting gas in the optical lattice in the
range 0.5 ≤ nd3 ≤ 3. The long-dashed green line is a guide to
the eye.
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fraction of particles with zero momentum n0=n (sometimes
referred to as coherent fraction), which can be extracted
from the long-distance behavior of the one-body density
matrix n1ðr; r0Þ [22]. In the noninteracting case we obtain
Tc also by calculating via exact diagonalization the con-
densate fraction nC=n, i.e., the fraction of particles in the
Bloch state with zero quasimomentum [22,34]. All meth-
ods we employ to determine Tc provide predictions which
are consistent within statistical errors, typically of the order
of 0.1%.
In Fig. 4 we show the dependence of Tc on the strength

of the optical lattice potential V0 at integer filling nd3 ¼ 1.
Both in the interacting and in the noninteracting case Tc
monotonically decreases as V0 increases. In moderately
intense lattices as the one considered in this work, thermal

excitations populate higher Bloch bands making the
single-band approximation invalid. Indeed we observe that
the noninteracting critical temperature converges to the
tight-binding result [18] only for V0 ≳ 12T0

c. Then it
vanishes asymptotically in the large V0 limit. In shallow
optical lattices, Tc is higher in the interacting case
compared to the noninteracting case. As the lattice gets
deeper Tc rapidly decreases approaching zero at the
quantum phase transition to the Mott insulator. In the
proximity of the quantum critical point, finite-temperature
PIMC simulations become impractical due to critical
slowing down; even so the trend of our data at intermediate
T is consistent with the critical point predicted by previous
Monte Carlo simulations of the ground state of the
Hamiltonian (1) [35] and with the experimental result of
Ref. [37]. The nonmonotonic dependence of Tc as a
function of the interaction parameter is highlighted in
Fig. 1. Interaction effects are larger in an optical lattice
than in the homogenous gas (V0 ¼ 0). Indeed, if we assume
a linear dependence ΔTc=T0

c ¼ cn1=3a ¼ ca=d (here we
consider the shift ΔTc from the critical point at the given
lattice depth V0 and scattering length a ¼ 0), a best fit
analysis in the range 0 ≤ a=d ≤ 0.01 provides the coef-
ficients c ¼ 3.9ð3Þ for V0 ¼ 7T0

c, and c ¼ 1.24ð7Þ for
V0 ¼ 0 (see inset in Fig. 1). These results indicate a
cooperative interplay between interactions and external
potential. The superfluid density also shows a nonmono-
tonic dependence on a=d, even well below the critical
temperature (see Fig. 5).
Figure 2 displays how Tc varies with the lattice filling if

the interaction strength is fixed at a=d ¼ 10−4=3 and the
optical lattice intensity at V0 ¼ 7T0

c. At low filling
(nd3 ≈ 0.25) the critical temperature is almost unaffected
by interactions. On the other hand, at high filling (nd3 ≈ 6)
the role of interactions is dominant while the optical lattice
becomes unimportant and Tc approaches the transition
of the homogeneous system. In the crossover region
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FIG. 3 (color online). Scaled superfluid fraction as a function of
the scaled reduced temperature. Data obtained for different
particle numbers N collapse on top of the universal scaling
function fðxÞ; see Eq. (2) (thick gray line).
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0.5 ≤ nd3 ≤ 3 the dependence of Tc on the density is
accurately described by a simple linear fitting function
Tcðnd3Þ ¼ ER½0.376ð2Þnd3 þ 0.036ð4Þ�. It is worth notic-
ing that in the optical lattice interactions can induce
important changes of Tc, up to 40% at nd3 ¼ 6, much
larger than in the homogeneous case. We explain this
intriguing behavior of Tc as a consequence of the screening
of the external potential due to the interactions. This
screening inhibits the suppression of Tc which would
otherwise be induced by the optical lattice if the particles
were noninteracting.
Both the sharp positive shift of Tc at fixed filling

nd3 ¼ 1 and the linear dependence on nd3 take place in
a regime of small values of the diluteness parameter
na3 ≲ 5 × 10−4. In this region universality in terms of
the scattering length is preserved [9,35] and the details of
our model interparticle potential (e.g., the effective range
and the scattering lengths in higher partial waves) are
irrelevant. Hence, our results can be applied to describe
experiments performed with ultracold atomic gases in the
presence of broad Feshbach resonances.
In conclusion, we have investigated the combined effect

of interactions and external periodic potentials on the
superfluid transition in a 3D Bose gas. Previous approxi-
mate theoretical studies addressed the onset of superfluidity
in weak unidirectional optical lattices [39], and the mean-
field suppression of Tc in combined harmonic plus optical-
lattice potentials [40]. The determination of Tc in extended
systems is a highly nonperturbative problem that can be
rigorously solved only using unbiased quantummany-body
techniques such as the PIMC method employed in this
work. PIMC simulations have already been applied to
investigate the superfluid transition in liquid 4He [41], in
dilute homogenous Bose gases [8,42,43], in dipolar
systems [44], and in disordered Bose gases [45,46]. So
far, the theoretical studies and the experiments performed
on optical lattice systems have been focused on the
suppression of Tc [47] and on the localization transition
[37,48], which take place in deep lattices and strong
interatomic interaction. In this Letter, we show that
correlations have a more intriguing effect on the quan-
tum-coherence properties than what was previously
assumed. In the regime of weak interactions, the superfluid
fraction and the critical temperature are enhanced by
interparticle repulsion. We attribute this phenomenon to
the suppression of local density fluctuations. These fluc-
tuations create large spatial regions with low density and
are thus deleterious for establishing off-diagonal long-
range order [42]. Instead, too strong interactions inhibit
quantum pair exchanges and, hence, suppress superfluidity.
In an optical lattice close to commensurability, the sup-
pression of the local density fluctuations at weak inter-
actions is even more pronounced that in a homogeneous
system. We attribute to this effect the intriguing sharper
upward shift of Tc that we measure in optical lattices

compared to the homogeneous case. We also find that, by
tuning the filling factor above unity, one can reach a regime
where the presence of the periodic potential becomes
essentially irrelevant due to a screening effect caused by
interactions. The recent realization of quasiuniform trap-
ping potentials [15,49] for atomic clouds and the develop-
ment of new theories to describe the critical behavior in the
presence of confinement [16] give us strong hope that these
findings can be observed in experiments in the near future.
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