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Abstract

A patent is a contract between the inventor and the state, granting a limited time
period to the inventor to exploit his invention. In exchange, the inventor must
put a detailed description of his invention in the public domain. Patents can
encourage innovation and economic growth but at the time of economic crisis
patents can hamper such growth. The long duration of the application process is
a big obstacle that needs to be addressed to maximize the benefit of patents on
innovation and economy. This time can be significantly improved by changing
the way we search the patent and non-patent literature.

Despite the recent advancement of general information retrieval and the rev-
olution of Web Search engines, there is still a huge gap between the emerging
technologies from the research labs and adapted by major Internet search en-
gines, and the systems which are in use by the patent search communities.

In this thesis we investigate the problem of patent prior art search in patent
retrieval with the goal of finding documents which describe the idea of a query
patent. A query patent is a full patent application composed of hundreds of terms
which does not represent a single focused information need. Other relevance
evidences (e.g. classification tags, and bibliographical data) provide additional
details about the underlying information need of the query patent.

The first goal of this thesis is to estimate a uni-gram query model from the
textual fields of a query patent. We then improve the initial query representation
using noun phrases extracted from the query patent. We show that expansion in
a query-dependent manner is useful. The second contribution of this thesis is to
address the term mismatch problem from a query formulation point of view by
integrating multiple relevance evidences associated with the query patent. To
do this, we enhance the initial representation of the query with the term distri-
bution of the community of inventors related to the topic of the query patent.
We then build a lexicon using classification tags and show that query expan-
sion using this lexicon and considering proximity information (between query
and expansion terms) can improve the retrieval performance. We perform an
empirical evaluation of our proposed models on two patent datasets. The exper-
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imental results show that our proposed models can achieve significantly better
results than the baseline and other enhanced models.
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1

Introduction

“One doesn’t discover new lands without consenting to lose sight, for a
very long time, of the shore.”

– Andre Gide

1.1 Introduction

The role of intellectual property in the form of patents is indispensable in the
growth of today’s knowledge-based economy where production and services are
based on knowledge-intensive activities. This makes the patent information re-
trieval an economically important search activity.

A patent is a legal document granted by a state or by a regional office acting
for several states, which gives a set of rights of exclusivity and protection to
the owner of an invention for a limited period, generally 20 years. The patent
allows the inventor to exclude anyone else from making, using, selling, offering
for sale, or importing the patented invention [79]. In exchange for this right
of exclusivity, the owner of the patent is obliged to disclose the details of the
invention to the public as well as the related technical and scientific background
of the invention.

Patents are granted by patenting authorities or central offices that are usually
part of the national governments in many countries around the world. The pro-
cess by which patenting authorities and inventors negotiate toward the terms of
a patent is called “patent examination” and is also referred to as “patent prosecu-
tion”. Patent examiners, who are employed by a national or regional patenting
authority, conduct patent examination.

1



2 1.1 Introduction

A particular invention needs to meet the following conditions to be granted
a patent: novelty, non-obviousness, and utility. The novelty criteria states that
an invention must not have been described or used before the filing of a patent
application. The non-obviousness criteria requires an invention to not be an
obvious combination of existing processes or entities. The final criteria, the
utility criteria, demands that a patent can be built and used in practice.

During examination, the patent examiner will perform “prior art search” with
the aim of finding public disclosure of the features of the invention, that were
available prior to the filing date of a patent application and may invalidate the
novelty of a claim. Simply put, all patent and non patent literature that have
been published prior to the filing date of a patent application need to be searched
with the goal of finding documents that are similar to the patent application.

Both patent applications and granted patents are structured documents with
the following fields:

Abstract. This field represents a brief summary of the invention.

Description. This field provides a detailed description of the invention, includ-
ing prior work, examples, and related technologies.

Claims. This field presents the legal description of an invention.

Bibliographical data. This field is composed of the title, and the metadata re-
lated to the patent document such as the inventors, assignees, agents or
applicants, and the relations to other documents.

Patent search is a general term that covers different types of search processes
such as technology survey, prior art search, freedom to operate, validity and patent
portfolio search. Different processes in patent search differ in terms of the un-
derlying information need, and the needed search output. The information need
can be an idea, a patent application, a claim, or a granted patent. The required
output can be one of the following items: a set of patents, a single patent, a set
of scientific publications covering a domain, or public documents (i.e. anything
that is disclosed to public) [64]. We now present a short description of the dif-
ferent tasks in patent search:
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Technology Survey. In this search process, the input information need is an
idea and the output is to obtain a general understanding of the innovation
by searching in all public documents.

Prior Art Search. The input information need is a patent application and the
search is performed over all public documents until the date of the appli-
cation. The purpose of this search is to identify whether a given patent
application satisfies the condition for granting. This task is also referred to
as Novelty, or Patentability Search.

Freedom to Operate. The information need is about a product and its related
technologies. This search is carried out on a set of patents in force in a
specific jurisdiction. This process is also called Infringement, Right-to-Use,
and Clearance.

Validity. In this search process, the information need is composed of a granted
patent and all the public documents prior to the priority date of the patent
in question will be searched to identify if a granted patent satisfied the
granting criteria at the earliest priority date. Priority date is the moment
when a first application was registered for the invention described. Other
names for this search process are: Invalidity, Enforcement Readiness, and
Opposition.

Patent Portfolio Search. In this search process, the information need is a com-
pany, or a technology area. The goal of this search is to obtain a general
understanding of the patents, in a specific technology area by looking into
all public documents. This search task is referred to as Due Diligence, and
Patent Landscape.

Notice, however, that the precise names and definitions of these search processes
vary between those who deal with patents, like for example, information special-
ists, private patent searchers, patent examiners, and patent lawyers. Chapter 2
will describe the field of information retrieval (IR) in more detail and presents
how patent retrieval is related to IR.

In the next section we explain our motivations for pursuing this line of re-
search.
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1.2 Motivation

Although general information retrieval has advanced immensely in the recent
years and Web Search engines were revolutionized (by Google), the systems
which are in use by the patent search communities do not yet take advantage
fully of the advancement in search technologies. More specifically, the Boolean
search is still common instead of the ranked retrieval systems [6].

Considering the increase in the number of patent applications, and the long
duration of the application process which leads to the big backlogs of patent
offices, there is a visible need to change the way the patent information is
searched.

In this thesis we focus our attention on the patent prior art search which is
a critical step in the examination and evaluation process of a patent application.
Prior art search is a challenging task, with different issues when compared to
other search tasks, such as web search.

Here we review some of these challenges:

• The first challenge is that the starting point of the prior art search task is a
full patent application. In this task the information need is presented by a
patent document (comprised of a hundred words) instead of a short web
search query (composed of two or three keywords). Therefore, a major
challenge is how to transform the patent application into search queries in
order to find similar documents.

• A second challenge is related to the vocabulary usage in patent domain
which is very unique and far from everyday speech and writing and often
contains highly specialized or technical words not found in everyday lan-
guage [6]. Writers tend to use many vague terms and expressions along
with non-standard terminology in order to avoid narrowing the scope of
their claims [9]. This usage of vocabulary by patent writers results in term
(vocabulary) mismatch. Term mismatch refers to a situation where two
patent documents have few or no keywords in common, while at the same
time the idea conveyed in these two patents are similar. In other words,
the query words used to search for relevant documents are not exactly the
same terms used in the relevant documents. Term mismatch is a common
problem in most of information retrieval tasks – due to spelling mistakes,
ambiguity of words and different ways of referring to the same concept.
However, this problem is exacerbated in patent retrieval because of its ex-
ceptional vocabulary.
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• The last issue is related to the fact that patent prior art search is a recall
oriented application where the goal is to retrieve all relevant documents
at early rank positions as opposed to ad hoc and web search, where the
goal is to achieve high precision. In prior art search, the searcher needs
to ensure s/he is not missing on any relevant document as infringing on
some existing patents might result in a multi-million dollar lawsuit; con-
sequently, this search can take a very long time (days or weeks) [54].

We focus on the following properties of patents and propose solutions for
integrating them in a retrieval system in order to address the challenges men-
tioned previously.

• The first property is linked to the structure of patents. Patent documents
are structured documents with different fields such as abstract, descrip-
tion, and claims. Patent writers use different style of writing for describing
the invention in different fields of patent. For example, the abstract and
description use a technical terminology while the claims field uses a legal
jargon [107].

• A variety of different techniques have been employed in previous studies
for identifying effective query terms, mainly looking into the distribution
of term frequency [83, 90]. But, in addition to the textual content of
patent documents, there are other rich relevance evidences (e.g. classifi-
cation information, bibliographical information) which can be utilized for
finding documents relevant to a patent. The second property is related
to these dependencies which can be employed for minimizing the term
mismatch between a query patent and documents relevant to it [6].

• The last property is related to language evolution over time. Terminology
of technological domains is changing over time; as a result, identifying
the vocabulary of different time intervals is helpful to address the term
mismatch.

1.3 Research Outline and Questions

The following are the research questions that we tried to address in this thesis.

RQ1 How can we estimate a query model from a patent application (query
patent) using the different textual fields available in it?

This general research question leads to the following detailed sub-questions:
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(I) Which field of the patent application serves as a more effective source for
extracting query terms?

(II) Are there any advantages in using phrases in the query representation, in
addition to terms (uni-grams)?

(III) For what type of queries can we expect the noun phrases to be more effec-
tive?

RQ2 How can we leverage the classification tags (associated to patent docu-
ments) to construct a domain dependent lexicon?

More detailed sub-questions are:

(I) Is the IPC conceptual lexicon useful for query expansion?

(II) Is the proximity information between query terms and expansion terms,
extracted from the IPC conceptual lexicon, helpful in identifying weights
for expansion terms? How can we model such proximity?

(III) What are the best parameters of the kernel function used for modeling
proximity information?

RQ3 Could we use the citation links, the content, and the temporal features
of the cited documents to expand the initial query model built from the query
patent?

We break this general research question into following sub-questions:

(I) Do citation links together with the content of the cited documents improve
the performance of the initial query built from the query document? Does
employing the temporal features of the query and of the collection result
in a more precise query?

(II) What type of document prior is more effective in modeling the decay over
time?

RQ4 Is combining different dependencies that are available with the initial
query patent helpful for improving the query formulation? Assuming that it is
helpful, how can we combine different dependencies to formulate a query?

The remainder of this section discusses how the thesis addresses the above
objectives.



7 1.4 Main Contributions

1.4 Main Contributions

In this section we summarize the main contributions of this thesis:

• We investigate different ways of estimating a query model from a query
patent utilizing patent-specific characteristics.

• We present a method for predicting whether query expansion using noun
phrases (concepts) will improve the retrieval effectiveness in a selective
query expansion framework – we extract different features from each query
and its initial rank list (both pre and post retrieval features) to predict the
quality of queries. We then make a query dependent decision for expan-
sion using noun phrases.

• We present an approach to construct a domain-dependent lexicon for iden-
tifying query expansion concepts. We develop a proximity-based query ex-
pansion method for estimating the probability that an expansion term is
relevant to a query term. We also investigate different query reformulation
strategies for extracting concepts from a domain-dependent lexicon.

• We develop an approach for boosting the initial query model using a topic-
sensitive graph built from the citation links. We propose an approach for
exploiting the temporal features of documents in the citation graph in or-
der to improve the query representation.

• We present a framework to combine multiple relevance evidences associ-
ated with a query patent, namely classification and bibliographic informa-
tion.

• We perform experimental evaluation and validate our proposed models on
two patent retrieval test collections.

1.5 Thesis Overview

Chapter 2 and 3 of this thesis play the role of introductory chapters to familiar-
ize the reader with the field of information retrieval (IR) and the experimental
evaluation in the context of IR. This thesis consists of five main research chap-
ters, Chapters 4 – 8, each addressing the set of research questions introduced
earlier. Finally we present concluding remarks in Chapter 9.
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Chapter 2. We present an introduction to IR in general and patent prior art
search in particular as a specific task which we address in this thesis. We
explain the related work in the area of patent retrieval and focus on the
challenges that were not properly addressed in previous work.

Chapter 3. We introduce the evaluation methodology and the experimental
setup that forms the basis of the empirical evaluations throughout this
thesis. The test collections, the set of test queries, and evaluation metrics
are introduced in this chapter.

Chapter 4. Next, we present a solution to the patent prior art search prob-
lem allowing the user to submit a full patent document as a query and
the retrieval system identifying related patent documents from a corpus
accordingly. We first define the query generation problem and describe
three approaches to estimate the topic of a query patent. We also explore
generating queries from different fields of the patent documents. Our con-
tribution is to build an effective term selection and weighting technique us-
ing a weighted log-likelihood based approach to distinguish words which
are both indicative of the topic of the query and are not extensively used
in the collection. We also investigate query modeling based on the Par-
simonious Language Model for estimating a query model from the query
patent. Furthermore, we utilize the knowledge embedded in IPC classes.
This addresses the vocabulary mismatch as we include words in the query
which are not present in the query topic itself.

This chapter provides answer to sub-question RQ1.(I).

Chapter 5. We propose a technique to process patent documents and extract
terms and key phrases in order to form a query to retrieve relevant docu-
ments from the patent corpus. This approach refines the initial query by
expanding it with selected key concepts (i.e., bi-grams or phrases) from
the query patent using the global analysis of the patent collection. Query
expansion using noun phrases is not consistently beneficial for all queries,
as sometimes the expansion candidates are not associated with the main
aspect of the query. For example, for a patent application related to “wa-
ter filtration”, the selected expansion candidates are “removing filters”,
“continuous pores” and “integrating bag” which are focused on the partial
aspects (subtopics) of the query while the main aspect of the topic related
to “filter material” (such as carbon and/or ceramic) is neglected. We thus
decided to perform query expansion in a query dependent manner to guar-
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antee the inclusion of expansion candidates related to the main aspect of
the topic to guarantee a profitable expansion.

In this chapter we propose a method for distinguishing between queries
and deciding when to selectively use the result of a refinement technique
that is likely to improve the retrieval performance. Our goal is to iden-
tify queries that have highly positive changes in query performance using
refinement. To this end, we use query performance predictors (pre and
post-retrieval) [4, 26, 48, 104] and patent-specific features in order to find
highly performing queries in the expanded retrieval rank list. To the best
of our knowledge no previous work has used query performance predictors
in the patent domain. To decide when to use the result of the expanded
list, we rely on a machine learning approach that tries to predict which one
of two competing approaches will offer the best result for a given query.

This chapter provides answer to subquestions RQ1.(II) and RQ1.(III).

Chapter 6. Here, our aim is to address the term mismatch problem by tak-
ing advantage of IPC classifications which categorize patent documents by
topics. A simple analogy can be made between IPC classes and tags associ-
ated to news articles or tweets. We are interested to use IPC classification
tags to improve the representation of the query. These IPC classifications
are assigned to a patent document in the patent office before the prior art
search. Thus, they can be exploited at the time of prior art search.

Definition of IPC classes consists of the explanations regarding each IPC
class. This vocabulary serves as an established and accepted terminology
among the practitioners in the domain, shared between examiners and
inventors. In this chapter, our aim is to address the term mismatch prob-
lem by taking advantage of the established terminology of IPC classes and
identify related terminology to the important topics and subtopics of the
query.

The language of the patent documents uses a less standard terminology,
compared to the terminology of IPC definitions. The reason is related to
the frequent usage of non-standardized acronyms which are invented by
patent applicants, the presence of homonyms (the same word referring to
two or more different entities), such as bus1 and closet2, and synonyms
(i.e. signal and wave). Paraphrasing is another source of term mismatch,
where a re-wording is used to express the meaning of a concept with a

1i) motor vehicle, ii) an electronic subsystem transferring plurality of digits bits in group.
2i) water closet (flush toilet), ii) a small cupboard used for storing things.
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greater clarity (for example “a drink sucking hollow plastic tube” is used
to refer to “straw”).

We propose a proximity-based query propagation method to calculate the
query term density at each point in the document. We then use term prox-
imity information to calculate reliable importance weights for the expan-
sion concepts. Our proximity-based framework incorporates positional in-
formation into the estimation of importance of expansion concepts so that
we can reward expansion concepts occurring close to query terms. This
way we can concentrate on the terms that are associated with the query
terms and avoid the topic drift which is caused by taking into account
irrelevant terms.

RQ2 is addressed in this chapter.

Chapter 7. Next, we focus on taking advantage of the citation links – similar
to hyper links in the web – between patent documents in the collection to
improve the term mismatch problem. We look into temporal information
to adapt to the change of the language in the cited documents over time.

We first perform a citation link analysis over the patent citation graph using
Page Rank method to identify important documents, which could influence
their domain terminology. The assumption is that if a patent is cited by a
large number of documents, the cited patent is possibly a foundation of the
citing patents and is considered influential on other patents. As a result
of its impact, its language might be useful to bridge the gap between the
query and its relevant documents.

We are interested to improve term mismatch solutions by tapping the
power of the community of inventors related to the subject of the inven-
tion of the query. In other words, through citation link analysis we identify
a set of terms which are relevant to a given query document and can be
exploited for improving the original ranking to find documents that do not
contain the exact wording of the query patent.

In order to consider the dynamic nature of the patent citation network and
recognize the new influential nodes which are added to the network but
have not stayed long enough to accumulate sufficient links, we parametrize
the random walk with a time factor. We do this by considering the tem-
poral order of the nodes in the citation network. We discount the initial
probability of selecting a node as the seed of the Page Rank algorithm ac-
cording to some temporal decay factor. To the best of our knowledge, there
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has been little or no work on using temporal information for modeling the
change of the vocabulary over time in the patent domain.

RQ3 is addressed in this chapter.

Chapter 8. We propose a unified framework to take advantage of all dependen-
cies associated to a query patent such as IPC classifications, citation links,
the content and the temporal features of the cited documents to enhance
the initial query representation estimated from a query patent.

RQ4 is addressed in this chapter.

Chapter 9. In the final chapter, we report the conclusions and list possible
future directions.

1.6 Publications

This thesis is based on several published works. Chapter 4 which estimates
query models using the query patent document (patent application) is based on
the following works:

• Mahdabi, P., Keikha, M., Gerani, S., Landoni, M., and Crestani, F. Building
Queries for Prior Art Search. Proceedings of Information Retrieval Facility
Conference, pp. 3-15, 2011.

• Mahdabi, P., Andersson, L., Hanbury, A., and Crestani, F., Report on the
CLEF-IP 2011 Experiments: Exploring Patent Summarization. In Confer-
ence on Multilingual and Multimodal Information Access Evaluation (CLEF
2011)

Chapter 5 which presents a selective query expansion framework using noun
phrases is based on the following studies:

• Mahdabi, P., Andersson, L., Keikha, M., and Crestani, F. Automatic refine-
ment of Patent Queries using Concept Importance Predictors, Proceedings
of International ACM SIGIR Conference on Research and Development in In-
formation Retrieval, pp. 505-514, 2012.

• Mahdabi, P. and Crestani, F. Learning-Based Pseudo-Relevance Feedback
for Patent Retrieval. Proceedings of Information Retrieval Facility Confer-
ence, pp. 1-11, 2012.
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The proximity-based framework for query expansion which uses an IPC lexicon
presented in Chapter 6 is described in:

• Mahdabi, P., Gerani, S., Huang, J., and Crestani, F. Leveraging Conceptual
Lexicon: Query Disambiguation using Proximity Information for Patent
Retrieval, Proceedings of International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 113-122, 2013.

Chapter 7 which presents the work on using citation information (extracted from
the top-ranked documents of an initial rank list) for query expansion is based on
the following study:

• Mahdabi, P. and Crestani, F. The Effect of Citation Analysis on Query Ex-
pansion for Patent Retrieval, Information Retrieval Journal.

Chapter 8 which presents the work on combining different sources of relevance
evidence for query expansion is based on the following work:

• Mahdabi, P. and Crestani, F. Patent Query Formulation by Synthesizing
Multiple Sources of Relevance Evidence, ACM Transaction on Information
Systems.

This thesis also includes material that is under review and thus we do not
mention it here.
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Related work

“I believe that reading and writing are the most nourishing forms of med-
itation anyone has so far found. By reading the writings of the most
interesting minds in history, we meditate with our own minds and theirs
as well. This to me is a miracle.”

– Kurt Vonnegut

2.1 Introduction

In this chapter we introduce the previous work on which this thesis is based.
The baseline approaches for prior art search, presented in Section 2.6, are most
immediately relevant. However, we build related material in several steps. We
start this chapter by recalling the basic concepts and terminology of IR in Sec-
tion 2.2, to which we refer throughout this thesis. Then, we take a closer look at
Language Modeling for IR in Section 2.3. Next, we discuss query transformation
methods (such as query expansion) and review the importance of query trans-
formation in different IR tasks in Section 2.4. Then, we describe query quality
prediction approaches in Section 2.5 and, Finally, in Section 2.6, we describe the
existing work on patent prior art search.

2.2 Information Retrieval

Users require information when performing particular tasks. The motivation for
a person to use a search engine is described as the information need. Information
Retrieval (IR) is a branch of computer science whose goal is to provide effective
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models for matching user’s expression of their information need with relevant
information in a collection of documents, or other data. The information need is
not observed by IR models directly; instead, an IR system receives an expression
of the user’s information need, called a query. According to Belkin, a query may
be a non-specific, imprecise, and incomplete description of the user’s information
need [10]. We call a document that satisfies an information need, relevant.
A retrieval model scores the documents in the collection, providing a list of
relevant documents and preferably ranking them according to some measure
denoting how well the query is matched to the information in the documents.

The first popular retrieval models were Boolean systems. These did not gen-
erate a ranking; instead, they returned a set of documents fulfilling a Boolean
query. Later, the Vector Space Model (VSM) [92] was introduced by Salton et. al
which was first implemented and used in the SMART system [40]. VSM was
the basis of the research in IR in its early days and the research was focused on
textual documents, mainly books and journals, for library applications.

In the VSM, queries and documents are represented by vectors, where each
dimension in the vector corresponds to a separate term [92]. The similarity
between vectors is defined using a distance measure. The most commonly used
distance measure is based on the cosine of the angle between vectors. Each
component of a vector goes beyond binary values (non-zero values for denoting
term occurrence in a document) and can take statistical information such as
term frequency (TF) and inverse document frequency (IDF). The TF of a term
in a document is defined as the relative frequency of occurrence of that term in
the document. IDF is defined as the log of the inverse of the relative frequency
of occurrence of a term in the entire collection.

Traditional notion of relevance [22] centered on topicality (aboutness) also
relies on TF and IDF; in fact, these term weightings are in common use in most
retrieval models nowadays. The idea behind these weight representations is that
documents with a high TF for a term are more likely to be relevant to queries
containing this term. Moreover, terms that are infrequent in the collection have
more discriminative power and are the ones that describe better the information
content. Therefore a common weighting scheme called TF/IDF, a simple com-
bination of the two weighting schema, was introduced in [92]. VSM was the
first model to provide a rank list of search results for a query. The disadvantage
of VSM model was that it could not specifically explain how these weighting
schema and ranking algorithm were related to relevance.

The first work that encouraged the development of probabilistic retrieval
model was Probability Ranking Principle (PRP) proposed by Robertson and Spärk
Jones [86, 87], in which documents are ranked by their decreasing probability
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of relevance to the user who submitted the request. They introduce assumptions
such as the relevance of a document to a query being independent of other doc-
uments. However, they did not explain how to estimate this probability and it
is only later works that proposed methods for estimating this probability [88].
The Okapi team developed an extended version of the PRP model, which makes
use of term frequency (TF), inverse document frequency (IDF), and document
length. This model which became mainstream is now commonly known as
(Okapi) BM25 [55]. This model performed very well in TREC1 retrieval ex-
periments and has influenced the ranking algorithms of both commercial and
web search engines.

A relatively new model, known as language modeling (LM), appeared in the
late 1990’s. The success of statistical language models in improving tasks in a
variety of natural language processing and understanding applications such as
speech recognition [53] generated considerable interest among IR researchers.
They thus borrowed this notion to represent the document retrieval in a gener-
ative probabilistic framework. In such a framework documents are represented
as generative probabilistic models. This model is now commonly used and in
fact, most of the work in this thesis is inspired by LM. We thus will take a closer
look at LM in the next section.

2.3 Statistical Language Models for IR

The simplest form of language model, known as uni-gram language model, as-
signs probabilities to every words in the vocabulary for a collection by means of
a probability distribution [84]. This model does not capture the influence of the
words before or after the target. This leads to a bag of words model and turns
out to generate a multinomial distribution over words. The multinomial model
explicitly captures the frequency of occurrence of a term.

In applications such as speech recognition, word prediction is based on longer
sequences, which are called n-gram language models [56]. An n-gram model
predicts a word based on the previous n− 1 words. The most common n-gram
models are bi-grams or tri-grams models where prediction is based on the pre-
vious word or the two previous words, respectively. N-gram models can be used
to compute the probability of observing a sequence of terms, by calculating the
product of the probabilities of observing individual terms. That is, they can tell
which possible output word sequences are more probable than others. We will
focus our discussion on uni-grams as they are simpler (considering the huge size

1Available at http://trec.nist.gov/

http://trec.nist.gov/
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of textual collections) and proven to be very effective as the basis for ranking
algorithms.

2.3.1 Query Likelihood Model

In the query likelihood retrieval model, retrieved documents are ranked based
on the probability that the document language model would generate the terms
of the query [24]. Starting with a query Q, we would like to calculate P(D|Q) to
rank the documents. Using Bayes’ Rule, we can calculate this by

Score(Q, D) = P(D|Q) =rank P(Q|D)P(D) (2.1)

where D is a document and the symbol =rank means that the right-hand side
is rank equivalent to the left-hand side, ignoring the normalization value P(Q)
which is the same for all the documents. It is common to assume that the docu-
ment prior P(D) is uniform, the same for all documents, and therefore it is safely
ignored too.

Documents are then ranked by P(Q|D) (the probability that a query is ob-
served as a random sample from the document model). P(Q|D) is calculated
using a multinomial uni-gram language model for the document, considering a
simplifying independence assumption between terms in the query:

P(Q|D) =
∏

q∈Q

P(q|D) f (q,Q) (2.2)

where q denotes a query word and f (q,Q) indicates the frequency of word q
in Q. As multiplying small numbers can cause arithmetic underflow, we use
logarithms instead.

log P(Q|D) =
∑

q∈Q

f (q,Q) log P(q|D) (2.3)

Maximum likelihood estimates, for multinomial distributions, are commonly
used to estimate a document’s generative language model as follows:

P(q|D) =
f (q, D)
|D|

(2.4)

where |D| denotes the length of document D and f (q, D) indicates the fre-
quency of term q in D. Maximum likelihood (ML) is the estimate that makes
the observed value of f (q, D) most likely. In a maximum likelihood estimate,
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unseen events (terms that do not appear in the document) receive zero proba-
bility. Smoothing techniques play an indispensable role to avoid data sparsity
problem while calculating ML estimate. Smoothing techniques [21, 112] (e.g.
Laplace, and Good Turing) accounts for unseen words by discounting the prob-
ability mass of seen words either from the document or from the collection. An-
other type of commonly used smoothing in IR is Jelink-Mercer smoothing which
is an interpolation-based smoothing. It considers documents to be a mixture of
a document-specific model and a more general background model. The latter is
usually estimated based on a sufficiently large collection C.

P(t|θD) = λP(t|D) + (1−λ)P(t|C) (2.5)

where λ denotes the interpolation coefficient and P(t|C) = f (t,C)
|C |

. |C | is the total
number of words in the collection. So far, Bayesian smoothing using a Dirichlet
prior has been shown to be the most effective on different IR tasks [112], this is
its formulation:

P(t|θD) =
|D|
|D|+µ

P(t|D) +
µ

|D|+µ
P(t|C) (2.6)

where µ is a hyper parameter that controls the level of smoothing – it is typically
set to the average document length of documents in the collection.

Various extensions of language models have been introduced in the liter-
ature. We will discuss two of them that will be used later on in this thesis.
In [51], Hiemstra et al. introduced a variation of language modeling called the
Parsimonious Language Model, where they used an Expectation Maximization
based algorithm which takes away probability mass from frequent terms in the
general English and gives it instead to terms that are rare in a document.

In [66], the authors proposed a unified language modeling framework called
Positional Language Model (PLM), which implements two retrieval heuristics,
proximity and passage retrieval. The proximity heuristic rewards a document
where the matched query terms occur close to each other. The passage retrieval
heuristic scores a document mainly based on the best matching passage. They
achieve this goal by defining a language model for each position in a document
and score a document based on the score of its PLMs. Each PLM is estimated
based on a density kernel function [30] which captures proximity heuristics and
achieves an effect similar to passage retrieval.

2.3.2 Relevance Models

The basic query likelihood model can be extended to incorporate information
about relevant documents while modeling the query and information need. We
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call this a query language model relevance model as it represents the topic cov-
ered in relevant documents. If we can estimate a relevance model from a query,
we can directly compare this language model with the document model. We
can then rank documents according to the topical similarity between the docu-
ment model and the relevance model. A (non-symmetric) measure of difference
between two probability distributions called, Kullback-Leibler divergence (KL di-
vergence) has been borrowed from probability theory and information theory.
Given a true (reference) probability distribution P and another distribution Q,
which is an approximation of P, KL divergence is defined as follows:

K L(P||Q) =
∑

x

P(x) log
P(x)
Q(x)

(2.7)

KL-divergence is always a non-negative value. The larger the value of the KL-
divergence, the bigger the difference between the two probability distributions,
and equal distributions receive zero divergence value. As we would like to assign
a high score for highly similar documents and a low score for less similar ones,
thus, the negative KL-divergence has been used for ranking in LM [24]:

∑

t∈V

P(t|R) log P(t|D)−
∑

t∈V

P(t|R) log P(t|R) (2.8)

where the relevance model for query (R) is the true distribution and the doc-
ument language model (D) represents the approximation. The summation is
done over all terms t in the vocabulary V .

2.4 Query Transformation

As mentioned earlier, query is a vague formulation of the user’s underlying in-
formation need. In order to improve the query model and better represent the
underlying information need, IR researchers proposed a variety of query trans-
formation techniques. The primary goal of query transformation approaches is
to improve the retrieval performance and the ranking presented to the user as
the result of the submitted query to the search system by changing the query
representation [23]. Query transformation is also referred to as query modeling,
query reformulation, or query refinement in the literature.

Query transformation is composed of two stages: the first processing stage
alters the query at a morphological level (e.g., tokenization, spelling corrections,
and stemming); the second stage works on the output of the first stage and
modifies the query at a structural level [12]. Modifications in the second stage
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include, query expansion using related terms [103], identifying key concepts and
re-weighting query terms [11], rewriting the query and substituting terms [29],
to mention a few. Query expansion is a popular method of query transformation
which help addressing the term mismatch problem by adding and re-weighting
query terms. Term mismatch is a scenario where matching the query with the
relevant documents is hampered, as the terms used in the query are different
than those used in the relevant documents.

Query expansion approaches are classified into three main groups: pseudo,
explicit, and implicit relevance feedback, depending on how the relevant infor-
mation sources are acquired. A popular form of query expansion is called pseudo
relevance feedback (PRF) where the top ranked documents in the initial result of
a query (called feedback documents) are assumed to be relevant and are used
to locate additional query terms [106]. Explicit relevance feedback uses explicit
relevance assessment provided by the user [43]. Implicit relevance feedback,
on the other hand, uses query logs [28] to infer the behavior of the user from
the low-level user interactions with the search interface, which is logged as click
data. Another common approach is to use resources such as thesauri and con-
trolled vocabularies [13], or external corpora [33] as another source for query
expansion. The latter approach permits the calculation of collection independent
statistics.

Recently, machine learning approaches have been employed to improve the
selection of terms and documents in query expansion. Cao et al. proposed to
refine PRF at a term level [17]. They use a Support Vector Machine (SVM) to
select good expansion terms using a set of term-level features such as the prox-
imity of an expansion term and an original query term, or the co-occurrences of
an expansion term and an original query term in the collection. He and Ounis
proposed a method to improve PRF by choosing the right documents for rel-
evance feedback [50] among top-ranked documents. Their goal is to predict
which feedback documents are of better quality for query expansion, instead of
assuming all top-ranked documents to be relevant (the simplifying assumption
of PRF). They apply Naïve Bayes classification and Logistic Regression to classify
feedback documents. They use document-level features such as the distribution
of query terms in the feedback document and all the top-ranked documents or
the proximity between the expansion terms and the original query terms in the
feedback document.
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2.5 Query Performance Prediction

Query performance prediction approaches estimate the effectiveness of a search
performed in response to a query without any relevance judgements [18]. Such
predictors are classified into two groups:

1. Pre-retrieval predictor methods: this category analyzes the query expres-
sion before search is performed [26, 45, 48, 77]. This category of methods
look into available information at query time including linguistic features,
statistical properties of the query-terms distribution, and the collection-
based statistics. The Clarity score [26], measures the degree of ambiguity
of a query with respect to a collection of documents by computing the
relative entropy between a query language model and the collection lan-
guage model. The resulting score measures the dissimilarity between the
language usage associated with the query and the generic language of the
collection as a whole.

2. Post-retrieval predictor methods: this group of methods analyzes the top
ranked documents from the result list as a response to a query. The Clarity
score reappears in this category too, as it can be used to estimate the
focus of the result list with respect to the corpus, as measured by the KL-
divergence between their induced language models. Variants of the Clarity
score are proposed for improving prediction performance [19, 25, 46].

Query performance predictors are usually evaluated by reporting correlation
coefficients to denote how well the methods perform at predicting the retrieval
performance of a set of queries [47, 48]. Query performance predictors are used
to predict queries that have highly negative changes in Average Precision after
query expansion, using a score that does not depend on relevance information,
in order to improve the retrieval effectiveness in a selective query expansion
framework [4, 25, 104]. These predictors can be used alone or in a combination
to predict the effectiveness of a rank list (e.g. Average Precision).

2.6 Patent Prior Art Search

Patent prior art search is composed of a search over available patent and non-
patent data (prior to the filing date of a patent application) with the goal of
retrieving similar documents, which describe the prior art work of a patent ap-
plication, (henceforth referred to as query patent). The challenges of patent



21 2.6 Patent Prior Art Search

prior art search are different from those of standard ad hoc text and web search.
These differences are categorized below:

• The first distinguishing property of prior art search compared to standard
information retrieval tasks (such as web search) is that the information
need is presented by a patent document rather than short queries [107].
The challenge here is how to reduce a query patent which comes with a
rich set of metadata, in order to find a single focused information need
and to remove the ambiguous and noisy terms. In previous work, re-
searchers explored different fields of the query patent to perform query
reduction [20, 107]. Some of the previous work reported that effective
queries were built from the entire query patent [20]; others obtained bet-
ter results using single fields such as the “background summary” [107]. It
is worth mentioning that the “background summary” field is specific to US
patents.

• The second distinct property of patent retrieval is related to the terminol-
ogy of patents which contains highly specialized and/or technical words
not found in everyday language [54]. It also contains exceptional (cre-
ative) vocabulary, curious grammatical constructions, regulatory, and le-
gal requirements [6]. These inherent properties lead to an overwhelming
term (vocabulary) mismatch. For example one patent document may con-
tain few or no keywords in common with the query patent, but the idea
conveyed in it might be quite similar or even identical to the query patent –
one possible reason is paraphrasing [6]. As a result, the retrieval problem
is exacerbated and standard search systems may be confused. One possi-
ble solution for this problem is query disambiguation. Previous work used
different external resources for query expansion such as Wikipedia [63]
and WordNet [69] with the goal of query disambiguation. The goal here
is to alleviate the term mismatch problem by expanding the query with
topically related words or synonyms of the query terms.

• The third property is related to the fact that patent prior art search is a
recall oriented application where the goal is to retrieve all relevant doc-
uments at considerably early rank positions. Ad hoc and web search, on
the other hand have the goal of retrieving only a few relevant documents
at the top of a ranking and thus achieving high precision [8]. In a prior
art search scenario even missing one relevant patent can lead to a multi-
million Euro law suit due to patent infringement, and so a high recall is
demanded in this type of search.
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In this chapter, we first survey different approaches for query formulation in Sec-
tion 2.6.1 and describe how the textual sections of the patent and the metadata
associated to the patent document such as classification are used for query refor-
mulation. We then describe different approaches that use external knowledge
bases and proximity information in Section 2.6.2. Then, in Section 2.6.3 we
present different techniques that consider patent citation information. Finally,
in Section 2.6.4, we explain the evaluation metric designed for patent retrieval.

2.6.1 Query Formulation for Patent Retrieval

The main line of research in patent retrieval started after the third NTCIR work-
shop in 2003 [52], where a few test collections were released. Starting from
the fourth NTCIR workshop in 2004 [36], a search task was presented called
“invalidity search run”. The goal was to find documents prior to the filing date
of a particular granted patent which conflict with the claimed invention. The
citation parts of the applications were removed and counted as ground truth.
Participants used different term weighting methods for query generation from
the claims field.

In [95] the authors studied the rhetorical structure of a claim (an item in
the claims field). They segmented a claim into multiple components, each of
which was used to produce an initial query. They then searched for candidate
documents on a component by component basis. Similar work was introduced
in [74] where the authors analyzed the structure of claims field to enhance
retrieval effectiveness. The structure of each item of claims usually consists of
the premise and invention parts, which describes existing and new technologies,
respectively. The authors proposed a two stage process where they first extract
a query from the premise to increase the recall. They then aim to increase
the precision by extracting another query from the invention part. The final
relevance score of each document was calculated by merging the scores of both
stages.

A recent line of work advocated the use of the full patent application as the
query to reduce the burden on patent examiners. This direction was initiated by
Xue and Croft [107], who conducted a series of experiments in order to examine
the effect of different patent fields on the query formulation and concluded with
the observation that the best Mean Average Precision (MAP) is achieved using
the text from the “background summary” field of the query patent.

Current developments in patent search have been driven by the Intellectual
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Property task within the CLEF2 initiative. Several teams participated in prior art
search task of the CLEF-IP 2010 and proposed approaches to reduce the query
patent by extracting a set of key terms from it. Different participating teams
experimented with term distribution analysis in a language modeling frame-
work and employed the document structure of the patent documents in various
ways [83]. Here, we only discuss in detail the two best performing approaches
in the CLEF-IP 2010. Lopez et al. [63] constructed a small corpus by exploiting
the citation structure and IPC metadata. They then performed retrieval over this
initial corpus. In [70]Magdy et al. generated the query out of the most frequent
uni-grams and bi-grams. In this work the effect of using bi-grams in query gen-
eration was studied but the improvement was not significant. This is perhaps
because of the unusual vocabulary usage in the patent domain.

So far, one of the most comprehensive descriptions of the problems and pos-
sible solutions for prior art search is presented by Magdy and Lopez [72]. The
authors showed that the best performing run of CLEF-IP 2010 [63] used cita-
tions extracted by training a Conditional Random Field (CRF). The second best
run [70] used a list of citations extracted from the patent numbers within the
description field of patent queries. They also showed that the best run em-
ployed sophisticated retrieval methods using two complementary indices, one
constructed by extracting terms from the patent collection and the other built
from external resources such as Wikipedia. They compared these approaches
and concluded that the second best run achieves a statistically indistinguishable
performance compared to the best run when initial citations are provided with
the query patent.

Many CLEF-IP and NTCIR participants used classification information as an
extra feature besides the content of the patent. Thus, a different range of meth-
ods for combining text content and classification information were proposed. A
standard way of combining the classification information is to consider it as a
metadata and use it to filter the search results [41, 44, 73, 95, 99, 102]. This
helps to filter out classifications that are too general or not related to the subject
area of the query patent. Conclusive results are reported with respect to the use-
fulness of filtering using classification information. In [37] the authors integrate
IPC codes into a probabilistic retrieval model, employing the IPC codes for esti-
mating the document prior. A different usage of IPC classification has been per-
formed in [31]. They used the classification information to extract query terms
from triples specific to an IPC class. To do this, they used LCS software [59]
which builds class profiles representing the term distribution (word and depen-

2See http://ifs.tuwien.ac.at/ clef-ip/
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dency triples) per IPC class. They created a sub-corpus per query document
that contains documents with at least one IPC class in common with the query
document. Classification information has been successfully used by [91] in a
different manner. They used classification information to partition the collection
into different subject areas and with this partitioning they simulate a federated
search for patent documents.

2.6.2 Leveraging Knowledge Bases and Using Proximity Heuris-
tics

Previous research [63, 69] tackled the term mismatch problem in patent re-
trieval by first forming a keyword query from the query patent based on the fre-
quency information. The initial query is then expanded using a knowledge base
such as Wikipedia or WordNet, exploiting this enhanced query to disambiguate
the occurrences of query terms. The use of external resources has shown to be
more effective compared than the use of the initial query and pseudo relevance
feedback (PRF). In fact, the retrieval effectiveness of PRF in patent retrieval has
been shown to be disappointing mainly due to the low MAP of the initial rank
list [38].

Patent examiners use term proximity heuristics in their searches using the
Boolean retrieval model in order to reward a document where the matched
query terms occur close to each other. Two forms of adjacency operators are used
in Boolean retrieval to address proximity: the “ADJn” operator, which searches
for terms within a window of n words in the order specified, and the “NEARn”
operator, which searches for the terms within a window of n words, in whatever
order. This usage shows that proximity information plays an important role in
patent searching.

Lv and Zhai’s works on positional language model and positional relevance
model [66, 67] capture passage level evidence in a “soft” way by modeling prox-
imity information via density functions. Their experiments confirmed that using
density kernel functions to model the proximity information works better than
applying a “hard” boundary of passages. Proximity information has shown to
be useful in different IR tasks such as, for example, opinion mining [39], where
authors investigated proximity information for capturing the opinion density at
each point in the document.

Term position and proximity cues have mostly been ignored in previous work
in patent retrieval. Recently, Ganguly et al.’s work captured term positions and
proximity evidences indirectly through the use of passages [38]. Their goal is
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to remove non-useful context that is not related to the focus of the query. They
hypothesized that the removal of segments most dissimilar to the pseudo feed-
back documents can increase the precision of retrieval by removing non-useful
context. To this end, they decomposed a patent application into constituent
text segments and computed the Language Modeling (LM) similarities by cal-
culating the probability of generating each text segment from the top ranked
documents. They then reduced the patent query by removing the least similar
segments from the query. This work proposes an innovative usage of feedback
documents employing them for query reduction. This is in contrast to the tradi-
tional approaches that employ feedback documents for query expansion.

A different approach has been proposed by [31] that rewrites the query using
Natural Language Processing (NLP) techniques. They extracted textual relations
as triple dependencies from the title, abstract and the first 400 words of the
description field to enhance the query. Such dependencies are representations of
grammatical relations between words in a sentence. They observed that adding
triples to the query did not improve MAP scores, in comparison to a bag-of-word
baseline but had a positive effect on recall scores.

Another recent study on improving retrievability of patent documents [9]
combined term proximity heuristics with other features to select good query ex-
pansion terms in the context of PRF. In this work different distance functions
were considered from different windows surrounding query term occurrences.
They reported an increase in terms of retrievability [7] of individual patents
using proximity heuristics compared to standard PRF. However, they did not
evaluate directly the performance of their approach in terms of retrieval effec-
tiveness.

A different approach is introduced by [16] which addresses the patent re-
trieval as an XML retrieval task. The authors encapsulated proximity information
by introducing flexible constraints (near and below) on the document structure
which produce a numerical score based on tag positions in the XML structure
of patent documents. They calculate the similarity of a document to a query by
taking advantage of the XML structure of patent documents together with doc-
ument content. They showed that their approach achieved high recall and high
precision by employing structure-based constraints, as opposed to most of the
existing patent retrieval approaches which have a good recall but suffer from
low precision.
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2.6.3 Citation Analysis

We now review the prior research that takes advantage of citation information,
in particular, for improving the query representation through citation link anal-
ysis, and for patent citation/partner recommendation.

In [35], the author applied Page Rank algorithm [14] on a graph created
based on the citation link structure of patent documents. He developed two dis-
tinct methods for measuring the influence of a patent document on the citation
graph. In the first method he calculated the Page Rank score for each document
by considering a graph structure composed of all documents in the collection.
This method is not specific to the query submitted to the system. In the second
method, he computed the Page Rank score for a query-specific citation graph,
which is composed of the top-k documents initially retrieved for a given query
topic and their cited documents. His experimental results on the NTCIR-6 test
collection demonstrated that query-specific Page Rank score is more effective
than traditional Page Rank score.

Lopez and Romary used references in a patent document as a starting point
for prior art search [63]. They showed that extracting patent references using
regular expression patterns resulted in missing at least 40% of references. In
order to increase the accuracy of the extraction module, they identified patent
reference blocks in the text of the patent using a Linear Chain CRF (Conditional
Random Field) model. The reference block is then parsed to obtain a set of bib-
liographical attributes. They also used online bibliographical services to enrich
the identified references. In order to extract characterizing key terms from a
document to formulate a synthetic query, they extracted candidate phrases up
to 5-grams from the text of the patent documents. They estimated the potential
of each phrase to serve as a key term with a bagged decision tree. This model is
trained on the key terms annotated by authors and readers from a set of training
documents.

It is worth mentioning that in the prior art search task of CLEF-IP, citation
information of query patents (topics in the test set) was removed and used for
building the relevance judgement (ground truth). However, references to cited
patent documents in the text of the query patent were not removed; as a result,
the usage of these references in the text of the query patent was not recom-
mended by organizers – unless participants explicitly mention such usage.

Recently, a few researchers [78, 96, 105, 109] studied the heterogeneous
network of US patents derived from interacting patent companies and inventors
to perform link analysis and prediction of the network structure. They lever-
aged the relation information among different types of objects on the network
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in addition to the textual content of patents to mine the network.
The work reported in [105] studied patent collaboration patterns on an en-

terprise social network for recommending patent partners. They used a ranking
factor graph model to predict future collaborators according to a user’s profile
and provide a recommendation list. They found that factors like, complementary
research interests, and geographical proximity have positive effects in forming
collaborations among inventors. Patent collaboration finding can also be seen as
an instance of expert finding, similar to the problem of paper reviewers recom-
mendation [76] and [97].

Recent work [96], studied a heterogeneous network of patents including dif-
ferent type of objects such as companies, inventors and the technical content of
patent documents. They used topic modeling to discover latent topics associ-
ated with each objects on the network. After associating each object with a topic
distribution, they identified the topical evolution of such objects on the patent
network using temporal information and provided a variety of micro level ana-
lytics to simplify the decision making of the user. For example, their approach
can provide a co-ranking of multiple objects such as companies and inventors in
addition to patent documents on the patent network. Also, their system is able
to identify active competitor companies based on their technology development
trends.

Different work [78] used bibliographical attributes and citation links on a
heterogeneous patent network for citation recommendation. This network is
comprised of multi-typed objects including patent textual contents and patent
contexts such as patent classifications, assignees, and inventors. The patents in
the network are related if one patent is citing another patent or if they share
bibliographical attributes. They used a supervised ranking algorithm, RankSVM,
to provide a rank list of citations for a query patent application. According to
their experiments, the citation information is useful and increases the accuracy
of the system while the textual similarity-based approach increases the recall
performance.

Other related work [109] identifies competitors of a given company by learn-
ing across multiple heterogeneous networks. They studied competitive relation-
ship patterns on a company network, derived from a patent dataset and aug-
mented by social networking information extracted from Twitter. They used
topic modeling and built the topic model of each company, associating each
company to a topic distribution. Their intuition is that entities with similar topic
distributions are more likely to be competitors. They modeled the competitive
relationship as a latent topic and used a factor graph model to infer the compet-
itive label of each relationship among companies on the network. Experimental
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results showed that their model was able to extract complementary competi-
tion patterns over these two sources, namely, the patent data set and the social
network of Twitter.

2.6.4 Evaluation Metrics for Patent Retrieval

As mentioned earlier, in the beginning of Section 2.6, prior art search is a recall
oriented application. In [68], Magdy and Jones showed that Mean Average
Precision (MAP) can be a misleading metric for evaluating the performance of
patent prior art search because of its inherent characteristic of favoring precision
over recall. To address this problem, the authors proposed a metric called Patent
Retrieval Evaluation Score (PRES) which takes into account the system recall
and the user’s search effort. We will use this metric for evaluating the retrieval
effectiveness of our proposed methods later on throughout this thesis. Therefore,
we explain this metric in detail in this section.

PRES is a modification over one of the well known IR evaluation metric called
Normalized recall (Rnorm) [89, 101]. Rnorm measures the effectiveness in ranking
documents relative to the best and worst ranking case, where the best ranking
case is the retrieval of all relevant documents at the top of the list, and the worst
case is the retrieval of all relevant documents only after retrieving the full collec-
tion. Rnorm is calculated as the area between the actual and worst cases divided
by the area between the best and worst cases. Normalized recall is greater when
relevant documents are retrieved earlier in the rank list thus it can be seen as a
good representative measure for recall-oriented applications. However, the dis-
advantage of normalized recall is related to the fact that it requires ranking the
full collection which will not be feasible for very large collections.

In order to address this problem, authors [68] proposed a modification for
the calculation of Rnorm. They suggested an approximation of the worst case
scenario by considering any relevant document not retrieved in the top Nmax

to be ranked at the end of the collection. The new assumption for the worst
case scenario is to retrieve all the relevant documents just after the maximum
number of documents to be checked by the user, denoted by Nmax. PRES uses
this new assumption for the worst case scenario. The following equation shows
how PRES is calculated.

PRES= 1−

∑

ri

n
− n+1

2

Nmax
(2.9)

where Nmax is the number of documents to be checked by the user (cut-off value),
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n is the number of relevant documents, and
∑

ri is the summation of ranks of
relevant documents, which is shown in the following equation:

∑

ri =
nR
∑

i=1

ri + nR(Nmax+ n)−
nR(nR− 1)

2
(2.10)

where R denotes the recall value defined as the number of relevant and retrieved
documents in the first Nmax documents.

2.7 Conclusions

This chapter reviewed the past work in IR and in patent information retrieval,
in particular. This chapter provided background on patent query estimation and
evaluation metrics related to patent prior art search. After reviewing different
approaches related to patent information retrieval, we think some aspects of
patent information retrieval require further research. We think one of the as-
pects that needs to be studied further is related to the way the textual sections
of a query patent are used for query estimation. We also think proximity infor-
mation in the form of phrases or in the form of vicinity of expansion terms from
query terms can help improve the retrieval effectiveness. Besides this, other
metadata associated with patent documents such as classification tags, citation
links, and temporal features can be used to address the term mismatch prob-
lem. It is worth investigating whether these resources provide complementary
vocabulary to each other and if utilizing these sources can help improve retrieval
performance in patent information retrieval. We pursue our research following
these directions. We discuss the methods and models developed from our con-
siderations of these topics in the following chapters of this thesis. In the next
chapter we discuss the experimental methodology that we will follow in the rest
of this thesis.
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Experimental Setup

“The only source of knowledge is experience.”
– Albert Einstein

3.1 Introduction

In this chapter we describe the evaluation methodology employed in IR in gen-
eral and in patent prior art search in particular to evaluate retrieval effective-
ness. In order to evaluate the effectiveness of an information retrieval method
in a standard setting, it is necessary to have a benchmark dataset. This dataset is
composed of a document collection, a test set of query topics, and a correspond-
ing set of relevance judgements to each query. The second component necessary
in evaluating the effectiveness of an IR system is an evaluation measure.

This chapter is organized as follows: we first explain the benchmark dataset
in Section 3.2 and we describe the test collections that will be used in later
experiments. We then discuss the evaluation metrics used for evaluating the
performance of the methods proposed in this thesis in Section 3.3. The notions
introduced in this chapter will be used in various places throughout this thesis.

3.2 Benchmark Dataset

In this section we present a detailed description of document collections, a test
set of queries/topics and a set of relevance judgements/assessments.

31
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3.2.1 Test Collections

We conducted our experiments using datasets from two years of the CLEF Intel-
lectual Property (CLEF-IP) task, namely CLEF-IP 2010 and CLEF-IP 2011 datasets.
CLEF-IP documents are presented in XML format with annotations about differ-
ent textual fields and metadata such as inventors, assignees, and priority dates.
These documents are obtained from European Patent Office and have mixed con-
tent in English, German and French. Table 3.1 reports the number of documents
and queries of CLEF-IP test collections.

Table 3.1. Specifications of test collections.

Collection Name CLEF-IP 2010 CLEF-IP 2011
# documents 2.6 Millions 3 Millions
# queries in the test set 1348 1351

The Terrier toolkit1 is used to index the collection. Terrier is an information
retrieval system written in Java which implements the state-of-the-art indexing
and retrieval functionalities, and is developed at the School of Computing Sci-
ence, at University of Glasgow.

During the indexing, we used the default stemming method (Porter stemmer)
and the default stop-word list of Terrier. We worked with the English subset of
both collections. We considered the textual fields of entire patent documents
while indexing. We then removed patent-specific stop-words such as “device”
and “method”. The list of patent specific stop-words is built as follows. We cal-
culated document frequencies for each term in the collection. We then selected
terms with top 10% highest document frequency and considered them as patent
specific stop-words. The threshold value of 10% is experimentally set. In addi-
tion to that, we removed all the formulas and numeric references to improve the
retrieval effectiveness.

Each patent document in the dataset has different kind-codes (versions)
which are used to denote its level of publication (e.g., first publication, sec-
ond publication, or corrected publication). We merged the documents related
to the same patent by taking each field from the latest publication and created a
virtual document according to the guidelines2.

1Available at http://ir.dcs.gla.ac.uk/terrier/
2Available at http://www.ifs.tuwien.ac.at/~clef-ip/download/2009/topics/

finalset/CLEFIP09_TopicGuidelines.pdf

http://ir.dcs.gla.ac.uk/terrier/
http://www.ifs.tuwien.ac.at/~clef-ip/download/2009/topics/finalset/CLEFIP09_TopicGuidelines.pdf
http://www.ifs.tuwien.ac.at/~clef-ip/download/2009/topics/finalset/CLEFIP09_TopicGuidelines.pdf
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3.2.2 Test sets

In the training and test sets of the CLEF-IP data sets, a topic is represented by a
full patent application rather than a keyword query as used in standard adhoc
IR, hereafter referred to as a query patent. An example is shown in Figure 3.1.

<topic>
<num>PACt-1</num>
<narr>Find all patents in the collection that potentially invalidate
patent application EP-1752549-A1.</narr>
<file>PACt-1_EP-1752549-A1.xml</file>
</topic>

Figure 3.1. A query topic selected from the training set of CLEF-IP 2010.

A query patent is a structured document which is composed of the following
fields: title, abstract, description, and claims. The claims field comprises of mul-
tiple claims that are numbered. A claim which does not refer to any other claim
is called an independent claim while others are called dependent claims [64]. The
independent items in the claims field of the patent comprise the kernel of the
technical innovation of the patent. Among the claims the most important one is
the first independent claim (the first item in the claims), which represents the
essence of the technology of the patent document. The other parts of the patent
document illustrate the reason, background, implementation and advantages, of
the invention being described [65].

An example of a patent application is shown in Figure 3.2. According to
this example, claim 1 is an independent claim while claims 2-5 are dependent
claims.

One metadata field associated with patent documents is the International
Patent Classification (IPC). The IPC system is mainly designed to help clas-
sify patent documents. It provides a hierarchical categorization over different
technological fields such as computer science, electronics, mechanics, and bio-
chemistry. These IPC classes can be seen as conceptual tags assigned to the
patent documents. They categorize the content of a patent document and de-
scribe the field of technology that a patent document belongs to. Note that in
general there are about 70,000 classes in the most fine grained level of the IPC
hierarchy3. Table 3.2 shows some statistics about IPC classes in the CLEF-IP test

3According to http://www.wipo.int/classifications/ipc/en/general/statistics.

html

http://www.wipo.int/classifications/ipc/en/general/statistics.html
http://www.wipo.int/classifications/ipc/en/general/statistics.html
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Application Number EP-1832953-A2
Title Method and apparatus for managing a peer-to-peer collaboration system
IPC Classes G06F1/00, G06F15/00, G06F21/00, G06F21/24, H04L29/06, H04L29/08

Abstract
Users and devices in a peer-to-peer collaboration system can join a management domain in
which members are administered as a group by a centralized management server operated
by an enterprise. In response to a administrator request to join the management domain, the
user downloads an injectible identity file containing a definition of the managed user/device
into the user system. The user then joins the managed domain by associating the injected
identity with their actual identity. Once a user or device is part of a management domain,
that user or device receives license rights and policy restrictions that are associated with
the domain. In return, the management server interacts with the individual peer-to-peer
collaboration systems to enable the enterprise to monitor the enterprise to monitor the
usage of, and control the behavior of, that specific identity within the peer-to-peer
collaboration system.

Description
This invention relates to peer-to-peer collaboration systems and, in particular to methods
and apparatus for gathering usage statistics for managing such systems. New collaboration
models have been developed which operate in a “peer-to-peer” fashion without the
intervention of a central authority. One of these latter models is built upon direct connections
between users in a shared private “space”. In accordance with this model, users can be
invited into, enter and leave a shared space during an ongoing collaboration session
between other users. Each user has an application program called an “activity”, which is
operable in his or her personal computer system, communication appliance or other
network-capable device which generates a shared “space” in that user’s computer. The
activity responds to user interactions within the shared space by generating data change
requests, called “deltas”. The activity also has a data-change engine component that
maintains a local data copy and performs the changes to the data requested by the deltas.
The deltas are distributed from one user to another over a network, such as the Internet,
by a dynamics manager component. When the deltas are received by another user activity in
the shared space, the local data copy maintained by that activity is also updated...

Claims
1. A method for managing a peer-to-peer collaboration system in which users having
identities are directly connected to each other in a shared private space by client software
operating in devices and wherein the users communicate with a management server using the
client software, the method comprising: (a) sending a request from the management server
to the user to become a managed entity; (b) downloading from the management server to the client
software a definition file containing a definition of the managed entity; and
(c) associating information in the definition file with user identities and device in the client
software in order to create a managed entity.
2. The method of claim 1 wherein the managed entity is a managed user and the
definition information file is an injectible identity file.
3. The method of claim 1 wherein the managed entity is a managed device and the
definition information file is a device information file.
4. The method of claim 3 wherein the device information file is a Windows REG file.
5. The method of claim 1 further comprising:
(d) sending at least one license file from the management server to the managed user; and
(e) in response to information in the license file, enabling at least one function in the client software....

Figure 3.2. An example query topic in CLEF-IP 2011 test set (an excerpt)
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collections. Table 3.3 represents more fine grained information about the field
of technology of test topics. As shown in Table 3.3, IPC divides technology into
eight sections.

Table 3.2. IPC classes in CLEF-IP collections.

Collection Name CLEF-IP 2010 CLEF-IP 2011
# distinct IPC classes 62183 63495
Avg # IPC classes per document 3.4 3.9

Table 3.3. IPC section distribution over English test set of CLEF-IP 2010 and
CLEF-IP 2011.

Category Description
# of topics in # of topics in
CLEF-IP 2010 CLEF-IP 2011

A Human Necessities 154 250
B Performing Operations and Transporting 307 213
C Chemistry and Metallurgy 255 150
D Textiles and Papers 10 23
E Fixed Constructions 7 18
F Mechanical Engineering, Heating, Weapons, and Blasting 90 143
G Physics 289 263
H Electricity 236 291

total number of queries 1348 1351

3.2.3 Assessment

IR evaluation requires ground truth data to evaluate the performance of retrieval
systems. The common procedure is to collect manual assessment from voluntary
assessors for all evaluation topics. However, this approach is labor-intensive
and finding voluntary assessors is not easy. Finding voluntary assessors is even
more difficult in patent prior art search as expert knowledge is required. An
alternative assessment approach is to use patent citations which provide partial
ground truth and are easily accessible [90]. The organizers of CLEF-IP used this
approach and built the query relevance judgements (qrels) for the CLEF-IP test
collection from citations.

Citations are extracted from several sources:

• Disclosed by applicant: some patent offices (e.g. United States Patents
and Trademark Office (USPTO)) require applicants to disclose all known
relevant publications when applying for a patent.
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• Patent examiner search report: each patent examiner does a prior art
search to judge the novelty of a patent application.

• Opposition procedure: this happens when a company monitors granted
patents by its competitors and files an opposition procedure to claim that
a granted patent belonging to its competitor is not actually novel.

Figure 3.3 shows the list of qrels for a topic selected from the training set of
CLEF-IP 2010. Scale of relevancy denotes the source of the extracted citations.
The scale of relevancy 1 denotes that the citation is either disclosed by the patent
applicant or mentioned in the search report (provided by the patent examiner).
Relevance scale 2 indicates that the citation is obtained through an opposition
procedure.

Topic number Relevant document Scale of relevancy
PACt-1 EP-1473371-B1 1
PACt-1 EP-1473371-A3 1
PACt-1 EP-1473371-A2 2
PACt-1 EP-1356126-B1 2
PACt-1 EP-1356126-A2 1
PACt-1 EP-0484904-B1 1
PACt-1 EP-0484904-A3 1

Figure 3.3. The relevance judgements for the query topic “PACt-1” selected
from the training set of CLEF-IP 2010.

3.3 Evaluation

We now explain some of the common metrics in IR that are used to evaluate
the performance of IR systems. Using these metrics allows us to compare the
performance of our methods with the state of the art patent retrieval systems.

Precision. The fraction of retrieved documents in response to a query that are
relevant [24].

Precision=
{relevant documents}

⋂

{retrieved documents}

{retrieved documents}
(3.1)



37 3.3 Evaluation

Recall. The fraction of relevant documents available in response to a query that
are actually retrieved [24].

Recal l =
{relevant documents}

⋂

{retrieved documents}

{relevant documents}
(3.2)

Average Precision (AP). The Precision score is calculated at each position in the
rank list where a relevant document is retrieved, and then these precision scores
are averaged [15].

APi =
1

|Ri|

∑

r∈Ri

P@rank(qi, r) (3.3)

where APi denotes the average precision for the ith query, R denotes a ranked
list, r denotes a relevant document, and P denotes the precision.

Mean Average Precision (MAP). MAP is the mean of APi over all topics in topic
set Q.

MAP =

∑Q
q=1 AP(q)

Q
(3.4)

this averaging over all the queries in the test set is performed to allow the re-
porting of the performance of a retrieval system over the full test set.

PRES. Patent Retrieval Evaluation Score (PRES) [68] combines recall and the
user’s search effort in one single score. PRES metric is specially designed for
recall-oriented applications such as patent retrieval. We previously explained
this metric, please find more detailed information in Section 2.6.4.

We used the relevance judgement of the test topics in English provided by
CLEF-IP for evaluation purposes.

3.3.1 Best Official Results of CLEF-IP Challenge

Table 3.4 shows the performance of the best official results of CLEF-IP 2010 and
CLEF-IP 2011 [82, 83] on the English subset of the test set. We will compare our
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methods with these approaches throughout the thesis. We took the best official
results of CLEF-IP 2010 from the evaluation report4.

For CLEF-IP 2011 we took the best official results from the evaluation sum-
mary released to participants. Note that PRES values were not reported for the
best results of CLEF-IP 2011.

Table 3.4. The performance of the best official results on English Test Set.

Official best results of CLEF-IP 2010
Method Run description MAP recall PRES
humb rank 1 0.2264 0.6946 0.6149
dcu rank 2 0.1807 0.6160 0.5167

Official best results of CLEF-IP 2011
Method Run description MAP recall PRES
nijm rank 1 0.0582 0.6303 NA
hyder rank 2 0.0593 0.5713 NA

3.3.2 Statistical Significance

In the remainder of this thesis, in our experiments, we compare the proposed
models with some baseline systems or we compare two different versions of
a single model. In order to check for statistical significant difference between
the two runs, we use the randomization (permutation) test with a confidence
level of 0.05. This test has been shown to be more reliable than Wilcoxon and
t-test [94].

3.4 Conclusions

In this chapter we introduced the evaluation methodology including the CLEF-
IP 2010 and CLEF-IP 2011 test collections, the set of training and test queries,
relevance assessments, evaluation metrics, and significance tests.

CLEF-IP test collections are standard benchmark collections for patent re-
trieval. A topic in the CLEF-IP test set is a full patent application instead of a
keyword query.

4http://www.ifs.tuwien.ac.at/ clef-ip/pubs/CLEF-IP-2010-IRF-TR-2010-00003.pdf
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The evaluation methodology described in this chapter will be used for eval-
uating the retrieval effectiveness of our proposed methods in the next chapters
of this thesis.
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Query Reduction

“A little knowledge that acts is worth infinitely more than much
knowledge that is idle.”

– Kahlil Gibran

4.1 Introduction

A query patent is a full patent application composed of hundreds of terms which
does not represent a single focused information need. Our goal is to reduce the
query patent and select representative terms to form an effective query. In this
context, query A is more effective than query B if it can better distinguish rele-
vant patents from non relevant patents. The effectiveness of a query is evaluated
according to the performance of the final rank list. We implemented three differ-
ent approaches to estimate the query model of a patent document. The first two
approaches are based on weighted log-likelihood [75], and the third approach is
based on Parsimonious language modeling [51]. The goal of these approaches
is to select the most informative terms for representing the topic of the query
patent. These approaches will be discussed in more detail in this chapter.

We utilize the structural information of a patent document in our model by
estimating a query model for each field separately. A patent document in the
CLEF-IP 2010 collection contains the following fields: the title (ttl), the abstract
(abs), the description (desc), and the claims (clm). Our aim is to investigate and
compare the quality of extracted terms according to the query model of each
field. In an attempt to take into account the full structure of the document, we
also explore merging rank lists generated from different fields.

41



42 4.2 System Architecture

Index&
EN&

Retrieval&
Method&

Genera4ng&
Query&Model&

Intermediate&
Results&

Patent&
Document&

IPC&
Filtering&

Final&Rank&
List&

(1000)&

Select&Top&
Terms&

&q1, ..., qk

I.&

2.& 3.& 4.& 5.&

6.&

Figure 4.1. Overall architecture of the proposed system.

4.2 System Architecture

Figure 4.1 shows the overall architecture of our retrieval system for prior art
search. In the first step we estimate a query model from the query patent doc-
ument. In the second step we formulate a query by selecting the top k terms
from the query model. Next, we retrieve documents relevant to the query using
a retrieval method (step 3) and return an intermediate rank list (step 4). We
filter this rank list by excluding documents which do not have any IPC class in
common with the query patent document (step 5) and generate a final rank list
(step 6).
In the next sections we focus on the query reduction problem and propose three

methods for query model estimation.

4.3 Query Model based on Weighted Log-Likelihood

In our first approach we build a query model (denoted θQ f
) for the field f of the

patent document, where f belongs to {title, abstract, description, claims}. We
estimate the query model θQ f

by calculating the relative frequencies for terms in
the field f of the query document. To create a better representation, we smooth
the θQ f

estimate with the topic model of the relevant cluster of documents. This
cluster consists of documents with at least one IPC class in common with the
query document (denoted RIPC). The intuition is that patent documents with
similar IPC classes have similar topics [42]. This smoothing of the parameters
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away from their maximum likelihood estimates helps us to exploit the knowl-
edge embedded in the IPC hierarchy. Because of the smoothing, non zero proba-
bilities are assigned to words which are associated with the topic of a document
and are not mentioned in the document itself. This can be seen as expanding
the document model with the IPC metadata. The query model θQ f

is estimated
as follows:

P(w|θQ f
) = λ

f (w,Q f )

|Q f |
+
(1−λ)

N

∑

d∈RIPC

f (w, D f )

|D f |
(4.1)

where f (w,Q f ) denotes the term frequency of the word w in the field f of
the patent document, |Q f | is the length of the field f of the patent document,
N denotes the size of the relevant cluster RIPC, and λ denotes the smoothing
parameter. In order to estimate a query model for the patent in question, it is
necessary to highlight words from the term distribution of θQ f

which are rare
in the collection. To this end, we weight term probabilities in θQ f

using the
following formula:

P(w|LLQM f ) = Zw P(w|θQ f
) log

P(w|θQ f
)

P(w|θC f
)

(4.2)

where P(w|θC f
) shows the probability of a word in the collection and is esti-

mated as follows:

P(w|θC f
) =

f (w, C f )
∑

D∈C |D f |
(4.3)

where f (w, C f ) denotes the collection term frequency for the field f of the query
patent and Zw =

1
∑

w∈V P(w|θQ f
) log

P(w|θQ f
)

P(w|θCf
)

is a normalization factor. What we have

in the denominator is the Kullback-Leibler divergence between P(w|θQ f
) and

P(w|θC f
), as it is summed over all the terms in the vocabulary. Thus, the nor-

malization factor can be written as Zw =
1

DKL(P(w|θQ f
)||P(w|θCf

))
. We refer to this

model as the Log-Likelihood Query Model (LLQM f ). This model is similar to the
approach introduced in [75].

This measure quantifies the similarity of the query document with the topical
model of relevance and the dissimilarity between the query document and the
collection model. Terms with high divergence are good indicators of the patent
document and show the specific terminology of the patent document.
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4.4 Cluster-based Query Modeling

In the second approach, we attempt to incorporate the knowledge of the hier-
archical classifications of IPC 1 into our model. We estimate a slightly different
formulation of the query model, referred to as Cluster Based Query Modeling
(CBQM f ), by weighting term probabilities in θQ f

by their relative information
in the cluster language model θCl f

and the collection language model θC f
. This

model assigns a high score to query terms which are similar to the cluster lan-
guage model but dissimilar to the collection language model. We base this esti-
mate on the divergence between θQ f

and the cluster language model, measuring
this divergence by determining the log-likelihood ratio between θQ f

and θCl f
, di-

vided by θC f
. This formulation gives another way of estimating the query model

based on the relevant cluster derived from IPC classes:

P(w|CBQM f ) = Zw P(w|θQ f
) log

P(w|θCl f
)

P(w|θC f
)

(4.4)

4.5 Parsimonious Query Modeling

In our third approach we estimate a query model that differentiates the language
used by the query patent from the collection model. Following the work of Hiem-
stra et al. [51], we estimate the topic of the query patent using parsimonious
language modeling, by concentrating the probability mass on terms that are in-
dicative of the topic of the query patent but are dissimilar from the collection
model. We use the Expectation-Maximization (EM) algorithm for estimating the
query model of different fields of a patent document. The Parsimonious Query
Model (PQM f ) is estimated according to the following iterative algorithm:

E-step:

ew = f (w,Q f )
λP(w|PQM f )

(1−λ) P(w|C f ) +λ P(w|PQM f )
(4.5)

M-step:

P(w|PQM f ) =
ew

∑

w ew
, i.e. normalize the model (4.6)

1Available at http://www.wipo.int/classifications/ipc/en/general/preface.html

http://www.wipo.int/classifications/ipc/en/general/preface.html
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where P(w|C f ) is the maximum likelihood estimate for the collection and is
calculated according to Equation 4.3. The initial value for P(w|PQM f ) is based
on the maximum likelihood estimate for the query as in Equation 4.1, skipping
the smoothing step. The advantage of this estimation model is that it discards
field-specific stop-words automatically. This is because we estimate the query
model for each field separately. For example, for the abstract field the set of
words “system”, “device”, “apparatus”, and “invention” are identified as stop-
words.

4.6 Experiments

The proposed models have two parameters: the field f of query patent used for
building the query model, and the query length parameter k which denotes the
maximum number of selected terms to be used. In the rest of this section we
study the effect of these parameters on the effectiveness of the final rank lists.
We carried out our experiments with BM25 retrieval function and the smoothing
parameter λ in LLQM f and PQM f was experimentally set to 0.9.

4.6.1 Effect of Query Length and Field

Tables 4.1 – 4.4 show the results of our experiments with the query estimation
approaches introduced previously. To study the effect of the query length we
vary the number of query terms selected from different fields of the query docu-
ment. Results are reported over the training set of CLEF-IP 2010. Note that the
query model is built for each field separately. However, in the retrieval step, all
the fields of the patent documents are considered for similarity score calculation.
In other words, the query model built from field f is applied on all the fields of
the patent documents. In the tables, for the sake of readability, the field f used
for query estimation is denoted within parentheses.

The results of all four tables show that increasing the query length improves
the evaluation scores. However, when the query length exceeds some limit,
adding more candidate query terms does not further improve the performance.
This is true for all the three query estimation methods. Based on these exper-
iments we limit the length of the generated queries from description, claims,
abstract, and title to 100, 100, 50, 10, respectively.

Table 4.5 reports the performance of the three term selection techniques on
the training set over different fields, using the optimized query length. Further-
more, Table 4.5 shows the effect of merging multiple search results of the differ-
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Table 4.1. Evaluation scores of the different query estimation methods using
the description field on the training set for the English subset.

PQM(desc) 25 50 75 100 125 150
MAP 0.08 0.09 0.09 0.10 0.10 0.09
Recall 0.56 0.57 0.59 0.59 0.58 0.57

CBQM(desc) 25 50 75 100 125 150
MAP 0.08 0.09 0.10 0.11 0.10 0.09
Recall 0.58 0.59 0.60 0.60 0.59 0.59

LLQM(desc) 25 50 75 100 125 150
MAP 0.08 0.08 0.11 0.12 0.12 0.11
Recall 0.59 0.62 0.62 0.63 0.61 0.60

Table 4.2. Evaluation scores of the different query estimation methods using
the claims field on the training set for the English subset.

PQM(clm) 25 50 75 100 125 150
MAP 0.04 0.05 0.06 0.07 0.07 0.07
Recall 0.48 0.50 0.52 0.54 0.53 0.52

CBQM(clm) 25 50 75 100 125 150
MAP 0.05 0.06 0.06 0.07 0.06 0.06
Recall 0.49 0.52 0.53 0.56 0.54 0.52

LLQM(clm) 25 50 75 100 125 150
MAP 0.06 0.08 0.10 0.10 0.09 0.09
Recall 0.51 0.53 0.56 0.57 0.56 0.55

ent algorithms using CombSUM and CombMNZ [93]. The CombSUM combina-
tion method calculates the sum of the set of relative ranks, or similarity values,
retrieved by multiple search runs. CombMNZ, performs similar to CombSUM by
calculating the average of the set of similarity values and it also provides higher
weights to documents retrieved by multiple retrieval methods.

Experiments show that extracting terms from the description field has the
best performance over all other fields. The reason for this can be related to
the technical language used in description as opposed to the legal jargon which
is the characteristic of the claims field. We believe the short length of titles is



47 4.6 Experiments

Table 4.3. Evaluation scores of the different query estimation methods using
the abstract field on the training set for the English subset.

PQM(abs) 10 20 30 40 50
MAP 0.05 0.05 0.06 0.06 0.07
Recall 0.47 0.48 0.50 0.52 0.54

CBQM(abs) 10 20 30 40 50
MAP 0.05 0.05 0.06 0.06 0.07
Recall 0.48 0.52 0.54 0.56 0.56

LLQM(abs) 10 20 30 40 50
MAP 0.05 0.05 0.06 0.07 0.07
Recall 0.50 0.52 0.54 0.55 0.56

Table 4.4. Evaluation scores of the different query estimation methods using
the title field on the training set for the English subset.

PQM(tit) 5 10
MAP 0.03 0.03
Recall 0.48 0.50

CBQM(tit) 5 10
MAP 0.04 0.04
Recall 0.52 0.53

LLQM(tit) 5 10
MAP 0.04 0.05
Recall 0.52 0.53
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the reason why selecting terms from them performs poorly when compared to
other fields. Prior work [108] suggests that both the abstract and description
use technical terminology, but our results show that using the abstract field is
less effective. Further investigation is needed to understand why query terms
extracted from the abstract field are not as effective as those extracted from the
description.

Another observation is that LLQM f outperforms CBQM f and PQM f in terms
of both MAP and recall. The reason that CBQM f performed slightly worse than
LLQM f , is perhaps due to the fact that in CBQM f we consider all documents that
have IPC classes in common with the query as feedback documents. This cluster
of relevant documents is very big, therefore we lose the specific terms which are
representative of the topic of the query document.

Our attempt to merge results of different fields using CombSUM and CombMNZ
did not improve the performance over the best setting. Since similar results were
found when building a single query by combining the selected query terms from
different fields, we did not report the results.

4.6.2 Comparison with the CLEF-IP 2010 participants

We fix our two parameters for the estimation method of the query model, namely
the query length and the query field, to the values which have been shown to
achieve the best performance on the training set. Now we present our results
with this setting on the test set. Our results on the training set show that LLQM f

and CBQM f perform better than PQM f . Thus we only present the results of
these two approaches on the test set. If we would have submitted the results of
LLQM f , it would have been positioned among the top-3 for the prior art task in
terms of recall and PRES. In terms of MAP it would have been placed at rank 4,
while CBQM f would have been placed two ranks below LLQM f .

Table 4.6 shows our position with respect to other CLEF-IP 2010 participants
according to the official results on the English subset of the test set2. In our
approaches, we did not look into citations proposed by applicants. Among the
top ranked participants, only two other approaches, that is dcu-nc by Magdy and
Jones [70] and spq by Alink et al. [1], were similar to ours in this respect. Our
two approaches are shown in bold face.

Although previous work mainly uses claims for query formulation [58, 95],
our results suggest that building queries from the description field can be more
useful. This result is in agreement with [108], in which query generation for

2http://www.ifs.tuwien.ac.at/∼clef-ip/pubs/CLEF-IP-2010-IRF-TR-2010-00003.pdf
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Table 4.5. Comparison of performance of the different query estimation meth-
ods using the different fields of a patent document.

Run MAP Recall
PQM(tit) 0.03 0.50
PQM(abs) 0.07 0.54
PQM(desc) 0.10 0.59
PQM(clm) 0.07 0.54
CombSUM(all) 0.05 0.55
CombMNZ(all) 0.04 0.54
CBQM(tit) 0.04 0.53
CBQM(abs) 0.07 0.56
CBQM(desc) 0.11 0.60
CBQM(clm) 0.07 0.56
CombSUM(all) 0.09 0.57
CombMNZ(all) 0.07 0.56
LLQM(tit) 0.05 0.53
LLQM(abs) 0.07 0.56
LLQM(desc) 0.12 0.63
LLQM(clm) 0.10 0.57
CombSUM(all) 0.09 0.57
CombMNZ(all) 0.08 0.56

Table 4.6. Prior art results for best runs in CLEF-IP 2010, ranked by PRES,
using the large topic set for the English subset.

Run MAP Recall PRES
humb[63] 0.2264 0.6946 0.6149
dcu-wc[70] 0.1807 0.616 0.5167
LLQM 0.124 0.60 0.485
dcu-nc[70] 0.1386 0.5886 0.483
CBQM 0.124 0.589 0.477
spq[1] 0.1108 0.5762 0.4626
bibtem[98] 0.1226 0.4869 0.3187
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Field MAP Recall PRES Retrieval Method
Description 0.136 0.621 0.537 BM25
Claims 0.129 0.607 0.514 LM
Entire Patent 0.130 0.611 0.515 LM

Table 4.7. Results of CLEF-IP 2010 extracted from different fields.

US patents were explored, and the “background summary” field was shown to
be the best source for extracting terms. Since the background summary in US
patents uses a technical terminology for explaining the invention, it is considered
equivalent to the description field in European patents.

4.6.3 Removing Patent Specific Stop-words

By removing patent specific stopwords, as explained in Section 3.2.1, we im-
proved the performance of the system. The obtained results are presented in
Table 4.7. These results are obtained using LLQM as query estimation model.
These query models generated from different fields of the query patent will be
used in the next chapters.

4.7 Conclusions

Prior art task is one of the most performed search tasks in the patent domain.
The information need in this task is presented by a query document (a patent
application). Therefore, converting the document into effective search queries
is the necessary step for finding relevant documents.

In this work, we presented three query modeling methods for estimating the
topic of the patent application. We integrate the structural information of a
patent document and the IPC classification (for filtering) into our model. Our
results suggest that the “description” is the best field for extracting terms for
estimating query models and LLQM is the best query estimation model among
the three.

Based on our experiments, combining different fields while estimating the
query model or merging the results afterwards, achieves lower performance
compared to that of the “description”. In the next section we study the advan-
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tage of using noun phrases for query expansion and other metadata associated
with the query patent to improve the query model
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5

Query Quality Prediction

“Absence of evidence is not evidence of absence.”
– Carl Sagan

5.1 Introduction

In the previous chapter we presented an investigation into patent prior art search
aimed at achieving maximum retrieval effectiveness when the user submits a
full patent document as a query. To provide such functionality, we propose tech-
niques to process patent documents and extract terms and key phrases in order
to form a query to retrieve relevant documents from the patent corpus. The
technique proposed in the previous chapter extracts single terms from the query
patent using the KL-divergence between the query patent and the collection. In
this chapter, we extend the previous approach by extracting key phrases with
similar semantics to the query patent. Such phrases will be used to expand and
disambiguate the initial uni-gram query, (estimated in Chapter 4). We then ex-
pand the original query using noun phrases and retrieve relevant documents
from the patent corpus. We use both corpus statistics and linguistic heuristics
for finding meaningful phrases. These two approaches are complementary to
each other: the first approach extracts generic terms, favoring recall, while the
second aims at finding a clear focus for the query by providing more specific
phrases, thus increasing precision.

This chapter is organized as follows: we start by explaining our motivation
to use noun phrases and to perform selective query expansion in Section 5.2.
Then, we estimate different uni-gram query models in Section 5.3. We identify
the set of all candidate key phrases for the query document d in Section 5.4. We
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evaluate the significance of each candidate phrase by assigning a score between
0 and 1 to each phrase as shown in Section 5.5. We predict the effectiveness
of the noun phrases in Section 5.6 and select the effective phrases to construct
an expanded query. In the evaluation section (Section 5.7), we compare the
quality of the expanded query to the uni-gram query by reporting the document
retrieval results. Finally, Section 5.8 concludes the chapter.

5.2 Using Noun Phrases for Query Expansion

Our motivation to use noun phrases is originated by the fact that often techni-
cal terms in English are represented with more than one word. Mostly noun
phrases are used, where a general word is modified by more specific words, for
describing the topic of the invention – such as in “gambling or entertainment
machine”.

Our goal is to refine the original query by expanding it with selected key con-
cepts (i.e., bi-grams or phrases) from the query patent using the global analysis
of the patent collection. After performing the expansion for all the queries in
the topic set and evaluating the mean average precision (MAP) over the topic
set, we observed that the performance of the expanded rank list (using noun
phrases) is not statistically different from the unexpanded rank list (using single
terms (uni-grams)). After performing failure analysis on a per query basis, we
detected a large variation in performance for different queries. We found that
while indeed the expanded rank list improves the quality of results for many
queries considerably, the quality of results is poor for some other queries. One
of the reasons explaining the low retrieval performance is attributed to the top-
ics for which the main aspect of the query is not considered during expansion. In
such cases, only important concepts describing the partial aspects of the query
are extracted. This observation shows that expansion using noun phrases was
not consistently beneficial for all queries. This suggests that the decision about
query expansion using concepts should be taken in a query dependent way.

In this chapter, we propose a method for distinguishing between queries and
deciding when to selectively use the result of a refinement technique that is
likely to improve the retrieval performance. Our goal is to find queries that have
highly positive changes in query performance using refinement. To this end,
we use query performance predictors (pre and post-retrieval) [4, 26, 48, 104]
and patent-specific features in order to find highly performing queries in the
expanded retrieval rank list. In order to decide when to use the result of the
expanded list, we rely on a machine learning approach that tries to predict which
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one of the two competing approaches will offer the best result for a given query.
This prediction is performed in a selective query refinement framework [4,

27, 47, 49, 111]. It is necessary for us to build a robust patent retrieval system
which can be used in an operational setting. We aim at quantifying the perfor-
mance of the queries in order to build a robust system which can invoke different
retrieval strategies in a query dependent way according to the estimated perfor-
mance of a query. To the best of our knowledge no previous work has used the
query performance predictors in the patent domain.

In this chapter we explore extracting concepts which explicitly occur in the
query patent itself. We also study extracting important concepts associated with
the underlying information need of the query patent by building a relevance
model through the process of query expansion: 1) via pseudo relevance feed-
back; 2) using sample relevant documents.

5.3 Establishing a Uni-gram Baseline

In this section we estimate the query model for a query patent in a language
modeling framework. This estimation enables us to identify the importance of
terms and assign weights to them accordingly. By modeling the term distribution
of the query patent we get a detailed representation of the query patent which
allows us to expand the query, and to refine the query model by considering
relationships between terms. This approach is used to bridge the vocabulary gap
between the underlying information need of the query patent and the collection.

In this section, we first describe how we create a language model ΘQ for
the query patent. We use the maximum likelihood estimate smoothed by the
background language model, as expressed in Equation 5.1 to avoid sparseness
issues.

P(t|ΘQ) = (1−λ) · PML(t|D) +λ · PML(t|C) (5.1)

where maximum likelihood estimate PML is calculated as follows:

PML(t|D) =
n(t, D)

∑

t ′ n(t
′, D)

(5.2)

We introduce a uni-gram query model by estimating the importance of each term
according to a weighted log-likelihood based approach as expressed below:

P(t|Qorig) = Zt P(t|ΘQ) log

�

P(t|ΘQ)
P(t|ΘC)

�

(5.3)
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where Zt = 1/
∑

t∈V P(t|Qorig) is the normalization factor. This approach favors
terms that have high similarity to the document language model ΘQ and low
similarity to the collection language model ΘC . For the rest of this chapter Qorig

serves as our uni-gram baseline. Qorig is equal to LLQM query model which was
calculated in Chapter 4.

In order to model the query patent more precisely we need a source of addi-
tional knowledge about the information need. Patent documents are annotated
with International Patent Classifications1 (IPC). Such classes are language inde-
pendent keywords assigned as metadata to the patent documents. They are cat-
egorizing the content of a patent document and reflecting the field of technology
of a patent. These IPC classes resemble tags assigned to documents (henceforth
referred to as conceptual tags in this chapter).

Our goal is to build a relevance model by employing documents that have at
least one conceptual tag in common with the query topic. Each relevant docu-
ment from this sample is assumed to serve as evidence towards the estimation of
the relevance model. Note that the relevant samples are not part of the relevance
information.

Our approach to construct the relevance model ΘIPC is the following. First,
we estimate the level of relevance of a document D with P(D|ΘIPC). Then the
top-k terms with the highest probability P(t|D) are picked and used to build
ΘIPC. The sample distribution P(t|ΘIPC) is calculated according to Equation 5.4.
This sampling is dependent on the original query patent as it utilizes documents
with similar conceptual tags to the query patent.

P(t|ΘIPC) =
∑

D∈I PC

P(t|D) · P(D|ΘIPC) (5.4)

Now we explain how the level of relevance of a sample document D is estimated.
We can not assume documents in the relevance set have equal importance. The
reason is that documents in the relevance set can be multi-faceted and therefore
not entirely relevant to the information need represented by the query patent.
So we need to assign importance to the documents according to their level of
relevance. We approximate the relevance of a sample document D, denoted by
P(D|ΘIPC), based on the divergence between D and ΘIPC. We measure this diver-
gence by calculating the log-likelihood ratio between D and ΘIPC, normalized by
the collection C as defined below:

1http://www.wipo.int/classifications/ipc/en/
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P(D|ΘIPC)∝ H(ΘD,ΘC)−H(ΘD,ΘIPC)

= ZD

∑

t∈V

P(t|ΘD) log
P(t|ΘIPC)
P(t|ΘC)

where H(ΘD,ΘC) represents the cross entropy between the sample document
D and the collection and H(ΘD,ΘIPC) represents the cross entropy between the
sample document D and the topical model of relevance ΘIPC. We define ZD =
1/
∑

D∈I PC P(D|ΘIPC) as a document-specific normalization factor. This approach
assigns higher scores to documents which contain specific terminology and are
more similar to ΘIPC and less similar to the language model of the collection ΘC .
ΘIPC is similar to CBQM query model calculated in Chapter 4. For estimating the
term importance P(t|D) in Equation 5.4, we consider the smoothed maximum
likelihood estimate of a term to avoid sparseness issues as shown in Equation 5.1.

We then mix the estimated relevance model using the conceptual tags and
the original query in order to build an expanded query. To do this, we use a
linear combination as expressed in the following:

P(t|Qex pand) = (1−µ) · P(t|θI PC) +µ · P(t|Qorig) (5.5)

where P(t|Qorig) and P(t|θI PC) show the probability of term t given the original
query model and the estimated relevance model, respectively. We refer to this
expanded query model as EX-RM. The expanded query model EX-RM is similar
to a linear interpolation between LLQM and CBQM query models which were
introduced in Chapter 4.

The performance of different uni-gram query models presented in this sec-
tion is compared to each other in the experimental section. For comparison
purposes, we also show the performance of Pseudo Relevance Feedback (PRF),
as a reference baseline, and we compare this to the query models estimated in
this section. In the experiment section we show that the relevance model con-
structed based on the conceptual tags (EX-RM) outperforms the result of PRF. To
generate a query we pick the top-k terms with higher weights from each query
model.

5.4 Extracting Candidate Key Phrases

We recognized and extracted candidate noun phrases with length at most 5 from
the query patent, by using the Stanford part of speech tagger [100]. The part-of-
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speech tagger assigns part-of-speech tags (e.g., noun (NN), verb (VB), adjective
(JJ), etc.) to each term w in document d. The part-of-speech tagger applies
a pre-trained classifier on w and it’s surrounding terms in d. We consider all
noun phrases as candidate phrases, and compute score sp by extracting all such
phrases from d. We are interested to find ordinary phrases rather than extracting
named entities. Some example noun phrase patterns2 that we used are listed in
Table 5.1.

Table 5.1. Examples of extracted noun phrases and corresponding patterns

Pattern Instance
NN leukocyte
JJ NN miniature column
NN NN blood filtration
JJ JJ NN hydrophobic polymerizable monomer
NN NN NN leukocyte removal performance
JJ NN NN nonwoven polyester fabric
JJ JJ JJ NN protonic neutral hydrophilic part
NN NN NN NN blood transfusion side effect
... ...
NN NN NN NN NN coating leukocyte removal filter material

5.5 Scoring Key Phrases

We used the two methods proposed in [110] for scoring phrases. In the follow-
ing, we briefly revisit the two scoring approaches. The first approach employs
TF/IDF information for evaluating the importance of each phrase, while the sec-
ond calculates a weight for each phrase using mutual information.

5.5.1 Scoring Phrases based on TF/IDF

The first scoring technique assigns a score st(p) to a phrase p which is based
on a linear combination of the total TF/IDF score of all terms in p and the
degree of coherence of p. Coherence quantifies the likelihood of the constituting
terms in forming a single concept and is a measure of the stability of a phrase

2Presented instances belong to query PAC-433 in the topic set.
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in the corpus. Formally, let |p| denote the number of terms in phrase p; we use
w1, w2, ..., w|p| to refer to the actual terms. st(p) is formally defined as:

st(p) =
|p|
∑

i=1

tf .idf(wi) +α · coherence(p) (5.6)

where idf(wi) is the inverse document frequency of wi and α is a tunable pa-
rameter. The first component in st(p) captures the importance of each term in p
by using the TF/IDF value. A rare term that occurs frequently in d is more im-
portant than a common term frequently appearing in d (i.e. with low idf). This
component will reward rare phrases. The second component in st(p) represents
how coherent the phrase p is. The coherence of p is defined as:

coherence(p) =
tf(p) · (1+ log tf(p))

1
|p|
·
∑|p|

i=1 tf(wi)
(5.7)

where tf(p) is the number of times the phrase p appears in the document d.
Equation 5.7 compares the frequency of p with the average tf of its terms. The
additional logarithmic component gives importance to phrases appearing fre-
quently in the input document.

We expand the uni-gram query model with the top-k concepts selected by
the TF/IDF scoring method and refer to it as QM-NP1 in the rest of this chapter.

5.5.2 Scoring Phrases based on Mutual Information

The second scoring technique assigns sm(p) to a phrase p. The score is based on
the mutual information (MI) between the terms of phrase p and the idf values
from the background corpus. sm(p) is a linear combination of idf values of terms
in p, frequency of p, and the point-wise mutual information among them. sm(p)
is formally defined as:

sm(p) =
|p|
∑

i=1

idf(wi) + log
tf(p)

tf(POSp)
+ PMI(p) (5.8)

where tf(p) and tf(POSp) are the number of times p and its part-of-speech tag
sequence POSp appear in d and in its part-of-speech tag sequence POSd , respec-
tively. The first part represents how descriptive each term in phrase p is. The
second part identifies how frequent the phrase p is at the corresponding POS
tag sequence in the document. The third part captures how likely are the terms
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to from a phrase together. Mutual information compares the probability of ob-
serving the constituting terms in phrase p together (the joint probability) with
the probabilities of observing them independently. The PMI(p) for a phrase p is
defined as:

PMI(p) = log(
P(p)

∏|p|
i=1 P(wi)

) (5.9)

where P(wi) and P(p) denote the probability of occurrence of wi and phrase p
respectively at the appropriate part-of-speech tag sequence. They are formally
defined as:

P(p) =
tf(p)

tf(POSp)
, P(wi) =

tf(wi)
tf(POSwi

)
(5.10)

In order to emphasize the importance of occurrence frequency of phrase p in
document d we weight Equation 5.8 by tf(p)

tf(POSp)
as shown below:

s′m(p) =
tf(p)

tf(POSp)
·
� |p|
∑

i=1

idf(wi) + log
tf(p)

tf(POSp)
+ PMI(p)

�

In the rest of this chapter we combine the uni-gram query model from mutual
information-based scoring method and refer to it as QM-NP2. We analyze the
role of the number of selected phrases on the final performance of the system in
the Section 5.7.

5.6 Predicting Noun Phrase effectiveness

Our goal is to predict whether an expanded query using noun phrases will be
more effective for retrieval than an unexpanded query. We evaluate the effec-
tiveness of the expanded query by estimating the change in the average precision
(AP) for each query.

Let AP(Qorig) and AP(Qexpand) be the AP of the original uni-gram query and of
the expanded query using noun phrases, respectively. We measure the perfor-
mance change due to the Qexpand as:

chg(AP,Q) =
AP(Qexpand)− AP(Qorig)

AP(Qorig)
(5.11)

We set a threshold at 10% for this change in AP to distinguish a good expanded
query from a bad one and this indicates an effective noun phrase expansion.
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After identifying a good expanded query according to Equation 5.11, we use this
estimate to decide whether the original query should be expanded or not. We
then perform a selective query expansion (SQE) where we only expand effective
noun phrase queries.

Before trying to estimate the effectiveness of the noun phrase query, it is in-
teresting to know how well SQE will perform if the true effectiveness value is
used. To this end, we use the average precision of Qorig and Qexpand to decide
whether to expand a query or not. We refer to this approach as oraclenp show-
ing the potential upper bound of what can be achieved by combining the two
rank lists based on true effectiveness. Table 5.2 shows the MAP for the top 1000
results with oraclenp in comparison to the original uni-gram query model (base-
line) and the expanded query model using noun phrases (QM-NP2). The † and ‡
symbols indicate that the improvement over the uni-gram baseline and QM-NP2
is statistically significant at p<0.01.

Table 5.2. Performance results using the true noun phrase effectiveness

model MAP
baseline 0.1366
QM-NP2 0.1380
oraclenp 0.1649 † ‡

As the result of Table 5.2 suggests, we can achieve a 20% improvement over
both uni-gram baseline and QM-NP2, by employing the true effectiveness of the
noun phrases. We seek to reach this upper bound by a reasonable estimation of
the correct AP values and the change of AP for each query according to Equa-
tion 5.11.

5.6.1 Features

In order to predict the effectiveness of an expanded query we use a set of features
related to the query to estimate AP of both rank lists of Qorig and Qexpand. We
describe these features in this Section.

The Query Clarity (QC) measure [26] quantifies the level of effectiveness of
a query at retrieving a specific topic. The clarity measure is the Kullback-Leibler
(KL) divergence between the query language model P(w|Q) and the collection
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language model P(w|C). Formally, the clarity score is defined as:

DKL(Q||C) =
∑

w∈V

P(w|Q) log
P(w|Q)
P(w|C)

(5.12)

A higher clarity score indicates a clearer query with specialized vocabulary and
a lower clarity score indicates a more ambiguous query with a very generic lan-
guage. To calculate a clarity score in a given collection, a relevance model is
constructed. This model captures the language usage of documents related to
the query and therefore it is a collection-dependent query model.

We propose two measures inspired by Query Clarity using patent-specific
characteristics. Let IPCQ be the set of documents with similar topics to Q repre-
sented by conceptual tags. The first measure, called Topical Clarity, is defined
as KL-divergence between the language model of Q and the language model of
IPCQ. Formally, the Topical Clarity (TC) measure is defined as:

DKL(Q||IPCQ) =
∑

w∈V

P(w|Q) log
P(w|Q)

P(w|IPCQ)
(5.13)

where P(w|IPCQ) is the relative frequency of term w in documents with similar
conceptual tags to Q. Larger KL-divergence indicates a query with fewer topics
and therefore more focused, while a smaller KL-divergence indicates a query
with a broader language use.

The second measure called IPC-based Clarity captures the similarity between
the language usage of IPCQ and the collection language model. This measure is
defined as:

DKL(IPCQ||C) =
∑

w∈V

P(w|IPCQ) log
P(w|IPCQ)

P(w|C)
(5.14)

An alternative indication of the specificity of a query is to consider the dis-
tribution of the informative amount in the query terms [48]. This measure is
defined by:

γ1 = σidf (5.15)

where σ represents the standard deviation of the idf of the terms in Q. Each
query term can be associated with an inverse document frequency (idf(w)) de-
scribing the informative amount that a query term q carries. The idf(w) is de-
fined by:

idf(w) = log
N − Nw + 0.5

Nw + 0.5
(5.16)

where Nw is the number of documents in which the query term w appears and
N is the number of documents in the whole collection.
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Table 5.3. Features used in the regression model for query Q

Features

QC Query Clarity
TC Topical Clarity
tag-clarity IPC-based Clarity
γ1 Informative Amount in the Query
QS Query Scope

Another measure that can be used to predict query performance is the Query
Scope (QS) [48]. This measure uses the size of the document set containing at
least one of the query terms to infer the query performance. Formally, the query
scope is defined as:

QS=− log(nQ/N) (5.17)

where nQ is the number of documents containing at least one of the query terms,
and N is the number of documents in the whole collection.

These features are summarized in Table 5.3. Note that the length of gener-
ated queries is similar, thus we did not consider this property as a feature.

To learn a performance prediction model using these features we define the
following regression problem.

argmin
Φ

∑

Q∈T

||Φ(F(Q))− AP(Q)||2 (5.18)

where T is a set of training topics and F is a mapping from query to feature
space. F also defines a mapping from the respective rank list of query to feature
space.

5.6.2 Evaluating the Dependence between the Predictors and
Average Precision

In this section, we will examine the correlations of the predictors with the query
performance. We use AP as the focus measure indicating the query performance
in our experiments. To investigate the effectiveness of the predictors, we check
the Spearman rank correlation and linear regression because of their power in
showing correlation between predictors and AP as suggested by previous stud-
ies [32, 48].
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Table 5.4. Linear Regression and Spearman rank correlation coefficient of the
query performance predictors with Average Precision

LR Spearman
Features r p-value rs p-value

QC 0.2180 † 0.05 0.3645 † 0.01
TC 0.2466 † 0.05 0.3170 † 0.01
tag-clarity 0.0943 0.28 0.1812 † 0.05
γ1 0.0491 0.61 0.1100 † 0.05
QS 0.1956 † 0.05 0.2278 † 0.01

The linear regression assumes a linear distribution of the involved variables,
which is not necessarily valid in our case. As the distribution of the involved
variables is unknown, a non-parametric measure such as the Spearman rank
correlation (which does not assume any particular structure for the relationship)
can find stronger relationships. However, the Spearman rank correlation can not
find relationships between the combinations of predictors and AP.

Table 5.4 summarizes the results of the linear correlation of each predictor
(individually) with AP on the training data. We know that the relationship be-
tween predictors and AP may be nonlinear, but this allows us to compare the
importance of the features by examining their coefficients. We also examine
the importance of the features by examining the significance of their correlation
with AP. A † symbol denotes a statistically significant correlation with AP at the
reported level of p-value using paired t-test.

In order to model the complex nonlinear relationships between combinations
of predictor variables, we use Stochastic Gradient Boosting Tree (SGBT) [34].
This model produces an ensemble of weak prediction learners, i.e., decision
trees. It builds additive regression models in a stage-wise manner and it gener-
alizes them by allowing optimization of an arbitrary differentiable loss function.
For the SGBT, we used the gbm2 package implemented in R3. SGBT can find
a sub-combination of features that may aid with the prediction of AP. With this
model we can get a prediction of AP for any input. Notice that Φ in Equation 5.18
represents an additive model of multiple decision trees which is learned by SGBT.

3available at http://cran.r-project.org/web/packages/gbm/

http://cran.r-project.org/web/packages/gbm/
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5.7 Experiments

In this section, we present the experimental evaluation results of our proposed
method for refining patent queries using concept importance predictors.

First, we describe our experimental setup and the three experimental set-
tings used in our study. In the first setting, we compare different uni-gram query
models estimated from the query patent and show their retrieval effectiveness
on CLEF-IP 2010 dataset. In the second setting, in order to find out whether we
can find a clearer focus of the query patent, we expand the uni-gram query with
extracted important key concepts (e.g., bi-grams or phrases). We determine the
optimal parameter settings for each query model using training data and we
compare the effectiveness of expansion using noun phrases with the baseline
uni-gram queries. In the third setting, in order to find out whether query per-
formance predictors can indicate a successful application of phrases, we conduct
an experiment where we estimate the effectiveness of using noun phrases based
on the feature set proposed in Section 5.6. We then combine the result of the
uni-gram query and the expanded query using the outcome of the prediction
model. We show that the best performance is achieved by expansion using noun
phrases in a query dependent manner.

Please note that we used the text of the description section for building the
query model. We used BM25 for retrieving and scoring documents.

5.7.1 Uni-gram Query Models

In this section the performance comparison of different uni-gram query mod-
els is presented. The result of our baseline method, Qorig, is comparable to the
second best result of the CLEF-IP 2010 [72]. In our experiments, we set the
smoothing parameter λ to 0.5 while calculating the original query model. Ta-
ble 5.5 reports a comparison of two query expansion models EX-RM and PRF
against the baseline.

The expanded query model PRF is formed based on Pseudo Relevance Feed-
back. We combined the original query with the expanded query, where the pa-
rameter µ controls the weight of the uni-gram query. We used the training data
for tuning this parameter and the optimal value for µ is set to 0.6. The result
of Table 5.5 are obtained using 10 expansion terms extracted from the top 10
documents and the number of terms used for building the original query is set
to 30. Results marked with † achieved statistically significant improvement over
the baseline at p-value of 0.01 using randomization test.

According to the results presented in Table 5.5, the PRF method is not able
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Table 5.5. Performance comparison of the uni-gram query models, the baseline
run, relevance models using pseudo feedback documents and sample relevant
documents

model MAP Recall PRES
baseline 0.136 0.619 0.535
PRF 0.103 0.590 0.481
EX-RM 0.150 † 0.643 0.553

to select the best terms for query generation and all three reported performance
measurements decrease compared to the baseline. This is due to the poor quality
of search results. However, the relevance model using the sample documents,
EX-RM, significantly outperforms the baseline run. This suggests that using the
sample documents was beneficial for building the expanded query model and
EX-RM on average achieved 13% improvement over the baseline in terms of
MAP.

We explore the sensitivity of each of the uni-gram query models, baseline
run, EX-RM and PRF, to the number of query terms that needed to be taken into
account. We also look into the number of feedback documents that needed to be
taken into account for both expanded uni-gram query models EX-RM and PRF.
Figure 5.1 presents the MAP of our techniques, for varying values of number
of feedback terms, and number of feedback documents. We can see that the
number of terms is not highly influential and any value higher than 30 produces
the same results. However, the system is more sensitive to the number of feed-
back documents. In fact, it can be seen that values higher than 10 hurts the
performance.

5.7.2 Combining Uni-gram and Phrase Query

We wish to examine the quality of the phrases obtained by the two different
techniques explained in Section 5.5 in the task of prior art search. Our goal is
to utilize such phrases to identify documents relevant to the query patent. We
first combine the uni-gram query model from the query patent with the top-
k concepts selected by two scoring methods: a) the TF/IDF scoring method,
denoted by QM-NP1; b) the mutual information-based scoring method, denoted
by QM-NP2. We further examine expanded queries in which we select the top-
k concepts from the pseudo feedback documents using two scoring methods:
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Figure 5.1. Sensitivity of uni-gram query models against (a) the number of
terms and (b) the number of feedback documents used for query model con-
struction

PRF-NP1 and PRF-NP2. Finally, in order to use the evidence from the relevance
set (i.e. documents with similar conceptual tags), we selected the top-k scoring
noun phrases from the relevance set using the two scoring methods. We refer to
these methods as EX-RM-NP1 and EX-RM-NP2.

The retrieval results of various combinations of uni-gram queries with phrases
are reported in Table 5.6. Results marked with † are significantly better than the
baseline and ‡ represents the significant improvement achieved by EX-RM-NP2
against EX-RM-NP1.

Table 5.6. Performance of the expanded query models using phrases

model MAP Recall PRES
baseline 0.136 0.619 0.535
QM-NP1 0.131 0.600 0.521
QM-NP2 0.138 0.621 0.539

PRF-NP1 0.115 0.592 0.494
PRF-NP2 0.112 0.603 0.493

EX-RM-NP1 0.149 † 0.646 † 0.552
EX-RM-NP2 0.156 †‡ 0.650 † 0.567
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Figure 5.2. Sensitivity of the expanded query models using noun phrases
against (a) the number of terms and (b) the number of feedback documents
used for expanded query model construction

Our experiments indicate that expansion based on phrases extracted by the
mutual information-based scoring technique outperforms TF/IDF based scoring
most of the time. This suggests that using co-occurrence information is more
helpful in identifying key concepts of a query patent compared to using fre-
quency information alone.

As follows from Table 5.6, extracting concepts from the query patent, as
done for QM-NP1 and QM-NP2, does not improve the results over the uni-gram
baseline. As we expected, the PRF based expansion decreases the result in terms
of MAP, recall, and PRES. It is clear that both relevance models built using similar
conceptual tags, EX-RM-NP1 and EX-RM-NP2, outperform our uni-gram baseline
significantly. This result demonstrates a positive effect of expansion using both
scoring methods. In both cases these improvements hold for MAP, recall and
PRES.

A very interesting conclusion which can be made by comparing the results
of Table 5.5 and Table 5.6 is that despite the significant improvement of EX-
RM-NP1 and EX-RM-NP2 over the baseline, the improvement over EX-RM is not
significant. We performed an analysis on the query set and we found that almost
600 queries out of 1348 queries were hurt by the expansion using phrases com-
pared to using uni-grams. We therefore decided to estimate an upper bound of
performance by combining these two approaches in a query dependent manner.
As we already saw in Section 5.6, we found that by using the true effectiveness
of the noun phrase queries we can achieve an increase in performance of 20% in
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terms of MAP. In the next section, we show how we can estimate the importance
of a noun phrase query in order to decide whether to expand a given query using
noun phrases or not.

In our experiments we considered proximity matches rather than exact phrases.
This is due to the fact that using proximity matches gave us a consistent gain in
retrieval effectiveness in comparison to using exact phrases. We use a window of
size 8, as suggested by previous work on proximity matching [81]. We perform a
sweep (grid search) on µ to determine the optimal mixture of the original query
and the expanded query according to Equation 7. The optimal value is set to 0.6
for all expansion methods.

We selected the top 10 phrases and added them to our uni-gram queries.
We studied the sensitivity of each approach against the number of feedback
documents and the number of feedback phrases that need to be taken into ac-
count. The results are shown in Figure 5.2. An important observation to be
made from Figure 5.1 and Figure 5.2 is that using 10 pseudo relevant docu-
ments and around 40 feedback terms resulted in the best performance for all
expansion methods.

5.7.3 Selective Query Expansion Using Key Concepts

So far we estimated uni-gram and expanded query models using three differ-
ent sources: 1) the query patent; 2) the pseudo relevant documents retrieved
from PRF; 3) the relevance set which is composed of documents with similar
conceptual tags to the query.

In this section, our goal is to predict whether query expansion using phrases
is effective. We first predict the AP of each query in both rank lists of the ex-
panded and unexpanded query using the features described in Section 5.6. We
then calculate the change in AP after expansion based on the predicted values.
A positive change in AP after expansion indicates an effective expansion. In
the experiments, we considered a change bigger than 10% to be an effective
expansion. We use this prediction value to decide which of the two competing
methods will offer the best result for a given query.

We used a five-fold cross validation for our experiments. We divided the
query topics into five equal parts. We trained the estimator using four out of
five parts and applied the training model to estimate the AP of the remaining
queries. We repeated the same test process on each of the five parts and report
the results on average over all five parts. The same procedure was performed
for the expanded and unexpanded lists.

Table 5.7 shows the result of our method for selective query expansion (SQE).
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Table 5.7. Retrieval results on CLEF-IP 2010 using selective query expansion

model MAP Recall PRES
baseline 0.136 0.619 0.535
QM-NP2 0.138 0.621 0.539
SQEQ 0.152 ∗ ? 0.617 0.543

PRF 0.103 0.590 0.481
PRF-NP2 0.112 0.603 0.493
SQEPRF 0.122 ↑ ⇑ 0.609 0.509

EX-RM 0.150 0.643 0.553
EX-RM-NP2 0.156 0.650 0.567
SQEEX−RM 0.168 † ‡ 0.668 0.580

The ∗ and ? symbols indicate that the improvement achieved by SQEQ over the
expanded rank list (QM-NP2) and unexpanded rank list (baseline) is statisti-
cally significant at p<0.01. The ↑ and ⇑ symbols indicate that the improvement
achieved by SQEPRF over the expanded rank list (PRF-NP2) and unexpanded rank
list (PRF) is statistically significant at p<0.01. The † and ‡ symbols indicate that
the improvement achieved by SQEEX−RM over the expanded rank list (EX-RM-
NP2) and unexpanded rank list (EX-RM) is statistically significant at p<0.01.

As follows from Table 5.7, for all the three settings of our experiments, se-
lective query expansion achieved statistically significant improvement in terms
of MAP over automatic query expansion (using expansion on all queries). This
indicates that the chosen features were able to accurately predict the AP for the
expanded and unexpanded lists of most of the queries. This also suggests that
the predicted change in AP was overall a good indicator of an effective expan-
sion. A per-query analysis showed that the result of SQE method was able to
detect more than half of the queries which performed well using the expansion
and therefore SQE was able to effectively improve the retrieval effectiveness of
those queries. However, the SQE method did not achieve the upper bound per-
formance shown in Table 5.2, which is due to the error made by the prediction
model. Despite the achieved increase in terms of MAP, there is still room for
improvement which requires the choice of better features.

We calculated the influential features from the learnt SGBT model [34].
Query clarity, Topical clarity and IPC-based clarity are the most influential fea-
tures.
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5.8 Conclusions

In this chapter, we presented several versions of uni-gram and noun phrase
queries for prior art search. By evaluating these query models we found that
more advanced IR techniques increase the performance of specific queries but
the aggregated result may degrade against the baseline. To achieve consistent
improvement in all queries we used a selective query expansion framework. The
main contribution of this chapter is devising a method for predicting whether
expansion using noun phrases improves the retrieval effectiveness of a query.

We experimentally determined the upper bound of what can be achieved by
looking into the true effectiveness using a noun phrase query. We used a few
common used features for predicting AP and we proposed some features us-
ing patent-specific characteristics. Our selective query expansion method using
noun phrases obtained a statistically significant improvement over the expanded
and unexpanded rank lists. Better features still need to be extracted which can
better capture the quality of the results.

We experimented with two different scoring methods for selecting noun
phrases. The scoring based on mutual information achieved better results over
TF/IDF scoring. Another interesting conclusion can be made by comparing the
two relevance models which were used in this study. The first relevance model
was built based on PRF and the second was built by employing documents with
similar conceptual tags to the query. The retrieval effectiveness of the rank list
after performing PRF was lower than the retrieval effectiveness of the initial rank
list. The reason can be attributed to the low MAP of the initial rank list which
led to the selection of poor quality pseudo feedback documents. However, the
relevance model built based on the conceptual tags obtained a better retrieval
effectiveness compared to the initial rank list.

In the next chapter, we will take a closer look at the metadata associated with
the patent application and study how to employ this information to improve the
query model estimated from the patent application.
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6

IPC-based Conceptual Lexicon for
Query Disambiguation

“On the road from the City of Skepticism, I had to pass through the
Valley of Ambiguity.”

– Adam Smith

6.1 Introduction

In this chapter, our aim is to investigate the term mismatch problem in patent
retrieval by leveraging a domain-dependent resource via query expansion. To
do this, we first construct a lexicon from IPC definition pages1. Definition of IPC
classes consists of explanations of each IPC class which can be used to identify
the important topics (concepts) and subtopics of the query. We extract expan-
sion concepts specific to each query from this lexicon for query expansion. We
then use term proximity information to calculate reliable importance weights for
the expansion concepts. To this end, we propose a proximity-based query prop-
agation method to calculate the query term density at each point in the docu-
ment. Our proximity-based framework incorporates positional information into
the estimation of the importance of expansion concepts so that we can reward
expansion concepts occurring close to query terms. This way we can concentrate
our attention on the terms that are associated with the query terms and avoid
the topic drift which is caused by taking into account irrelevant terms.

We start this chapter by reviewing different relevance evidences in Section 6.2.
A schematic architecture of our proposed solution is presented in Section 6.3. We

1Available at http://web2.wipo.int/ipcpub/
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then discuss the procedure to build a query-specific lexicon in Section 6.4. We
perform query expansion by deriving expansion concepts from the query-specific
lexicon and we use positional information to calculate weights for insuring high
quality expansions in Section 6.5. To this end, we utilize kernel functions to keep
track of the distance of expansion concepts from query terms. Consequently,
words appearing within the neighborhood of a given query term are more likely
to be associated with that query term. Finally, in Section 6.6, we evaluate the
performance of the proposed query expansion methods and we analyze the qual-
ity of the extracted expansion terms from the IPC conceptual lexicon in terms of
their impact on the final performance of the expanded rank list.

6.2 Potential Relevance Evidences for Query Refor-
mulation

In this section we categorize different information sources that can be used as
additional information for query reformulation in patent retrieval.

IPC Classification. The International Patent Classification (IPC classification)
provides a hierarchical categorization over different technological fields such
as computer science, electronics, mechanics, and bio-chemistry. Such classes
provide language independent symbols assigned as metadata to the patent doc-
uments. They categorize the content of a patent document and describe the field
of technology a patent document belongs to. These IPC classes can be seen as
conceptual tags assigned to the documents [65]. For each conceptual tag there
are textual descriptions available (IPC definition pages) that provide contextual
cues about different technical fields.

Citation Chain. Granted patents are published with a list of other patent and
non-patent documents that were cited during the processing of the patent ap-
plication either by the patent examiner or the inventor. A patent searcher has
access to these cited documents but also to documents that cite each patent. The
process of searching these two sets of documents is referred to as backward and
forward2 citation searching, respectively.

2A “backward citation” is the term used for a traditional citation: it is the document that was
published earlier, and which appears on the newer document’s front page. In turn, the newer
document is called the “forward citation” or “citing document”. Obviously forward citations
cannot appear on a document’s front page, but they can easily appear on the patent record in an
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The above sources have different vocabulary usage compared to the initial
query patent. The query patent itself has an obscure style of writing, (so called
“patentese”) [65]. This characteristic might create a term mismatch problem
in finding relevant documents for a given patent. However, the other two re-
sources provide a more established vocabulary usage. The descriptions of IPC
classes represent the standard vocabulary usage related to different domains.
The citation chain contains the language used by the community of inventors
related to the subject of the invention of the query. Thus, the vocabulary usage
of the two latter sources is complementary to the query itself. In this chapter,
we will use IPC classes to build an IPC lexicon which will later be used for query
expansion. The citation information will be used in the next chapters to reduce
the term mismatch between the initial query patent and the relevant documents.

6.3 The Architecture of our Proposed Model

Figure 6.1 illustrates the general scheme of our proposed method for proximity-
based query expansion using the IPC lexicon. The system receives a full patent
application (query patent) consisting of textual fields and classification informa-
tion.

In the first step, we estimate a query model from the textual fields of the
patent and in parallel we build a query-specific lexicon from IPC definition pages.
In step II we perform a lookup in the lexicon using the IPC classes of the query
document. In step III we extract the terms related to the IPC classes of the
query from the IPC lexicon. In step IV, we expand the initial query model with
expansion concepts extracted from the lexicon. In this step a query expansion is
performed and positional information between query terms and expansion terms
is used to calculate weights for ensuring high quality expansion. Finally, in step
IV, the final rank list is generated, as a result of the previous step.

6.4 IPC Conceptual Lexicon

We now explain the process of building a lexicon from IPC definition pages. We
refer to this lexicon as a conceptual lexicon. We consider the description of an
IPC subgroup3 as a text segment. We performed stop-word removal on these
text segments. We then filtered out the patent specific stop-words. The list

electronic database.
3IPC classification scheme is arranged in a hierarchical, tree-like structure. Subgroup is the

lowest hierarchical level in the IPC hierarchy.
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Figure 6.1. The general scheme of our proposed method for query expansion
using IPC lexicon. Numbers indicate the sequence flow of operations.

for patent specific stop-words is built as follows. We first calculated document
frequencies for each term in the collection. We selected terms with top 10%
highest document frequency and considered them as patent specific stop-words.
The threshold of 10% was set experimentally. We then filter these terms out
to increase the accuracy of our lexicon. Examples of these patent specific stop-
words are “method”, “device”, “apparatus”, and “process”.

Each entry in our lexicon is composed of a key and a value. The key is an
IPC class and the value is a set of terms representing the mentioned class. An
example of an entry in the conceptual lexicon is presented in Table 6.1.

Table 6.1. An entry in the conceptual lexicon.

IPC Class Representing Terms

C07D 279/24
hydrocarbon, radicals,

amino, ring, nitrogen, atom

The lexicon can be used to extract expansion concepts related to the infor-
mation need of a given query patent. To this end, the IPC classes of the query
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patent are searched in the lexicon and the matching terms (corresponding to the
searched IPC class) are considered as expansion terms.

Query expansion using the lexicon will help us solve the two following prob-
lems. The first is related to the fact that the usage of words is sensitive to the
topic domain; in different domains the same word may have different meanings.
We aim at finding the correct sense of a word, by associating relevant terms from
the topic domain to the given query terms for each query patent.

The second problem is related to the term mismatch. The vocabulary of
the query patent is tailored by the language usage of the author (who often
uses a non-standard terminology), while conceptual lexicon provides a standard
terminology. We try to combine these two terminologies, as we think this might
alleviate the term mismatch.

6.5 A Proximity-based Framework for Query Expan-
sion

We now explain how the IPC lexicon is used for query expansion. To do this, we
first describe strategies to identify expansion terms that refer to query terms in
Section 6.5.1. Then in Section 6.5.2 we explain how to estimate the probability
that an expansion term refers to a query term. Finally in Section 6.5.3 and 6.5.4
we discuss calculating relevance scores for documents.

6.5.1 Query Reformulation

In general terms, let Q =
�

q1, q2, . . . , qk
	

be a query composed of top-k query
terms with highest weights according to a query model estimated from the query
patent document DQ (as explained in Equation 6.3). Given the IPC classes as-
signed to DQ, we select a set of concepts CE =

�

e1, e2, . . . , em
	

from the concep-
tual lexicon (as explained in Section 6.4). The set CE is associated to the query Q
since the IPC lexicon contains explanations about the IPC classes of DQ. Once the
set of concepts CE is identified, we determine the importance weights according
to their distance from the query terms based on the intuition that concepts closer
to query terms are more related to the query. Equation 6.1 shows the process
of calculating importance weights for expansion concepts. We can then re-rank
documents in the initial rank list R using a weighted combination of matches of
concepts in CE and our initial keyword query Q based on Equation 6.3.

We explain four specific strategies for selecting expansion concepts in the
following.
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Explicit Expansion Concepts. In this strategy we use the concepts in our con-
ceptual lexicon that match against the IPC classes of DQ. However, we restrict
our attention to concepts that are present in DQ. This provides a set of explicit
expansion concepts (a subset of CE) which serves as candidate expansion terms.
We refer to this set as XE. We use the proximity of query terms and expansion
terms inside DQ to assign importance weights to items in XE. These weights are
then used to re-rank documents in the list R.

Implicit Expansion Concepts. In this strategy the expansion terms are not lim-
ited to the set of explicit expansion concepts XE which were defined previously.
Instead, our query expansion method includes all expansion concepts in CE. In
this setting we extract proximity information from documents inside R to com-
pute importance weights for expansion terms. This strategy is able to use of all
terms available in CE and is not limited to the concepts that appear in DQ.

Combining Search Strategies. In this strategy, instead of expanding the initial
query, we calculate an IPC score based on the expansion concepts in CE. We
linearly combine this score with the initial scores calculated in R. Our goal is
to compare whether having a unified query, as it exists in the query expansion,
is better than constructing two separate queries and combining their results at
the end. We introduce this setting for the experiments in order to simulate the
specific search strategies taken by searchers for retrieving relevant documents.
In such a search strategy searchers perform separate searches based on different
information sources, such as the query patent document and IPC classes, and
then merge the results of the runs together to produce a unique rank list [65].

Proximity-based Pseudo Relevance Feedback. As a comparison baseline we
use the retrieval corpus as a source for PRF and we use the feedback set for
selecting expansion terms. The distance between query terms and expansion
terms is used to calculate the weight for expansion terms.

As an example, Table 6.2 shows the terms selected from different information
resources for the query patent “EP-1783182-A1” selected from CLEF-IP 2010 test
topics. The terms from the retrieval corpus are selected via the PRF procedure.

6.5.2 Estimating Query Relatedness

In this section, we explain our method for estimating the probability that expan-
sion term e at position i is related to query term q. We calculate this probability
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Table 6.2. Comparison between the list of expansion terms derived from three
information sources for the query with title “ink-jet recording ink”.

Query Document Conceptual Lexicon Retrieval Corpus

acrylate, ink, light-sensitive, record, liquid,
jet, acid, polymer, duplicate, printer, surface, composition,

pigment, record, . . . ink, sheet, mark, . . . polymer, cartridge, . . .

as:

P(q|i, D) =
∑

j

P(q| j)P( j|i, D) (6.1)

where D denotes a document, i denotes an expansion term position, and j =
{1,2, . . . , k} denotes a set of query term positions. P(q|i, D) indicates the proba-
bility that the expansion term at position i in D is about query term q. We refer
to this probability as query relatedness probability. To find the query relatedness
at position i, we calculate the propagated probability from all query positions at
position i. For every position j in D, we consider the weight of query term at
position j, denoted by P(q| j), and weight it by the probability that the term at
position j is about the expansion term at position i, denoted by P( j|i, D). This
probability is estimated as follows:

P( j|i, D) =
k( j, i)

∑|D|
j′=1 k( j′, i)

(6.2)

where k(i, j) is the kernel function determining the weight of the propagated
query relatedness from j to i. We model query relatedness by placing a density
kernel function around query terms.

We study three different density kernel functions, namely Gaussian, Laplace,
and Rectangle. We selected Gaussian and Laplace kernels as they have been
shown to be the best performing kernels among the kernel functions tested in
previous work [39, 66]. We also chose Rectangle kernel to simulate the effect of
imposing a hard boundary over passages in contrast to the soft boundary intro-
duced by other kernels. The parameter σ controls the spread of kernel curves
and restricts the propagation scope of each term.

• Gaussian Kernel

k(i, j) =
1

p
2πσ

exp [
−(i− j)2)

2σ2 ]
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• Laplace Kernel

k(i, j) =
1

2b
exp [

−|i− j|
b
]

where b =

p
2

2
σ

• Rectangle Kernel

k(i, j) =

¨

1
2a

if |i− j|¶ a
0 otherwise

where a =
p

3 σ

Our aim is to investigate whether it is better to use kernel functions which
favor expansion term occurrence in close proximity to query terms or not.

6.5.3 Calculating Document Relevance Scores

In this section, we intend to calculate the overall probability that relevant ex-
pansion concepts (inside the document) are related to the technical concept of
the query. This probability is denoted by P(q|D, e), which is defined as:

P(q|D, e) =
|D|
∑

i=1

P(q, i|D, e) =
|D|
∑

i=1

P(q|i, D, e)P(i|D, e) (6.3)

We assume e and q to be conditionally independent given their positions
in document D. Thus, P(q|i, D, e) reduces to P(q|i, D) which can be estimated
using the query relatedness probability. We now need to estimate P(i|D, e). To
do this, we suggest two different methods.

• Avg Position Strategy: all positions of expansion concepts are equally impor-
tant:

¨

P(i|D, e) = 1/|pos(e)| if t i ∈ e
0 otherwise

by substituting this in Equation 6.3 we have:

P(q|D, e) = 1/|pos(e)|
∑

i∈pos(e)

P(q|i, D) (6.4)

where |pos(e)| denotes the number of occurrences of expansion term e in
document D.
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• Max Position Strategy: as an alternative, we only consider the expansion
term position with the highest P(q|i, D) as important, so:

P(q|D, e) = max
i∈pos(e)

P(q|i, D) (6.5)

6.5.4 Normalization

We compare the effect of different normalization methods prior to linear combi-
nation using two score normalization methods: MinMax [60] and HIS normal-
ization [5]. These methods are often used in distributed information retrieval.
MinMax normalization method shifts and scales scores to be between zero and
one. On the other hand, HIS normalization estimates a single cumulative density
function (CDF) for every search engine based on historical queries.

We also experimented with a variation of score normalization where we
first applied MinMax and then HIS normalization. We refer to this method as
MinMax-HIS throughout the experiments.

6.6 Experimental Results

6.6.1 Building the Initial Query

We built keyword queries by extracting distinguishing terms from the query
patent document. To this end, we estimated the importance of each term ac-
cording to a weighted log-likelihood based approach, as explained in the previ-
ous chapter. We selected initial query terms from two different sources: a) all
of the claims; b) only the first independent claim. Table 6.3 summarizes the re-
sults we obtained for the topics in the training and test set of CLEF-IP 2010 and
the test set of CLEF-IP 2011. We used top-10 query terms with higher weights
from the estimated query model in our experiments. Results marked with † and
‡ achieve statistically significant improvement in terms of MAP and recall, re-
spectively. Note that this comparison is performed among runs belonging to the
same experimental settings.

The results of Table 6.3 demonstrate that the performance of the runs ob-
tained by issuing the query built from the first-claim is always stronger than the
performance of the runs where the query is built from the claims in terms of
MAP. However, the opposite holds for recall. The reason for the high MAP is
because the first independent item of claims is focused on the core invention of
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CLEF-IP 2010 (training topics)
Method Run description MAP Recall PRES
C10TR claims 0.1211 0.6302 ‡ 0.5492
FC10TR first-claim 0.1530 † 0.6015 0.5479

CLEF-IP 2010 (test topics)
Method Run description MAP Recall PRES
C10TE claims 0.1293 0.6067 ‡ 0.5140
FC10TE first-claim 0.1445 † 0.5624 0.4911

CLEF-IP 2011 (test topics)
Method Run description MAP Recall PRES
C11TE claims 0.0823 0.5905 ‡ 0.4850
FC11TE first-claim 0.1198 † 0.5360 0.4538

Table 6.3. Choosing baseline on the two retrieval collections.

the patent document. However, we are losing some information by ignoring the
text of the rest of the claims and this explains the low recall of this setting.

To guarantee the assignment of reliable importance weights to the expansion
concepts in our proximity-based framework, we need to start with a set of pre-
cise query terms. This is because we rely on the distance between query terms
and expansion concepts to calculate importance weights for expansion concepts.
Obviously starting with focused and less noisy query terms has a direct effect on
the quality of calculated importance weights. Thus, in the remainder of this
chapter, we focus on selecting query terms from the first independent item of
the claims.

We used the Language Modeling approach with Dirichlet smoothing [112]
to score documents from both collections and to build the initial rank lists. We
empirically set the value for the smoothing parameter µ to 1500. We also used
Language Modeling for the re-ranking of the results. We note that we do not use
citation information in our experiments.

6.6.2 Choosing the Baseline

In terms of our comparison baseline, we chose the strongest configuration in
terms of PRES from Table 6.3, the retrieval run where query terms are selected
from the claims section of the patent document. C10TR is chosen as the baseline
for the training topics of CLEF-IP 2010. C10TE is chosen as the baseline for the
test topics of CLEF-IP 2010 and C11TE is chosen as the baseline for test topics of
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CLEF-IP 2011. Note that the training set of CLEF-IP 2010 is only used for tuning
the parameters of the model, thus we will refer to C10TR in such comparisons.

Table 6.4 shows the performance of strong baselines from previous work
using external resources for query expansion [38, 69] over CLEF-IP 2010. We
presented their performance evaluation in terms of MAP and PRES as the recall
values were not reported for the two baselines.

Table 6.4. Strong baselines of the previous work

method MAP PRES
baseline1 [38] 0.1278 0.4604
baseline2 [69] 0.1399 0.4860

As we can see from the results of Table 6.4, C10TE is as strong as baseline1
and baseline2 in terms of PRES. This ensures the selection of a strong baseline
which will be used in evaluating the performance of our proposed model in the
rest of the chapter.

6.6.3 Motivation for Using Proximity Information

In order to test if closeness of expansion concepts to query terms is correlated
with relevance, we carry out preliminary experiments on the CLEF-IP 2010 col-

Table 6.5. Recall results of different settings of the kernel functions using IEC
query reformulation methods on the training topics of CLEF-IP 2010.

IEC
kernel \ σ 25 75 125 150
Gaussian 0.6443 0.6561 † 0.6676 † 0.6795 †
Laplace 0.6422 0.6556 † 0.6588 † 0.6709 †
Rectangle 0.6398 0.6523 0.6559 † 0.6678 †

Table 6.6. Recall results of different settings of the kernel functions using EEC
query reformulation methods on the training topics of CLEF-IP 2010.

EEC
kernel \ σ 25 75 125 150
Gaussian 0.6388 0.6418 0.6669 † 0.6637 †
Laplace 0.6362 0.6390 0.6685 † 0.6516
Rectangle 0.6339 0.6375 0.6642 † 0.6497
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lection.
In these experiments, we selected 100 random queries. For each query,

we first retrieved the top 100 documents using a Language Modeling retrieval
method. We separated relevant and non-relevant documents according to rel-
evance judgements (qrels). We then looked at the average distance between
query terms and expansion concepts inside the set of relevant documents, de-
noted by R, and the set of non-relevant documents, denoted by R. The distance
in each of the two mentioned sets is calculated as follows:

DIS(Q,R) =
∑

D∈R

∑

q∈Q mine∈E(Distance(q, e))

|Q||R|

DIS(Q,R) =
∑

D∈R

∑

q∈Q mine∈E(Distance(q, e))

|Q||R|

where q denotes a query term drawn from the set of query terms Q, e denotes
an expansion term, and E the set of expansion concepts selected from the con-
ceptual lexicon. Distance(q, e), the distance between q and e, is calculated ac-
cording to the positional difference of q and e in document D – this distance is
calculated according to the number of terms between q and e. DIS(Q,R) denotes
the average distance between query terms and expansion concepts inside the set
of relevant documents. While DIS(Q,R) denotes the average distance between
query terms and expansion concepts inside the set of non-relevant documents.

Figure 6.2 shows the average distance in relevant and non-relevant docu-
ment sets for each query topic. For clarity purposes, topics are sorted according
to DIS(Q,R) value.

It can be seen from Figure 6.2 that the minimum distance between an expan-
sion term and a query term in relevant documents is less than their respective
distance in non-relevant documents. Therefore we can use this proximity in-
formation to differentiate the relevant documents from non-relevant documents
and to improve the ranking of relevant documents.

6.6.4 Effect of Density Kernels

We investigated the effectiveness of different query reformulation methods pro-
posed in Section 6.5.1 for scoring documents in our proximity-based framework.
The results of this comparison are summarized in Tables 6.5 and 6.6.

In all the comparisons, our query expansion method which uses explicit ex-
pansion concept is denoted as EEC. The query expansion method which uses
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Figure 6.2. DIS value for CLEF-IP 2010 query topics in the relevant and non-
relevant document sets.

implicit expansion concept is referred to as IEC. Since the performance of these
methods is directly determined by the effectiveness of the kernel function used
to estimate the propagated query relatedness probabilities for the expansion con-
cepts, we first need to compare three different proximity-based kernel functions
to see which one performs the best.

We place a density kernel around each occurrence of query terms in the
document, as previously explained in Section 6.5. The query relatedness at
each expansion term position is then calculated based on the accumulated query
relatedness density from different query terms at that position. Therefore, an
expansion term which occurs at a position close to many query terms will receive
high query relatedness and thus will obtain a higher importance weight.

Our proximity-based framework has two parameters: the type of kernel func-
tion and its bandwidth parameter σ, which controls the degree of query relat-
edness propagation throughout the entire document. To tune the parameters of
our model we used the training topics of CLEF-IP 2010.

The results of comparing different kernel functions on the training topics of
CLEF-IP 2010 are shown in Tables 6.5 and 6.6. A † denotes statistical significant
improvement over C10TR and the best result for each kernel type is highlighted.
The results show that the performance of EEC and IEC with all kernel functions
improves over C10TR.

It is also clear that among all the kernel functions, the Gaussian kernel out-
performs other types of kernels in most cases. Since the Gaussian kernel per-
formed the best in most of the experiments carried, we use this kernel function



86 6.6 Experimental Results

Table 6.7. The performance results of query reformulation approaches on two
patent retrieval datasets on the test topics of CLEF-IP 2010 and CLEF-IP
2011.

Collection metric IEC EEC CSS PPRF

CLEF-IP 2010
MAP 0.1050 0.1026 0.0982 0.0705
Recall 0.6595 † 0.6437 † 0.6241 0.5877
PRES 0.5540 0.5498 0.5354 0.5023

CLEF-IP 2011
MAP 0.0772 0.0761 0.0738 0.0629
Recall 0.6371 ‡ 0.6254 ‡ 0.6088 0.5632
PRES 0.5288 0.5249 0.5127 0.4945

for our system evaluation in the rest of our experiments.
In order to find the best value for the parameter σ we tried a set of fixed

values in the range [25, 200] with a step of 25, similar to what done in previous
work [66, 67]. Tables 6.5 and 6.6 reports the performance of different kernel
functions using varying values of σ. The results show that selecting a value of
125 or 150 usually gives the best retrieval performance.

Overall, Tables 6.5 and 6.6 clearly demonstrate that the results obtained with
the σ value of 150 achieved better performance in most cases, although the dif-
ference among different settings was not significant. We thus use the σ value of
150 in the rest of our experiments. In Section 6.6.5 we further study the perfor-
mance of the query reformulation methods.

Comparison of Max and Avg Strategy We are interested to evaluate the two
strategies for calculating the probability of relevance of a document as proposed
in Section 6.5.3. Table 6.8 shows the result of using avg and max strategies
for different sigma values on the training topics of CLEF-IP 2010 using the IEC
reformulation method.

The results show that the max strategy is statistically better than the avg
strategy. Thus, we use the max strategy in all configurations of our experiments
throughout this chapter. A † denotes the statistical significant improvement over
the avg method.

6.6.5 Effect of Query Reformulation

In this section, we present the evaluation results of our proposed approaches
on the topics in the test set of CLEF-IP 2010 and CLEF-IP 2011. Table 6.7 re-
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Table 6.8. Recall of the Max and Avg method using Gaussian kernel with IEC
reformulation method on training topics of CLEF-IP 2010.

method \ σ 25 75 125 150
max 0.6443 † 0.6561 † 0.6676 † 0.6795 †
avg 0.6164 0.6198 0.6207 0.6238

ports the retrieval performance of query reformulation methods described in
Section 6.5.1. The symbols † and ‡ denote statistical significant improvements
over C10TE and C11TE, respectively.

We now compare the performance of our query formulation methods. In
addition to EEC and IEC which were introduced earlier, the results of the two
other query reformulation methods (described in Section 6.5.1) are presented
in Table 6.7. Our method that presents a combination of search strategies is
referred to as CSS. The last method in our comparisons is the positional-based
pseudo relevance feedback, which is denoted by PPRF. The number of feedback
documents used in both PPRF and PRF is set to 10.

The main observation from Table 6.7 is that IEC is always more effective
than the other three methods. In addition, IEC improves the baseline in terms
of recall on both collections significantly.

Table 6.7 shows that a method which uses a conceptual lexicon for select-
ing expansion terms outperforms a method which uses feedback documents for
identifying expansion terms. This is evident by comparing the performance of
EEC, IEC and CSS to the performance of PPRF, as the first three methods use the
conceptual lexicon for query expansion. This result is consistent on both corpora
used for evaluation.

In addition, the results of Table 6.7 demonstrate that IEC obtains improve-
ment over EEC. In contrast to IEC, EEC extracts a limited set of expansion terms
from the conceptual lexicon, the ones which are present in the query document
itself. This diminishes the power of EEC in contrast to IEC, and explains the
advantage of IEC. Results confirm that an unlimited usage of the conceptual
lexicon is superior to a limited usage.

Another observation which can be made from Table 6.7 is that CSS achieves
worst results compared to both EEC and IEC. This is perhaps due to the fact that
some information is lost during the combination of two separate runs made from
the query terms and expansion terms. While, in EEC and IEC we use a unified
query which is composed of query terms and expansion terms.

Overall, the results of Table 6.7 show that using the conceptual lexicon as a
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domain-dependent external resource is effective in terms of recall, although this
improvement does not hold for precision. Table 6.9 shows some examples of
queries for which using IEC reformulation method led to improvement in terms
of recall over the initial query.

We used 40 expansion terms (based on initial experiments) in each of the
query reformulation methods. We studied the effect of the number of expansion
terms on the performance of each method. The result of this study is reported
in Section 6.6.7.

Table 6.9. Examples of queries for which IEC reformulation method improved
recall.

Example 1: (Topic ID: pac-1474)
Patent title: “Optical information recording medium”
Query terms extracted from the first independent item of claims: optical, layer, record,
lens, light, interlay, irradiation, wavelength
Expansion concepts selected from the conceptual lexicon related to the query: organic,
dielectric, sensitizing, record, reproduction
Retrieved docs for example 1
Number of retrieved relevant documents in the baseline run: 15/42
Number of retrieved relevant documents after using IEC method: 24/42

Example 2: (Topic ID: pac-552)
Patent title: “Power supplying apparatus, design method of the same,
and power generation apparatus”
Query terms extracted from the first independent item of claims: power, supply, boost,
transformer, switch, resonance
Expansion concepts selected from the conceptual lexicon related to the query:
conversion, semiconductor, electrode, light, push-pull
Retrieved docs for example 2
Number of retrieved relevant documents in the baseline run: 6/15
Number of retrieved relevant documents after using IEC method: 12/15

6.6.6 Comparison to Standard PRF

Table 6.10 reports the retrieval performance of PPRF compared to PRF. A ‡ indi-
cates a statistical significant improvement over the baseline which is built from
the first-claim presented in Table 6.3. A † denotes the statistical significant im-
provement over standard PRF in terms of recall.
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As previously explained in Section 6.5.1, PPRF is similar to PRF since they
both use the feedback set as a source for selecting expansion terms. However,
PPRF uses proximity information inside the feedback set to calculate weights for
expansion terms in contrast to standard PRF.

The results show that PPRF performs significantly better than standard PRF.
This result confirms the usefulness of proximity information for identifying im-
portance weights for expansion terms, as previously was shown in [67].

Note that PPRF and PRF do not achieve improvement over the baseline, but
a fair comparison is to compare the retrieval effectiveness before and after query
expansion. We thus need to compare the results of Table 6.10 with the results of
FC10TE and FC11TE which correspond to the performance of the initial query
built from the first claim.

Our results show that the performance obtained with the PPRF method achieves
statistical significant improvements in terms of recall over the initial query (be-
fore expansion). This comparison demonstrates the usefulness of aggregating
proximity information in the calculation of the expansion weights, as performed
in our proximity-based framework.

6.6.7 Influence of Different Parameter Settings

Finally, we are interested to study the influence of different parameters on the
effectiveness of our proposed methods. We used the test topics of both test
collections (CLEF-IP 2010 and CLEF-IP 2011) in this study.

Table 6.10. The comparison of performance results of PRF and PPRF.

Collection metric PPRF PRF

CLEF-IP 2010
MAP 0.0705 0.0650
Recall 0.5877 ‡† 0.5630
PRES 0.5023 0.4961

CLEF-IP 2011
MAP 0.0629 0.0617
Recall 0.5632 ‡† 0.5346
PRES 0.4945 0.4792

Number of Expansion Terms. To see the effect of the number of expansion
terms on the effectiveness of our proposed methods we plot the sensitivity of
different query reformulation methods to the number of expansion terms over
CLEF-IP 2010 test topics. We vary the number of expansion terms from 1 to 50.
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The recall results are shown in Figure 6.3. We observe that all four methods
achieve effective performance using around 40 expansion terms.
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Figure 6.3. Sensitivity to the effect of number of expansion terms on CLEF-IP
2010

Effect of Rank list Combination. In all configurations of our experiments we
linearly combined the results we got from each of the reformulation methods
with the initial query. The weight of the interpolation λ controls the weight of
the initial query. When λ = 0, the query expansion model is used and when
λ = 1 the initial query is used. λ was tuned based on the training topics of
CLEF-IP 2010.

Figure 6.4 shows the results of the sensitivity analysis over the coefficient λ
on the test topics of CLEF-IP 2010 and CLEF-IP 2011. We notice that IEC is more
effective than other query reformulation methods for different λ values. The
optimal value for the parameter λ is around 0.4.

Effect of Normalization. We now compare the effect of different normalization
methods prior to linear combination using two score normalization methods,
MinMax [60] and HIS [5], which are used in distributed information retrieval
or meta-search. MinMax method shifts and scales scores to be between zero and
one. HIS method estimates a single cumulative density function (CDF) for every
search engine based on historical queries.

We also experimented with a hybrid score normalization technique, in which
the scores from each rank list are first normalized using MinMax and then
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Figure 6.4. Sensitivity to the λ coefficient in the linear combination of results
made from the initial and the expanded query.

re-normalized a second time using HIS. We refer to this method as MinMax-
HIS throughout the experiments. According to our experiments, the result of
the hybrid approach MinMax-HIS was more effective than either MinMax or
HIS alone. We thus presented the results of normalization using MinMax-HIS
method throughout the chapter.

Table 6.11 shows a comparison among different normalization methods.
These results correspond to the final performance of each run after the com-
bination over test topics of CLEF-IP 2010. The results are obtained with the IEC
method. The best results are highlighted although the difference is not statisti-
cally significant.

Table 6.11. Comparison of different normalization methods over CLEF-IP 2010
using IEC method

metric MinMax HIS MinMax-HIS
MAP 0.0924 0.0991 0.1050
Recall 0.6520 0.6568 0.6595
PRES 0.5473 0.5522 0.5540

We observe that IEC achieves the best performance using MinMax-HIS nor-
malization. The results of other methods were also confirming that applying
normalization using MinMax-HIS was better compared to either MinMax or HIS
alone, although not significantly.
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6.7 Conclusions

In this chapter we introduced a proximity based framework for query expansion
which utilizes a conceptual lexicon for patent retrieval. To this end, we con-
structed a domain-dependent conceptual lexicon which can be used as an ex-
ternal resource for query expansion. Our proximity-based retrieval framework
provides a principled way to calculate the importance weights for expansion
terms selected from the conceptual lexicon. We showed that proximity of expan-
sion terms to query terms is a good indicator of the importance of the expansion
terms. In this chapter we focused on performing query expansion with single
terms to ensure the efficiency of the expansion concept selection process.

We have evaluated our proposed method on two patent retrieval corpora,
namely CLEF-IP 2010 and CLEF-IP 2011. Our query formulation method, IEC,
was shown to outperform the strong baselines of CLEF-IP and the standard
pseudo relevance feedback method in terms of recall. Further analysis of the per-
formance of the query reformulation methods proposed in this chapter showed
the high quality of expansion terms extracted from the conceptual lexicon.

In the next chapter we will take a closer look into selecting expansion terms
from the citation chain of a patent application. Furthermore, we will study
whether the vocabulary extracted from citations is complementary to the vocab-
ulary extracted from the query document and the conceptual lexicon.
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Citation Analysis

“If I have seen further it is by standing on the shoulders of giants.”
– Isaac Newton

7.1 Introduction

Behavioral studies of patent examiners in patent offices show that, besides key-
word based query and classification based query, other sources that are influ-
encing the most the searching practice of patent examiners are bibliographic
information [65]. This includes both backward and forward citations. The
question is how can building queries from different information sources such
as classifications and citations lend additional power to the initial query itself.
Patent authors use an inventive terminology; as a result, there is often a gap
between the terms in the query document and the documents relevant to that
query [9, 71]. We must cope with the fact that documents relevant to a given
(patent) query may not contain the exact terms used by the author of the query
patent.

We are interested in overcoming this gap by tapping the power of the com-
munity of inventors related to the subject of the invention of the query. To this
end, we want to boost the initial query with terms used in the cited documents.
In other words, through citation link analysis we want to identify a set of terms
which are relevant to a given query document and appear in the cited docu-
ments. These terms can be exploited for improving the initial ranking.

In the work presented in this chapter we capture the influence of the citation
links in the graph structure of patent documents in two scenarios and compare
them. We first use a link-based measure to compute the importance of each doc-
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ument in the graph in a topic-sensitive manner. We then use the term distribu-
tion of cited documents to estimate a query model from the cited documents by
identifying distinguishing terms and their corresponding weights. We perform
query expansion using the estimated query model from the cited documents to
improve the representation of the initial query.

The rest of this chapter is organized as follows: Section 7.2 explains the
construction of a citation graph for a given patent application and describes the
citation analysis over the graph. Section 7.3 describes a method to estimate an
expanded query model from the cited documents exploiting the citation-based
measures. Section 7.4 and 7.5 report how temporal features of documents in
the citation graph can be used together with the citation links and the content of
cited documents to improve the citation query model. Sections 7.6 presents the
results of the experiments aimed at proving the validity of the approach. We next
describe the analysis carried out to study the influence of different parameters
on the performance of the proposed method. We then present the results of
improving the citation query model using temporal features. Finally, Section 7.7
reports the conclusions of the work.

7.2 Query-Specific Citation Graph

In this section we present the basics of representing the patent collection as a
directed unweighted graph. Our goal is to find the important documents in the
citation graph that could influence their domain terminology.

In the CLEF-IP collections, the citations of query topics (query patents) are re-
moved by the organizers and used for building the query relevance judgements
(qrels) which are later used for automatic evaluation of topics. However, we
have access to the citations of all other documents apart from the query topics
in the collection. A recent work [62] used a web service offered by the Euro-
pean Patent Office1 to retrieve the citations of documents in the collection. We
also used this web service to extract all the citations of the documents in the
collection with the exception of the query documents. With these, we can use
the citation links and build a graph from the documents in the collection. The
assumption is that if a patent is cited by a large number of documents, the cited
patent is possibly a foundation of the citing patents and thus is considered im-
portant. Therefore, its language might be useful to bridge the gap between the
query and its relevant documents.

1Available at http://www.epo.org/searching/free/ops.html
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As previous work suggested [35], computing Page Rank values as a measure
of static quality of the patent documents in the collection (calculated indepen-
dently of any query a system might receive) has a clear disadvantage compared
to conditioning the computation of Page Rank values on the query being served.
Thus, we will focus on how to assemble a subset of patent documents around
the topic of the query from the graph induced by their citation links. By doing
so, we are able to derive Page Rank values relative to particular queries.

To gather a subset of documents that forms the vertices of the topic-specific
citation graph we carry out the two following steps.

1. Given a query patent, we perform the search and retrieve an initial rank
list of documents. We take the top-k documents from this list and call it
the root set.

2. We construct the base set by expanding the root set with any document
that either cites or is cited by a document in the root set.

The subset of selected documents in the root set and base set are considered
as a directed unweighted graph G = (V, E), where V is a set of |V | = N patent
documents and E ∈ V × V is a set of citation relationships between patent doc-
uments. Each citation link from document A to document B can be seen as an
endorsement of document B. Figure 7.1 illustrates the general scheme of our
proposed method of query expansion.

In the first step, we estimate a uni-gram query model from the query patent
document using its entire textual content. We create this according to the
weighted log-likelihood query model (LLQM) which was previously presented
in Chapter 4. In step 2, this query will be used to retrieve an initial set of docu-
ments to form the root set. In step 3, we take the initial rank list and build a set
from the top-k ranked documents for each query, to which we refer as root set.
In step 4, we look up the citation links of documents in the root set, identifying
documents that both cite and are cited by the documents in the root set. In step
5, as a result of the expansion of the root set, we obtain a base set. The topic-
specific citation graph is constructed by collecting documents in both the root set
and the base set. In step 6, we perform influence analysis on the citation graph
incorporating the temporal features of the cited documents into our model and
we build a citation query model. In step 7, we expand the initial query model
with the citation query model. In step 8, the final rank list is generated as a
result of the previous step.

We now compute the topic-specific Page Rank values for all nodes in the
citation graph.
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Figure 7.1. The general scheme of our proposed method for query expansion
using citation information. Numbers indicate the sequence flow of operations.

7.3 Query Expansion Guided by Page Rank Scores

The computation of Page Rank value for a document D is performed as follows:

PR(D) =
∑

x∈d∗→D

PR(x)
dx→∗

(7.1)

where d∗→D is a set of patent documents that cites D, and dx→∗ is a set of patent
documents cited by D. If D is cited by a large number of documents, a high
score is given to D. However, if a document cites n documents, the value for
each cited document is divided by n [14].

We calculated the Page Rank values for all the documents in the topic-specific
citation graph. We now explain how this value is used to guide the priority
assignment to documents while estimating a query model from citation graph.

Our approach for query expansion aims to improve the language model of the
initial query model by using the term distribution of documents in the citation
graph. The key assumption of this approach is that the term mismatch can be
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alleviated by using the term distribution of documents with higher Page Rank
scores.

We identify and weigh the most distinguishing terms in the documents be-
longing to the citation graph and we use the calculated Page Rank values as
document prior in a language modeling framework. The term sampling is per-
formed as follows:

P(t|Qcit) = Zt

∑

D∈Gcit

P(t|D)P(D) (7.2)

where Gcit denotes the citation graph and P(D) indicates the Page Rank score of
document D calculated according to Equation 7.1 after normalization. Zt is the
normalization factor.

7.4 Temporal Analysis of the Citation Graph

After conducting our citation analysis using Page Rank scores, we noticed that
Page Rank is assigning a higher score to older documents. To investigate whether
the language of the query is more susceptible to the terminology of older docu-
ments, we looked into the relationship between relevance and time and studied
how relevance changes over time using time series.

For this analysis we focused only on the result set of a query and not all the
documents in the collection. We derived time series from the result set (which
could be relevant to the query, thus referred to as pseudo relevant documents)
and in parallel from the set of relevant documents (qrels). We then compared
these two time series. We consider the publication date of the first kind-code
of a patent application as the time tag. A kind-code is a version used to denote
the publication level of a patent (e.g., first publication, second publication, or
corrected publication). The unit of time granularity considered in our analysis is
a year. We thus aggregated in one bin documents with publication dates in the
same year.

After performing this analysis, we observed that for the majority of queries,
the temporal distribution of true relevant documents (qrels) has a higher den-
sity of documents with recent publication dates, while our result set contains
a higher number of documents with older publication dates. This means that
the pseudo relevant set is lagging behind the qrels in the time dimension. Like-
wise, citation influence analysis using Page Rank scores is biased towards the
terminology of older documents.
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We are thus interested to take into account the time dimension in order to
improve the effectiveness of the retrieval. To do this, we need a query model
that captures the established terminology (derived from older documents) but
at the same time encodes the new vocabulary of the field (which is led by recent
documents). The challenge is how to balance these two distinct terminologies
and build a query model that combines both of these terminologies at once.

Modeling decay over time. Our aim is to capture the language change over
time. We take into account the patent publication dates and prioritize recent
documents while penalizing older documents.

In previous work, different functions have been used to model the decay
over time in a retrieval setting [3, 80]. Exponential decay function has been
used previously in IR tasks for modeling the time decay [61]. Recently, inspired
by cognitive psychology, Weibull function has been introduced as a time-aware
prior and has been successfully employed on blog and news collections for im-
proving the query modeling of event-based queries. Weibull function has been
shown to be more effective compared to exponential decay according to the re-
trieval results obtained in [80]. In this work we consider time-aware functions
to discount the effect of older documents and capture the terminology of recent
documents in the query model.

We describe the two time-aware functions below.

• Exponential Decay

fExp−Decay(D, q, g) = µ̂e−µ̂ δg (q,D) (7.3)

• Weibull

fWeibull(D, q, g) = e−(
µ̂ δg (D,q)

d̂
)d̂ (7.4)

where δg(q, D) is the difference between the publication date of the query and
the publication date of the document D. µ̂ denotes the decay parameter, d̂
indicates the steepness of the decay (forgetting) function, and g denotes the
time granularity.

We identify and weight the most distinguishing terms in the documents in
the citation graph, prioritizing recent documents. We consider a granularity of
one year and employ time-aware functions as document priors.

P(t|Qinnov−cit) = Zt

∑

D∈Gcit

P(t|D)P(D) (7.5)
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where Gci t is the citation graph. The document prior component in Equation 7.5,
P(D), is proportional to the value calculated by the exponential decay function
or Weibull function. The weight of each document, using the exponential decay
function, is calculated as follows: P(D) =

fExp−Decay(D,q,g)
∑

D∈Gcit
fExp−Decay(D,q,g)

. Zt is a normaliza-

tion factor.
Our assumption is that recent documents have an innovative language and

using temporal priors allow us to capture the terminology of recent documents.

7.5 Query Expansion using Citation Graph and Tem-
poral Features

We build a query model that has a good coverage over different time intervals,
utilizing the established language usage of older documents and the innova-
tive language usage of recently published documents. This query is built from
the linear combination of the initial query, the citation query model using the
Page Rank scores, and the temporal query model of the citation graph.

We interpolate the temporal query (as estimated in Equation 7.5) with the
citation query (as estimated in Equation 7.2) and the initial query (as estimated
in Equation 4.2):

P(t|Q) = α P(t|QInit) + β P(t|Qcit) + (1−α− β) P(t|Qinnov−cit) (7.6)

The M highest terms from the updated query model is then used as a query
to retrieve a rank list of documents.

Query Document Citation Graph (Page Rank) Citation Graph (Temporal)

manage, server, collaborate, transact, handle, service, network, permission, secure,
client, soap, peer, ... access, command, ... request, collect, ...

Table 7.1. Comparing the query terms selected from topic EP-1832953-A2 and
the topic-specific citation graph.

Table 7.1 shows a comparison between a list of terms derived from the
patent application “EP-1832953-A2”, terms sampled from documents with high
Page Rank scores belonging to the topic-specific citation graph, and terms de-
rived from the temporal query model of the citation graph. This query topic
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belongs to CLEF-IP 2011 topic set. The title of this patent topic is “Method and
apparatus for managing a peer-to-peer collaboration system”. By looking at this
example, we see that we are able to select terms from documents in the citation
graph which are relevant to the topic of the query but are not captured by the
initial query model.

7.6 Experimental Results

We now describe the structure of the experimental evaluations. We compare
the two following methods with the baseline presented in Table 7.2. The first
method corresponds to our implementation of the work reported in [35]. This
method is focused on computing a composite score using the textual information
of the query together with the link-based structure of the query-specific citation
graph. This method is referred to as Score-cit. The second method is our proposal
which estimates a query model from the documents in the citation graph and
expands the initial query using the estimated model from the term distribution
of the documents in the citation graph. This method is referred to as QM-cit.
Table 7.3 and 7.4 show the evaluation results of different methods using the
CLEF-IP corpora.

Results marked with † represents a statistical significant difference compared
to Score-cit1 and Score-cit2. The reported results for QM-cit1 and QM-cit2 are
obtained using the top 100 feedback terms selected from the expanded query
model. The top 30 feedback documents are selected and used to generate the
root set. The number of feedback terms and number of feedback documents are
experimentally set with the goal of optimizing the performance of the method.

We study the influence of the size of the citation graph on the effectiveness
of query expansion by considering two alternative versions of Score-cit and QM-
cit. The first version considers a citation graph exploiting one level depth of
citation links, constructed by collecting documents in the root set and base set
as explained in Section 7.2. We call these methods Score-cit1 and QM-cit1. The
second variation takes into account a citation graph using two levels of citation
links. We refer to the methods in this category as Score-cit2 and QM-cit2.

The results of Tables 7.3 and 7.4 suggest that the QM-cit method obtained
a better performance compared to Score-cit in terms of both recall and preci-
sion. QM-cit2 obtained statistical significant improvement in terms of recall over
Score-cit1 and Score-cit2. This observation suggests that using the link-based
structure as well as exploiting the term distribution of the citations (through es-
timation of a query model) is more useful than using the citation links alone.
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Table 7.2. Choosing baselines on two retrieval collections.

CLEF-IP 2010 (training topics)
Run identifier MAP recall PRES
W10TR 0.1219 0.6367 0.5512

CLEF-IP 2010 (test topics)
Run identifier MAP recall PRES
W10TE 0.1295 0.6105 0.5150

CLEF-IP 2011 (test topics)
Run identifier MAP recall PRES
W11TE 0.0990 0.5935 0.4859

Table 7.3. Performance of different citation analysis methods with a cut off
value of 1000.

CLEF-IP 2010 test set
Method Run description MAP recall PRES
Score-cit1 citation depth level 1 0.102 0.567 0.449
Score-cit2 citation depth level 2 0.105 0.574 0.461
QM-cit1 citation depth level 1 0.118 0.580 0.469
QM-cit2 citation depth level 2 0.121 0.585 0.474

We can see from the results of Tables 7.3 and 7.4 that neither of the versions of
Score-cit nor QM-cit achieved statistical significance over the baselines W10TE
and W11TE.

The results presented in Tables 7.3 and 7.4 show that increasing the depth of
the citation graph (from depth 1 to depth 2) has a positive effect on the perfor-
mance of both Score-cit and QM-cit methods. We also carried out experiments
with a citation graph of depth 3, where three consecutive iterations of the steps
described in Section 7.2 are considered. The obtained performance is statisti-
cally indistinguishable from the results for Score-cit2 and QM-cit2. We therefore
did not present these results.

In Figure 7.2, we studied the effect of increasing feedback terms and feed-
back documents on the performance of QM-cit2. We notice that increasing the
number of feedback terms has a consistent positive effect on all evaluation met-



102 7.6 Experimental Results

Table 7.4. Performance of different citation analysis methods with a cut off
value of 1000.

CLEF-IP 2011 test set
Method Run description MAP recall PRES
Score-cit1 citation depth level 1 0.091 0.543 0.453
Score-cit2 citation depth level 2 0.095 0.550 0.459
QM-cit1 citation depth level 1 0.105 0.560 0.465
QM-cit2 citation depth level 2 0.105 0.579 † 0.481

rics. However, when we vary the number of feedback documents, we can see
from the curve trends of QM-cit2 that there is a marked drop of performance in
terms of MAP for values more than 30. We observe a less severe drop of perfor-
mance in terms of recall. We can conclude that recall is less susceptible to the
number of feedback documents than MAP. By looking at PRES values presented
in Figure 7.2 we can see that the best performance of QM-cit2 is obtained with
30 feedback documents and 100 feedback terms.

7.6.1 Sensitivity Analysis of Different Parameter Settings

As mentioned before, the reported results in Table 7.4 are obtained using the top
100 terms extracted from the expanded query model using the top 30 feedback
documents. In this section, we conduct experiments to study the impact of these
parameters on the retrieval effectiveness of our proposed method QM-cit2. We
used the test topics of CLEF-IP 2011 during these evaluations.

Effect of the Number of Query Terms. We study the impact of the number of
query terms selected from the initial query model on the retrieval effectiveness of
the baseline method. Figure 7.3 shows the results of this study. We can observe
that by increasing the number of query terms we achieve improvement in terms
of recall. In Figure 7.3, the best performance in terms of recall is achieved when
the number of query terms is around 100. On the other hand, MAP drops when
selecting more than 100 query terms.
Effect of Number of Feedback Terms. We run QM-cit2 by varying the number
of feedback terms from 10 to 150. Table 7.5 shows the effect of these parameters
on the performance of the system in terms of MAP, recall, and PRES at cut-off
value of 1000. Results marked with † indicate statistically significant improve-
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Figure 7.2. Sensitivity analysis of QM-cit2 to the number of feedback terms on
CLEF-IP 2011.
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terms selected from the initial query model on CLEF-IP 2011.
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Figure 7.4. Sensitivity analysis of QM-cit2 to the number of feedback docu-
ments on CLEF-IP 2011.

ment over the baseline. We observe that QM-cit2 achieves the best performance,
selecting 100 feedback terms, regardless of the number of feedback documents.
In Table 7.5, selecting more than 100 query terms does not lead to an improve-
ment. We notice the positive effect of increasing the number of expansion terms
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Feedback terms Metric
Feedback documents

10 20 30 40 50

10

MAP 0.080 0.074 0.085 0.082 0.075
Recall 0.545 0.548 0.550 0.546 0.540
PRES 0.445 0.445 0.450 0.445 0.440

20
MAP 0.082 0.082 0.097 0.082 0.076
Recall 0.549 0.551 0.564 0.551 0.539
PRES 0.447 0.451 0.467 0.451 0.440

50
MAP 0.096 0.104 0.104 0.098 0.090
Recall 0.560 0.575 0.577 0.575 0.570
PRES 0.463 0.479 0.480 0.479 0.476

100
MAP 0.098 0.104 0.105 0.104 0.102
Recall 0.561 0.578 † 0.579 † 0.575 0.572
PRES 0.465 0.481 0.481 0.481 0.480

150
MAP 0.098 0.103 0.105 0.103 0.099
Recall 0.561 0.576 0.579 † 0.574 0.570
PRES 0.465 0.479 0.481 0.479 0.477

Table 7.5. QM-cit2 results over CLEF-IP 2011 dataset with a cut-off value of
1000.

on all the evaluation metrics.

Table 7.6 and 7.7 report the results of QM-cit2 in terms of MAP, recall, PRES
at cut-off value of 100 and 500, respectively. The results of Table 7.6 and 7.7 are
consistent with the observations made from Table 7.5.

Effect of Number of Feedback Documents We investigate the effect of the
number of feedback documents by varying this number from 10 to 50. We plot
the sensitivity of QM-cit2 method for varying values of feedback documents in
Figure 7.4. We observe the best performance is achieved when the number of
feedback documents is around 30. We can see that values higher that 30 hurt
the performance.

In the next section we show how we can obtain a better performance by
incorporating temporal information into the model when performing citation
influence analysis.
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Feedback terms Metric
Feedback documents

10 20 30 40 50

10
MAP@100 0.076 0.077 0.078 0.082 0.078
Recall@100 0.300 0.310 0.310 0.313 0.314
PRES@100 0.221 0.227 0.227 0.230 0.228

20
MAP@100 0.077 0.080 0.080 0.082 0.078
Recall@100 0.310 0.324 0.325 0.315 0.328
PRES@100 0.226 0.245 0.245 0.2327 0.247

50
MAP@100 0.078 0.080 0.080 0.084 0.080
Recall@100 0.327 0.342 0.342 0.354 0.344
PRES@100 0.247 0.257 0.257 0.262 0.257

100
MAP@100 0.079 0.081 0.081 0.090 0.082
Recall@100 0.329 0.344 0.344 0.354 0.342
PRES@100 0.250 0.258 0.258 0.266 0.258

150
MAP@100 0.079 0.081 0.081 0.090 0.082
Recall@100 0.329 0.344 0.344 0.353 0.342
PRES@100 0.250 0.258 0.258 0.266 0.258

Table 7.6. Recall, MAP and PRES results over CLEF-IP 2011 dataset with a
cut-off value of 100.

7.6.2 Enhancing Citation Analysis with Temporal Information

We study the impact of the temporal features for improving the citation query
model and we look into capturing the language change over time. Table 7.8
shows the results of the temporal query model (according to Equation 7.6). Re-
sults marked with † show statistically significant improvement over the baselines
W10TE and W11TE. The parameters of the model are tuned using 5 fold cross
validation to maximize PRES.

The results reported in Table 7.8 show that including temporal features into
the citation query model led to statistically significant improvement in terms of
MAP. Furthermore, reported results show that modeling the decay over time us-
ing the Weibull prior (Equation 7.4) performed better than using the Exponential
decay prior (Equation 7.3).

To further investigate the effect of the temporal query modeling, we pre-
sented the evaluation results of methods in different technological fields in Ta-
bles 7.9 and 7.10.

The results of Table 7.9 shows that TM-WB obtained a better performance
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Feedback terms Metric
Feedback documents

10 20 30 40 50

10
MAP@500 0.079 0.078 0.080 0.081 0.082
Recall@500 0.476 0.482 0.483 0.489 0.489
PRES@500 0.374 0.380 0.381 0.389 0.389

20
MAP@500 0.080 0.080 0.082 0.082 0.083
Recall@500 0.495 0.497 0.497 0.490 0.492
PRES@500 0.394 0.398 0.398 0.389 0.392

50
MAP@500 0.084 0.084 0.086 0.087 0.087
Recall@500 0.495 0.505 0.505 0.492 0.494
PRES@500 0.398 0.401 0.401 0.398 0.398

100
MAP@500 0.960 0.977 0.977 0.960 0.960
Recall@500 0.494 0.508 0.508 0.494 0.493
PRES@500 0.405 0.411 0.411 0.405 0.405

150
MAP@500 0.968 0.978 0.978 0.968 0.968
Recall@500 0.494 0.508 0.508 0.494 0.494
PRES@500 0.407 0.411 0.411 0.407 0.407

Table 7.7. Recall, MAP and PRES results over CLEF-IP 2011 dataset with a
cut-off value of 500.

Table 7.8. Performance of temporal modeling with a cut off value of 1000.

CLEF-IP 2010 test set
Method MAP recall PRES
TM-ED 0.138 0.587 0.496
TM-WB 0.145 † 0.588 0.503

CLEF-IP 2011 test set
Method MAP recall PRES
TM-ED 0.124 † 0.580 0.487
TM-WB 0.128 † 0.582 0.490

compared to QM-cit2 in categories F, G and H. These improvements hold for all
three reported metrics. However, we observe that the performance of TM-WB
is lower than QM-cit2 in category C. Our experiments on CLEF-IP 2010 showed
that communities of inventors related to the topics in categories F, G and H are



108 7.7 Conclusions

Table 7.9. Evaluation results over test set of CLEF-IP 2010.

method name metric A B C D E F G H

QM-cit2
MAP 0.138 0.123 0.127 0.070 0.086 0.128 0.110 0.119
recall 0.518 0.598 0.535 0.620 0.500 0.619 0.600 0.598
PRES 0.433 0.489 0.448 0.540 0.427 0.517 0.476 0.482

TM-WB
MAP 0.134 0.122 0.121 0.075 0.081 0.148 0.117 0.134
recall 0.518 0.596 0.533 0.620 0.500 0.638 0.624 0.599
PRES 0.433 0.489 0.439 0.542 0.427 0.529 0.500 0.495

Table 7.10. Evaluation results over test set of CLEF-IP 2011.

method name metric A B C D E F G H

QM-cit2
MAP 0.129 0.099 0.132 0.195 0.125 0.096 0.103 0.073
recall 0.603 0.566 0.568 0.676 0.438 0.569 0.584 0.545
PRES 0.509 0.471 0.485 0.588 0.370 0.490 0.483 0.440

TM-WB
MAP 0.127 0.102 0.130 0.195 0.137 0.120 0.105 0.101
recall 0.603 0.568 0.565 0.679 0.446 0.579 0.585 0.558
PRES 0.509 0.472 0.483 0.588 0.376 0.488 0.485 0.455

more receptive to linguistic changes over time while inventions in categories A,
B, C, D, and E are more resistant to the changes of the language. The decrease
of precision on category C (which categorizes the patent documents related to
“Chemistry” and “Metallurgy”) was counter intuitive as we expected the lan-
guage of this community to be evolving over time. However, we did not capture
this effect in our query model. The results of Table 7.10 show the positive ef-
fect of our method in capturing the language change in categories E, F and H
as opposed to other categories over the topics of CLEF-IP 2011. A concluding
remark for these experiments is that we obtained more accurate results when
incorporating temporal features into our model.

7.7 Conclusions

Previous work showed that using the link-based structure of citations led to
improvements over a strictly textual-based method (using the term distribution
of the query document). The question which was not answered is whether the
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link-based structure of the citation graph together with the term distribution of
cited documents can be effective to improve the ranking. To answer this question
in this chapter we used the link-based structure of the citation graph together
with the term distribution of cited documents and we built a query model from
the citation graph.

In order to address the bias of the Page Rank score against new nodes – which
have not stayed long enough in the network to accumulate sufficient links – we
incorporated the publication dates of the patent documents in the citation graph
in the query modeling process.

We did this by considering the temporal order of the nodes in the citation
network. We discounted the initial probability of selecting a node as the seed of
the PageRank algorithm according to some temporal decay factor. The results
showed the advantage of using the term distribution of the cited documents
together with the publication dates. In particular, our citation influence analysis
using temporal features improved the precision. It is worth mentioning that the
positive effect of capturing the language change using the temporal query was
more visible for patents belonging to domains such as “Mechanical Engineering”
and “Electricity”, while we observed a decrease in precision for topics belonging
to “Chemistry”.

In the next chapter, we investigate combining in a single framework different
relevance evidences related to a query patent such as classification (explained in
Chapter 6) and citation information (explained in this chapter).
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8

Synthesizing Multiple Relevance
Evidences for Query Formulation

“Everything should be as simple as it is, but not simpler.”
– Albert Einstein

8.1 Introduction

Up to now, we introduced multiple sources of relevance evidence (i.e., classifi-
cation tags, bibliographical data, and temporal information) and discussed how
to incorporate them in the process of query formulation. We saw that such
sources of relevance evidence provides additional details about the underlying
information need. In this chapter, we take a broader look and propose a uni-
fied framework that integrates the previously mentioned relevance evidences
for query formulation.

Our proposed model is composed of different stages which were previously
introduced. In the first step, we take advantage of the estimated query model
from the textual fields of a query patent, according to a weighted log-likelihood
based approach (see Section 4.2). In the second step, we employ the topic
specific citation graph and use the estimated citation query model (according
to Equation 7.6) to expand our initial query model. We then perform a query
expansion by deriving expansion concepts from the query-specific lexicon (built
in Section 6.4) and use positional information to calculate weights for ensuring
high quality expansions. To this end, we utilize kernel functions to keep track
of the distance of expansion concepts from query terms (as previously discussed
in Section 6.5). To avoid redundancy we do not repeat the explanations of the

111
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previous methods in this chapter and we only present the result of combining
different components in the experimental section.

The rest of this chapter is organized as follows. Section 8.2 presents the ar-
chitecture of our proposed model. Section 8.3 present the experimental results.
We conclude in Section 8.4 with a summary.

8.2 The Architecture of the Proposed Model

Figure 8.1 illustrates the general scheme of our proposed method of query ex-
pansion. The system receives a full patent application (query patent) consisting
of textual fields and classification information. Note that we do not have the ci-
tation information associated with the patent application; however, for the rest
of the documents in the collection, we have both classification information and
citation information.

Figure 8.1. The general scheme of our proposed method for query expansion
using IPC lexicon and citation information. Numbers indicate the flow of
operations.

In step I, we estimate a query model from the textual fields of the patent. In
step II we build an initial rank list based on the query model estimated from the
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query patent. In step III we take the initial rank list and extract query-dependent
citation links from the top-k ranked documents. We then build a query-specific
citation graph. We perform influence analysis on the citation graph incorporat-
ing the temporal features of the cited documents into our model. In step IV we
build a citation query model. In step V we build a query-specific lexicon from
the IPC definition pages. In step VI we make a lookup in the lexicon using the
IPC classes of the query document. In step VII we extract the terms related to
the IPC classes of the query from the IPC lexicon. In step VIII we expand the ci-
tation query model with expansion concepts extracted from the lexicon. In step
IX, query expansion is performed and the distance between query terms and ex-
pansion terms is used to calculate weights for ensuring high quality expansion.
The final rank list is generated as the result of this step.

8.3 Experimental Results

To guarantee the assignment of reliable importance weights to the expansion
concepts, we start with a set of precise query terms according to the interpolated
citation query model (Equation 7.6). Thus, in the remainder of the experiments,
we focus on this query model. Note that Equation 7.4 is used as document prior
for the temporal component.

In this section, we present the evaluation results of our proposed approaches
on the test set of CLEF-IP 2010 and CLEF-IP 2011. Table 8.1 reports the retrieval
performance of query reformulation methods described in Section 6.5.1. The
symbols † and ‡ denote statistical significant improvements over W10TE and
W11TE (presented in Table 6.3), respectively.

Table 8.1. Performance results of query reformulation approaches on two patent
retrieval datasets on the test topics of CLEF-IP 2010 and CLEF-IP 2011.

Collection metric IEC EEC CSS PPRF
CLEF-IP 2010
(baseline:
W10TE)

MAP 0.1434 † 0.1405 † 0.1301 0.1122
recall 0.6598 † 0.6452 † 0.6243 0.5890
PRES 0.5560 † 0.5510 † 0.5338 0.5029

CLEF-IP 2011
(baseline:
W11TE)

MAP 0.1231 ‡ 0.1225 ‡ 0.1189 0.1022
recall 0.6369 ‡ 0.6268 ‡ 0.6094 0.5645
PRES 0.5290 ‡ 0.5255 ‡ 0.5141 0.4952
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We now compare the performance of our query expansion methods which
use IPC lexicon for extracting expansion candidates. In addition to EEC and IEC
which were introduced earlier, the results of the other two query reformulation
methods are presented in Table 8.1. The method that combines search strategies
is denoted as CSS. The last method in our comparison is the positional-based
pseudo relevance feedback, which is denoted by PPRF.

The main observation from Table 8.1 is that IEC is always more effective
than the other three methods. In addition, IEC improved significantly over the
baseline in terms of recall on both collections.

Table 8.1 shows that a method which uses a conceptual lexicon for selecting
expansion terms outperforms a method that uses pseudo feedback documents
(selected using PRF) for identifying expansion terms. This is evident by compar-
ing the performance of EEC, IEC and CSS to the performance of PPRF, since the
first three methods use the conceptual lexicon for query expansion. This result
is consistent on both corpora used for evaluation.

In addition, the results of Table 8.1 demonstrate that IEC obtained improve-
ment over EEC. In contrast to IEC, EEC extracts a limited set of expansion terms
from the conceptual lexicon, the ones which are present in the query document.
This diminishes the power of EEC with respect to IEC. The results confirm that
the unlimited usage of the conceptual lexicon is superior to its limited usage.

Another observation which can be made from Table 8.1 is that CSS achieved
worse results compared to both EEC and IEC. This is perhaps due to the fact
that information is lost during the merging of two separate runs made from the
query terms and expansion terms. On the contrary, both EEC and IEC use a
unified query which is composed of query terms and expansion terms. Overall,
the results of Table 8.1 show that using the conceptual lexicon as a domain-
dependent external resource is effective in terms of recall and precision.

We used 40 expansion terms (experimentally set as described in Section 8.3.2)
in each of the query reformulation methods. In Section 8.3.2, we studied the
effect of varying the number of expansion terms and number of feedback doc-
uments on the performance of each method. We also presented the results of
normalization using MinMax-HIS throughout this chapter.

Table 8.2 shows the performance of the IEC method along with the best
official results of CLEF-IP 20101 and CLEF-IP 2011 [82, 83]. We are afraid that
PRES values were not reported in the official results of CLEF-IP 2011 and they
can’t be calculated now. It can be seen that the IEC method performed better
than the best official results over CLEF-IP 2011. IEC can also be considered as

1http://www.ifs.tuwien.ac.at/∼clef-ip/pubs/CLEF-IP-2010-IRF-TR-2010-00003.pdf
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the second best method on CLEF-IP 2010 in terms of recall and PRES.

Table 8.2. Comparison with the best official results on the English subset of
the test set.

Official best results of CLEF-IP 2010
Method Run description MAP recall PRES
IEC our method 0.1434 0.6598 0.5560
humb rank 1 0.2264 0.6946 0.6149
dcu rank 2 0.1807 0.616 0.5167

Official best results of CLEF-IP 2011
Method Run description MAP recall PRES
IEC our method 0.1231 0.6369 0.5290
nijm rank 1 0.0582 0.6303 NA
hyder rank 2 0.0593 0.5713 NA

8.3.1 Comparison with Standard PRF

Table 8.3 reports the retrieval performance of PPRF and PRF. A † denotes statis-
tical significant improvement over standard PRF.

Table 8.3. The comparison of performance results of PRF and PPRF.

Collection metric PPRF PRF

CLEF-IP 2010
MAP 0.1122 0.0880
recall 0.5890† 0.5630
PRES 0.5029 0.4962

CLEF-IP 2011
MAP 0.1022 0.0842
recall 0.5645 † 0.5348
PRES 0.4952 0.4794

As previously mentioned, PPRF is similar to PRF since they both use a feed-
back set for selecting expansion terms. However, PPRF uses proximity infor-
mation inside the feedback set to calculate the weight for expansion terms in
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contrast to standard PRF. The results show that PPRF performs significantly bet-
ter than standard PRF. This result confirms the usefulness of proximity infor-
mation for identifying importance weights for expansion terms as previously
shown in [67]. PPRF and PRF did not achieve improvement over the baseline
(presented in Table 6.3). The number of feedback documents is experimentally
set (as described in Section 8.3.2) to 10 for both PPRF and PRF methods.

8.3.2 Parameter Study

In this section, we study the influence of different parameters on the effective-
ness of our proposed methods.

Number of Expansion Terms and Number of Feedback Documents.

We plot the sensitivity of different query reformulation methods in relation
to the number of expansion terms over CLEF-IP 2010 test set in Figure 8.2.

According to Figure 8.2, IEC is a clear winner among the four methods given
the three evaluation metrics and PPRF achieved inferior results compared to
other methods. We observe some variations in the performance of PPRF with
different number of expansion terms. The best performance of PPRF is achieved
with 40 expansion terms. Another observation is that IEC, EEC, and CSS seem to
be less susceptible to the number of expansion terms. We can see that IEC, EEC,
and CSS need 40 expansion terms to exhibit their best performance according
to PRES values. IEC, EEC, and CSS continue to maintain a stable performance
using higher number of expansion terms.

Since PRF and PPRF share the number of feedback documents, we are inter-
ested to understand how this parameter affect the retrieval performance of these
two methods. We draw in Figure 8.3 the sensitivity curves of PRF and PPRF with
respect to the number of feedback documents and expansion terms on CLEF-IP
2010. Since IEC, EEC and CSS do not share the number of feedback documents
as a parameter, we did not include them in this analysis.

Figure 8.3 shows that PPRF achieved better results compared to PRF. The
best performance values for both PRF and PPRF are obtained with 10 feedback
documents according to PRES values. The sensitivity curves for both PRF and
PPRF show that using more than 10 feedback documents does not improve the
performance. We hypothesize that this is because when we select feedback doc-
uments with higher rank positions in the rank list, more noisy terms are also
selected and this hampers the performance of PRF and PPRF.
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Figure 8.2. Sensitivity to the number of expansion terms and number of feed-
back documents on CLEF-IP 2010.
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Figure 8.3. Sensitivity analysis of PRF and PPRF on CLEF-IP 2010.
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8.4 Conclusions

In this short chapter we presented a unified framework for query expansion
which incorporates bibliographic information, IPC classifications, and temporal
features to improve the initial query estimated from the query patent. These
relevance evidences have been introduced in the previous chapters and were
not presented again here. In this chapter, we tried to provide a way to combine
these evidences together.

We used the citation query model estimated from the link-based structure
of the citation graph together with the term distribution of cited documents.
We employed the publication dates associated with the patents to adapt our
query model to the change of vocabulary over time. We performed query ex-
pansion method leveraging the IPC lexicon which has been previously discussed
in Chapter 6. We observed that the query expansion method using IPC lexicon
has a recall enhancing effect. We evaluated our proposed method using two
patent datasets, namely CLEF-IP 2010 and CLEF-IP 2011. IEC query formulation
method achieved similar performance as the state of the art methods on CLEF-IP
2010 and was able to improve over the official best results of CLEF-IP 2011.
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Conclusions and Future Work

“I was born not knowing and have had only a little time to change that
here and there.”

– Richard P. Feynman

The central question investigated in this thesis is “How can we improve the
information access for patent retrieval?”. We proposed different methods and
approaches to improve the representation of a query using different dependen-
cies associated with a patent document. We applied our methods to prior art
search task, however, they are applicable to other tasks in patent information
retrieval such as invalidity search.

This chapter is organized as follows: we conclude our study in Section 9.1
by summarizing the answers to the research questions raised in chapter 1. Ulti-
mately, in Section 9.2, we present potential directions for future work continuing
the research theme discussed in this thesis.

9.1 Summary and Contributions

We now provide a summary of different chapters, focusing on addressing the
research questions presented in chapter 1.

9.1.1 Reducing the Query Patent Application

RQ1 examines reducing the query patent application and selecting represen-
tative terms for formulating a query. In chapter 4, we studied three different
methods for estimating a uni-gram query model from a full patent application
(extracted from the test set of CLEF-IP collection): i) weighted log-likelihood
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based approach, ii) cluster based query model, iii) parsimonious query mod-
eling approach. We evaluated our models experimentally and compared their
performance together. The results showed that the query model estimated from
the “description” field provides the best query and we noticed that the weighted
log-likelihood based approach achieves better performance among the three pro-
posed query estimation approaches.

In chapter 5, we explored expanding the uni-gram query model estimated
from a query patent application using noun phrases to enhance the query rep-
resentation (RQ1.II). We asked ourselves whether noun phrases, extracted form
the query document, can be beneficial for query expansion. We limited ourselves
to noun phrases, instead of using other N-gram types (e.g verb phrases), as we
were interested in finding technical terms which provides description about the
topic of the invention.

We extracted noun phrases using the global analysis of the patent collection
and calculated two different importance score for noun phrases: i) mutual infor-
mation based score, ii) TF/IDF based method. We expanded the queries in the
topic set using the top-K noun phrases. After evaluating the expanded rank list,
we noticed that expansion using noun phrases is not beneficial for all queries.
Therefore, we were interested to distinguish between queries and decide when
to expand a query in order to obtain a likely improvement in the retrieval per-
formance. We studied different features characterizing each query using query
quality predictors such as Clarity measure [26], taking into account both the
properties of the query and the properties of the initial result (a rank list) for a
query. We introduced other measures using the specific characteristics of patent
documents (such as IPC classes) inspired by Clarity measure.

Next, we tried to find a relation between query features and the performance
of the final rank list both before and after expansion. We defined this problem
as a regression problem and used the Average Precision value as a function of
query features indicating the effectiveness of the rank list. We solved this regres-
sion problem using a learning algorithm, the Stochastic Gradient Boosting Tree
(SGBT). After distinguishing between queries and identifying for which query
category noun phrase expansion is effective, we performed a selective query ex-
pansion in which we performed a query dependent decision for expansion using
noun phrases (RQ1.III).

The results of the experiments showed that the mutual information based
scoring method extracted better phrases compared to the TF/IDF based scoring.
We found that the selective query expansion approach using noun phrases led
to significant improvement over the expanded and unexpanded rank lists. Com-
parison with the strong baselines of CLEF-IP showed that our selective query
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expansion method lead to significant improvement over state of the art meth-
ods.

9.1.2 Enhancing Query Representation using Classification Tags

In chapter 6, we were interested to use the International Patent Classification
(IPC classification) in order to enhance the representation of the query (RQ2).
We investigated the definition of IPC classes – which provides a more established
vocabulary usage compared to the query – and built a lexicon from IPC definition
pages. This lexicon serves as a source for extracting expansion terms related to
the IPC classes of the query document. We explored different strategies for
selecting the initial query model built from the query document (as explained in
Chapter 4) with expansion concepts. The strategies were: i) Explicit Expansion
Concepts (EEC), ii) Implicit Expansion Concepts (IEC), iii) Combining Search
Strategies (CSS), iv) Proximity-based Pseudo Relevance Feedback (PPRF).

Assuming that words appearing within the neighborhood of a given query
term are more likely to be associated with that query term, we used term prox-
imity information between the query terms and expansion terms to calculate
reliable importance weights for the expansion terms. We used density kernel
functions to model the relatedness of query and expansion terms. To do this,
we used three different density kernel functions, namely Gaussian, Laplace,
and Rectangle. The results of comparing different kernel functions showed that
Gaussian kernel outperforms other types of kernels in most cases for propagating
the query relatedness.

We analyzed the quality of the extracted expansion terms from the IPC con-
ceptual lexicon in terms of their impact on the final performance of the expanded
rank list and evaluated the performance of the proposed query expansion strate-
gies. We observed that the expanded query using the IPC lexicon (in both EEC
and IEC approaches) achieved statistical significant improvement compared to
the initial rank list (before query expansion). These results are encouraging as
it shows that the vocabulary of IPC lexicon is complementary to the terminology
used in the query patent.

We also evaluated different strategies for query expansion and found that
the query formulation using IEC is more effective than the other three methods.
This observation confirmed that an unlimited usage of the conceptual lexicon is
superior to a limited usage.
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9.1.3 Analyzing Patent Citation Network

We hypothesized that the vocabulary of citations could be helpful for minimizing
the vocabulary mismatch, as the terminology of cited documents contain the
wording conventions used among different inventors related to the subject of
the invention of a query. In chapter 7, we studied selecting query expansion
terms from the citation information (RQ3).

We first built a directed unweighted graph including documents that refer
and are referenced by a patent application (a topic-specific graph). We asked
ourselves whether the content of the cited documents can provide additional in-
formation to the citation links which have been previously used in the state of
the art of prior art search. To study this, we first employed a citation based anal-
ysis measure (Page Rank score) to calculate the impact of each document in the
citation graph, in terms of the number of citations it has received and the quality
(influence) of those citations. We then use the term distribution of cited docu-
ments to estimate a query model from the cited documents by identifying key
terms and their corresponding weights. We perform a query expansion using the
estimated query model from the cited documents to improve the representation
of the initial query.

In order to address the bias of the Page Rank score associated with the age of
a document – how long it stayed in the graph – we explored two different decay
functions for discounting the Page Rank score associated with each document in
the citation graph: i) Exponential Decay function, ii) Weibull function.

By employing temporal features associated with the citation information, the
query model is adapted to the change of the vocabulary over time and query
terms are selected from different time intervals.

9.1.4 Synthesizing Different Relevance Evidences

In chapter 8, we proposed a framework for combining different relevance evi-
dences together – by merging the results of Chapters 6 and 7 – in order to take
advantage of the additional information linked with the query patent for min-
imizing the term mismatch problem. Our proposed framework not only takes
advantage of the established language of the IPC definitions to estimate a better
representation of the query, but also selects terms from the highly cited docu-
ments (the community of influential inventors in the domain).

The results of the experiments showed the advantage of using citation infor-
mation and temporal features in estimating a query model, leading to a better
MAP. We also observed that the query expansion method using IPC lexicon led
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to an improvement in terms of recall. This chapter answered RQ4.

9.2 Future Directions

Some possible future work for this line of research are listed below:

Summarizing the results of a topic. Presenting the list of all relevant docu-
ments about a topic to a user is not very useful. The reason is that the
user has to go through all the documents to find the relevant parts in-
side each one about the topic. Therefore, it is more useful to choose a set
of representative sentences related to the topic from the ranked list and
present them as a condensed summary to the user. Such summary could
provide a short but informative description of the influential companies
and inventors in the field, in addition to the summary of the content of
the returned patents. Therefore, it allows the user to get a global picture
of other entities (information sources such as companies and inventors)
related to a specific topic as well as the relevant textual context.

Passage retrieval. The goal of this task is to find relevant passages inside the
relevant patent documents, where the information need is also repre-
sented by a passage itself. Retrieving passages from relevant patent doc-
uments instead of entire documents is a better simulation of the real task
of patent examiners, as patent examiners usually have to provide relevant
information at a finer granularity than that of a document. This task has
been added to CLEF-IP 2012, replacing the patent document retrieval task.

The objective here is to rank passages in response to a query. The first
challenge is related to the information need of the task. The information
need is represented by a passage (e.g. a claim of a patent document) and
it is composed of only a few sentences. To analyze the information need,
we can perform semantic processing at a sentence level to identify the
concepts inside the sentence. In order to understand concepts we need to
define them and their boundaries and to perform this let us resort to the
power of parsers [57, 85]. For the sake of simplicity let us consider that
the output of the parser gives us the concepts which are expressed as noun
phrases. The next goal is to find relations between concepts in a sentence
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and to perform a reasoning over the meaning of the sentence. The parser
can mark the relations inside the sentence which are expressed as verbs
(the head of the sentence).

We can go one step further and try to categorize paragraphs in a doc-
ument according to their intent (objective). We can differentiate para-
graphs according to the message they are conveying. The following types
can be considered as labels for passages: introduction, comparing two
methods, describing the advantages or disadvantages of a method, what
does a method facilitate, explaining how a method work, the novelty of a
method, the usage context of a method, and conclusion. We need annota-
tions for such types of passages and we can use a classification approach
to perform such classification. It might be needed to customize the catego-
rization types for different technological domains, thus it might be easier
to focus on a specific IPC class in the beginning for which annotations can
be obtained easier. A crowd-sourcing toolkit such as Amazon Mechanical
Turk (MTurk) [2] can be used for obtaining annotations (at sentence or
paragraph level) in the absence of experts.

We can use both the semantic similarity (based on the concepts and re-
lations in a sentence) and intent similarity, in order to find similar para-
graphs.

Ranking competitor companies. Another possibility for the future work is to
figure out influential companies on a given technology field like “Tablet
Computer” using an analysis over the patent citation network. To do this,
both textual content and citation network information (relationships be-
tween different patents) can be used to obtain accurate ranking results for
companies such as Apple, Microsoft, Google, Sony, and Samsung. Study-
ing the evolutionary pattern of competition in a domain is another subject
of interest for the future work. For example we can study how the pat-
tern of competition among major components in a field changes over time
or how new companies turn into potential competitors in a given domain
(companies to watch).

Discovering terminology evolution over time. One interesting work would be
to find the terminology used to refer to the same concept in different time
intervals, and track down how newly coined terms are gradually replacing
other terms. For example, over the years different terms were used for
referring to data storage and management techniques, such as data bases,
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data warehousing, data mining, Big Data, and Cloud Computing. It is in-
teresting to find the terms related to the same concept and link them to
each other over different time periods.

Academic search. The estimated query models in this thesis can be applied to
scientific paper search with the goal of finding related work. Academic
search shares some common characteristics with patent prior art search.
The immediate similarity is related to the query-by-document nature of
patent prior art search which can be extended to find the literature related
to a scientific paper.

Finding related works for a scientific paper can be done in the two follow-
ing steps: 1) find the domain experts. 2) generate a summary of the key
contributions of the domain experts.

The first challenge is related to building a citation network from the cita-
tion information. Each node in the network represents an author and each
edge denotes either a citation link or a collaboration between the two au-
thors. This citation network can be analyzed to find domain experts. The
social media can be another resource which can help us calculate an ex-
pertise score. The professional presence of an expert in the social media
(e.g. Twitter and LinkedIn) is an additional factor which helps evaluate
their skills in terms of adaptation of novel technologies for disseminating
information.

To perform the second stage, we start by identifying the key concepts in
the abstract of the scientific paper (the query). Such key concepts are then
used to find similar documents. The final rank list presented to the user,
includes the list of domain experts where for each expert, a summary of
his/her key contributions (extracted form their published work) is gener-
ated.
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