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Abstract—For communication schemes employing Frequency sequences [8]). The performance measure parametetSaare
Hopping/Multiple  Frequency Shift Keying modulation, we and Prap in the presence of background noise only, and
present an algorithm for finding good non-binary synchronization background noise and jamming/fading.

sequences, which are permutations, to be used with permutation Th t of th . ized foll . t
codes to synchronize/resynchronize data in channels with back- erest o € paper Is organized as follows. next, we

ground noise and interference(frequency jamming/fading). For Present the communication system model in Section Il, givin

the synchronization sequences, new analytical expressions fdre a detailed description of how it affects data symbols in the

probability of false acquisition are also given. Using simulation re- channel. Section Il gives new analytical expressions far t

sults, we show that our synchronization sequences perform belt o yaility of false acquisition of permutation synchmation

than some conventional non-binary synchronization sequenceis, - .

the presence of background noise and interference. sequences on data. We present our algorithm for finding good
synchronization sequences for permutation codes in Sectio

IV, and present simulation results in Section V. Concluding

remarks are in Section VI.

Index Terms—Frame synchronization, markers, permutation
codes, power line communications.

I. INTRODUCTION

Frame synchronization for binary data is most commonly . . —
: - . ; o We consider a digital communications system model where
achieved by periodically inserting a synchronization ssmpe d

4 : ata is organised into frames. Each frame consistspflata

(sync word in the data. Methods for locating the sync word in o
. N symbols and a synchronization sequencd.gfsymbols. We
data, for both binary and/-ary communications systems over o .
. . : . assume symbol synchronization has been achieved, hence we
additive white Gaussian noise (AWGN) channels, have begn o o
) . ocus on frame synchronization. The frame synchronization
extensively researched in [1] and [2]. Scholtz [3] presgénte . g -
; : . algorithm sequentially searches for the synchronizatien s
an analytical study on the design of binary sync words In

the presence of background noise (AWGN channel). It ngence in the .rece|.ved frame, corrupted by c_hannel hoise. At
each symbol time instant, ahg-tuple of received symbols

stated in [3] that a good sync word has to be of the prOp|ercompared with the synchronization sequence, andiany

!ength Inproportion to the frame 'e'f‘gth (tha_t 1S, mlr“matuple of received symbols that differs to the synchroniati
insertion of redundancy in data), while allowing for a low

probability of false acquisition in the dat@&sp), and hence sequence In at ”.m’{ positions is declared the synchr-om.za-
. S - et tion sequenceH is the error tolerance of the synchronization
a high probability of acquisitionKs). By acquisition we mean

. S . : algorithm [3].
locating the synchronization sequence, as explained in [3] Apart from background noise, the channel model also intro-

Motivated by the research done in using permutation COdgﬁces frequency jamming or fading. We adopt a model where

to combat noise found in the Power Line Communicationass mbol is marked an erasure if it is considered unreliable
(PLC) channel [4]-[7], we develop an algorithm for findingé y

Il. SYSTEM MODEL

good synchronization sequences for permutation codedsn t ue to interference (frequency jamming or fading) as stated

paper. The synchronization sequences are not specifically I

the PLC channel, but also for channels where information isA jammer sends Energy in any one of thé_fre_quenues_
) . . used in the communication, causing communication to be im-
transmitted in several frequencies, such as Frequency HO

ping/Multiple Frequency Shift Keying (FH/MFSK) modula-p%ssIble in that particular frequgncy._Alternatlyely, néad!ng
. e n any one of theM frequencies, is where in a particular
tion communication schemes. We only focus on chann 95 : o . C

; . . requency the energy is nullified causing communication to
with background noise (causing one data symbol to change. . :
) . . : : € impossible. In the rest of the paper we shall refer to eithe
into another) and frequency jamming/fading (causing symbf) : . . i

requency jamming or fading as interference.

erasures).

In this work we present an algorithm for finding good
synchronization sequences for permutation codes andrpresel!l: ANALYSIS OF SYNCHRONIZATION SEQUENCES FOR
some examples of good synchronization sequences. We also PERMUTATION CODES
suggest a way of extending the synchronization sequence®efinition 1: A permutation codeC' consists of|C| se-
to form longer sequences. The performance of our syguences of lengthl/, where every sequence contains thie
chronization sequences is evaluated, by simulationsnsgaidifferent integerd, 2, ..., M as symbols|C| is the codebook

available synchronization sequences in literature (s®drker cardinality.
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In [3], Scholtz presented expressions for the probalslitie We classify thea > 1 synchronization sequences accord-
of false acquisition on datal’-ap, and true acquisition on ing to the idea in Proposition 1. For any/, we group
the synchronization sequendepay for binary synchronization synchronization sequences such that those with the same

A. Permutation Codes? = Sjr

sequences. number of symbols separating closest similar symbols be-
We derive new expressions fdfap for permutation se- tween the permutations, belong to the same group. With this
guences used as permutation codes according to Definitiorgdouping, for anyM there will always beM classes, for
In Section IlI-A we shall discuss the case where all ¢ example, forM = 4 and a = 2, we can have: Class A
permutations of the symmetric group of permutatioSs;{ (12344321, 12344213), Class B (2343421, 12342431), Class
are used in the permutation codg and in Section 1lI-B we C (12342314, 12342341) and Class D 12341234, 21342134).
shall look at a specific case whefeC Sy,. This idea can be extended to> 2 by making sure that the
next permutation is appended such that the overall synchro-
nization sequence remains in the same class it was in before
. ) . the appending of the extra permutation. We shall see later
Firstly, consider a worst case scenario where all #i€ that the classifying of synchronization sequences in trig w
permutation sequences are used in a codebook of a perdusf no significant effect when the algorithm in Section IV
tation code. The probability of getting at/-symbol permu- s employed to select synchronization sequences. From here
_tatloln seqlijence, Erom the slymmetrlclgroup of permutatioggards we focus on permutation codes where S
iS! 37 X 37— X 7=z W=D — i If a consecuuye _
M-symbol sequences are used to form the synchronization . _
sequence then we hayel;)*. We come up with the following B- Permutation Codest” C S
new expression for the probability of false acquisition @tad  Note that a permutation cod€, is usually a subset of
for the symmetric group of permutation sequencesofer 1:  the symmetric groupSy, of permutations,C' C Sy;. For
I permutation codes, whe(@ C Sy, thea = 1 synchronization
1 M i _ i
Peap = — ) |1+ Z o) ’ 1) sequences are simply C_hosen from e — |C| perm_utatlon
M! = M-k sequences that are not in the codebook. The key is to choose
_ _ o ~ sequences that will lowePrap for that particular codebook.
WhereFkl IS afun(':tlon which gives the nu.mbgl’ of permutat|9|pior this case, wheré' - S]W; we present a new upper bound
sequences that differ from '_[he synchronization sequende in Py, for o = 1, as
symbols for the case whéenis taken as the alphabet size for N1
thosek symbols. Prap < ,
The probability of synchronization sequence acquisitign, (NM = Ls +1)|C]
then is P = (1 — Prap)Pram, Where Pram, similar to the where N is the number of codewords being observed.
expression for binary synchronization sequences foun@lin [ We were able to find some codebooks for permutation trellis
is the probability of true acquisition on the marker in theodes, whereC' C S),, in the literature [10] forM > 5
presence of background noise. with the unused permutation sequences attaidagy = 0.
Increasinga (forming longer synchronization sequencesowever, such permutation codes were not optimized to have
lowers Peap at the cost of increasing redundancy. To get thiae unused permutation sequences to atfaip = 0, hence
full benefit of lowering Prap, the arrangement of the symbolssome of the permutation codes do not have any of the unused
when forming synchronization sequencescof> 1 has to permutation sequences attaining the lower bound. To ensure
be considered, hence (1) needs a factor which will take thieat a permutation code will always have sequences that
arrangements of symbols into accoudty. The expressions attain Prap = 0 among the unused permutation sequences,
for Fj, are more complex to formulate far > 1. Some we developed an algorithm for finding good synchronization
synchronization sequences of > 1 perform better than sequences, which are permutations, for permutation codes.
others, in terms ofPrap, depending on the way the symbolgresent our algorithm in the following section.
are arranged in the synchronization sequence.
We present the following proposition without proof. IV. GOOD SYNCHRONIZATION SEQUENCESALGORITHM
Proposition 1: Two adjacent permutation sequencés= . . . .
: The general idea of our algorithm is to first select permuta-
aias . ..ap, and B = biby...by, Whereay, = by will not . ; L
X . tjons that will be used as synchronization sequences sath th
reproduce a permutation sequence (non-repeating syndool) : ; .
: : they attainPrap = 0 in the absence of errors, when used with
up to M — 1 shifts to the left or right, for any\/. . .
e . permutation codes. The permutation codes are then formed
From Proposition 1 we form the basis of our> 1 per- . L . . .
. T with the remaining permutations after removing a particula
mutation synchronization sequences. Sequecand B can . )
o set of permutations from the symmetric group. The set of
therefore be used together as a synchronization sequencé to ; ; .
. C p?rmutatmns removed from the symmetric group includes per
synchronize data codewords for a codebook which includes a : R
. mdutatlons to be used as synchronization sequences and other
the M! permutation sequences (or uses some of the codewords . . . o
LN permutations which may neither be used for synchronization
of the code to form synchronization sequences). . X
sequences nor in the permutation code.
1The definition of the function can be found in Appendix A at wawjtrg. To faC”iFate the presentation of our algorithm, We first defi
co.za/docs/goadync words appendix.pdf the following sets:Sy, (or Syy...ar)), @ symmetric group of



permutations ofM distinct elements, wher¢Sy,| = M!. |Sg| = M + |S|[1+2>", (i! —1)], for odd M. |Sg| =

C, a codebook with permutation sequences of lenbfhas 7 4 |3 {1 +(m!— 1)+ 237" (il — 1), for evenM.
codewords.S, a set of permutation sequences to be usedrphere gre several advantages of having more than one syn-
as synchronization sequences, where each sequence atigii§nization sequence attaining the lower boundfib, one
Prap = 0 for codebookC'. 5S¢, a set of permutations obtainedyt \yhich is immediately seen when forming synchronization
from cyclically shifting a permutatior” € Sy, and Sp, @ gequences forr > 1. Another advantage, which is beyond
set of permutations to be excluded frarh Cardinalities ofC' 1,4 scope of this paper, is to use different synchronization

and Sp are related by|C| = M! —|Sg|. sequences between data symbols such that they improve
We employ the following procedure to find membersSHf synchronization performance.

that is, synchronization sequences attainifigp = 0 in the
absence of any type of errors.

The Algorithm V. RESULTS AND INTERPRETATION
SetSg = 0. The performance of possible synchronization sequences
1) Choose any permutatioR = P, P, ... Py from S,;, is compared in terms o and Prap in the presence of
whereP; € {1,...,M}. background noise and interference. Fig. 1 shows perforenanc
2) Set S5, = Piy...Py_1PyPi...P, wherei = results in terms ofPep, for four M = 4 anda = 2
0,...,M—1. synchronization sequences grouped into four classes,ewher

3) For M odd, setM = 2m + 1, and for M even, set Lp = 400 and background noise probability set at 0.01.
M = 2m, wherem is a positive integer.

a) Fori = 0,...,m form a set ofT; permutations
from S;, as follows:T; = {P,41 ... Py P{ ... P},
whereP| ... P; € S(p,..p,-

by Forj = m +1,...,M — 1 form a set of
T; permutations fromS?, as follows: T; =
{Pj+1...PMP1’...P]’-}, where Pj, ... P, €
S{Pj+1~-PM}'

4) SetSg =T, U...UTy_1.

5) IncludeP in S.

To add more permutations ifi choose a new permutation
in Sy, P’ such thatP’ ¢ S and P’ # P, and perform steps

0.02

0.04 -

0.06 [-

0.08 - =—+— CLASS A
—&— CLASS B
—P— CLASS C

0.1} | === CLASS D

Probability of false acquisition

1-5. - © = ALGORITHM CLASS A
Example 1: 1) Let P = 23154, and hencel/ = 5. 0121 | - ¥ AL GORTH G ASS 6
2) S = 23154, SL = 31542, S% = 15423, S2, = 54231, - ¥ = ALGORITHM CLASS D
S¢ = 42315. o4 . ‘ ,
3) Ty = {23154}, Ty = {31542}, T5, = {15423; 15432}, 0 U ertotamcedy s

T; = {54231;45231}, T, = {42315}.
4) Sp = {23154; 31542; 15423; 15432; 54231; 45231 Fig. 1. M =4, a =2 (Lg = 8) Synchronization sequences compared for

42315}- probability of false acquisition, with symbol error rate 8&10.01 and various
5) S = {23154}. error tolerance values.

For anyM, the cardinality ofSg in relation toS is given by
the following expression}Sz| = |S|o, where the expression ~Synchronization sequences class 22411432), class B
for o is different for odd and even/, and will be calledroqq (14323241), class C (4321324) and class D 41324132),
and oeven respectivelyoogs = 14237, !, for odd M, and formed from permutations selected by our algorithm (in Sec-
Oeven= 1+ m!+2 27:'_11 i!, for evenM. tion IV), are used with the symmetric grouf, and codebook
We can further minimize the number of permutations to He1®.
included intoS, with each choice oP, by restricting the next ~ For reference, we name the synchronization sequences
permutations to be included i, after the firstP, such that When used withS, andC;, CLASS A-D and ALGORITHM
they are related. An easy case of such a relationship betwédiASS A-D, respectively. As seen in Fig. 1, ALGORITHM
the members of is permutations that are cyclic shifts of eac’LASS A-D sequences have comparable performance with
other. It can be seen from the prdaif our algorithm that if €ach other, but outperform CLASS A-D. CLASS A and
the permutations are chosen from the same cyclic group, fReASS B have the best performance, followed by CLASS
next choice ofP, after the first one, reduces the elements and finally, CLASS D with the worst performance.
of Si by M, compared to when the next permutation was If one is constrained to use some of the permutations, from
not related to the previous one. In this case the cardinaliije permutation code, to form synchronization sequences, w
of Sz, with each permutation included ifi, then becomes: recommend the use of Class A or B sequences.

2The proof can be found in Appendix B at www.ujtrg.co.za/dgosd_ 3The codebook can be found in Appendix C at www.ujtrg.co@egtijood
sync words appendix.pdf sync words appendix.pdf



The following possible synchronization sequences are co

pared forPy: SW1 (1122552415), SW2 (1113311415), SW3
(1122552515), SW4 (1523434152) and SW5 £513434152),
where SW1, SW2 and SW3 are sextic Barker sequences

SW4 and SW5 are ouv = 2, M = 5 sequences. In the
simulations, we choosé/ = 3 because it produces optimal
results for Pa for both our and sextic Barker sequences, ar
Lp is set at500. Symbols were randomly selected fromr

codebookCy?.
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Fig. 2. Permutation synchronization sequences and sextkeBaequences
for M = 5 anda = 2 (Lg = 10) compared in terms of probability of
acquisition against symbol error rate.

Probability of acquisition

107 107 107

Symbol error rate

Fig. 3. Permutation synchronization sequences and sextieBaequences
for M = 5 anda = 2 (Lg = 10) compared in terms of probability
of acquisition against symbol error rate in the presence trfierence on
frequency 1.

4The codebook can be found in Appendix C at www.uijtrg.co aegttjood
sync words appendix.pdf
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Fig. 4. Comparison of permutation synchronization sequeacessextic
Barker sequences fat/ = 5 anda = 2 (Lg = 10) compared in terms
of probability of acquisition against symbol error rate iretpresence of
interference on frequency 2.

Fig. 2 shows theP, performance comparison of our syn-
chronization sequences against sextic Barker sequendks in
presence of background noise only. In Figs. 3 and 4 our syn-
chronization sequences are compared with the sextic Barker
sequences in the presence of background noise and interfer-
ence, where we show results only when there is interfereince a
frequencies 1 and 2, corresponding to Fig. 3 and 4 respéctive
In Fig. 3 SW2, which is a sextic Barker sequence, is not shown
in the graph because it completely fails acquisition prabgb
performance atd = 3. Our two synchronization sequences
SW4 and SW5 have the best performance than all the sextic
Barker sequences when frequency 1 is jammed.

Fig. 4 shows the results of the synchronization sequences
when interference is on frequency 2: SW2 has the best
performance because it does not have symbol 2 among its
symbols, hence interference on frequency 2 has very little
or no effect on SW2; our synchronization sequences SW4
and SW5 are the next best performing sequences after SW2,
with the worst performing sequences being the sextic Barker
sequences SW1 and SW3.

From Figs. 3 and 4 it can be seen that our synchronization
sequences have a constantly good performance in the peesenc
of interference. We say it is constantly good performance
because the performance is the same for any one frequency
with interference, whereas the sextic Barker sequenceas’ pe
formance in the presence of interference varies significant
depending on the jammed frequency. Our synchronization
sequences are therefore more robust in the presence of inter
ference compared to the sextic Barker sequences. Intaciere
on other frequencies shows the same behaviour, leadingto th
same conclusion that our synchronization sequences show a
constant performance over the sextic Barker sequences.



VI. CONCLUSION

We presented a method for finding good synchronization
sequences that can be used with permutation codes, and
constructed synchronization sequences that are robusiein t
presence of background noise and interference.

A new expression for the probability of false acquisition on
data was found for the symmetric group of permutations, and
an upper bound for the probability of false acquisition otada
for permutation codebooks, whefeC S,,, in the absence of
errors was established.

We showed that synchronization sequencesfor 1 can be
grouped into classes according to performance(for Sy,
and further presented results indicating that synchrdioiza
by our algorithm, wher& C S;,, show good performance.

Synchronization sequences far = 2 and M = 5, that
are permutations sequences orC S5, were formulated and
performed better than sextic Barker sequences in the presen
of background noise and interference, and with comparable
performance in the presence of background noise only.
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