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#### Abstract

Polar rectification of stereo image pairs is reviewed and the implementation on a graphics processing unit (GPU) discussed. The rectification process requires the fundamental matrix as the only parameter and its performance will be tested using images with varying SNR. The computational time for the process as implemented will also be discussed.
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## I. Introduction

THE matching correspondence problem, the problem of matching like pixels from one stereo image to its pair image, has been a pressing issue for decades in the field of computer vision [1,2]. Many algorithms have been proposed to solve this problem [3, 4, 5, 6, 7, 8, 9]. These algorithms use amongst others segmentation based as well as graph cut methods. The computational time required for any of the abovementioned algorithms is however substantial and this has resulted in the solutions not being feasible on standard computers for real-time applications.

In order to achieve a depth map for a stereo image pair, one has to match the pixels in one image to the correct (i.e. same) one in the other image. Two of the main problems that are faced when attempting to match pixels are the large search areas and the impact of image noise. Polar rectification has been used to help decrease the search area to a single line which in turn decreases the computational time required to perform the subsequent depth map calculations on the images.

## II. Background

## A. Stereo image pairs

A stereo image pair is two images of the same scene taken simultaneously from two different camera positions. In the case of this research the pair of identical cameras were mounted in the same flat horizontal plane and aligned with their focal lines parallel to each other with no vertical tilt.

## B. The fundamental matrix

The fundamental matrix is a unique 3 x 3 rank 2 homogeneous matrix which satisfies (1) for all corresponding points PR $\leftrightarrow$ PL [10]. In order to calculate the fundamental matrix one requires a minimum of seven point matches between the two images of the stereo pair [11]. The more point matches the better and having these
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matches spread over the entire image helps improve the estimate of the fundamental matrix [12]. The fundamental matrix must satisfy

$$
\begin{equation*}
P_{L}^{T} F P_{R}=0 \tag{1}
\end{equation*}
$$

Where $\mathrm{P}_{\mathrm{L}}$ and $\mathrm{P}_{\mathrm{R}}$ are the points in the left and right images respectively and F is the fundamental matrix. These are represented as indicated below.

$$
P_{L}=\left[\begin{array}{c}
x_{L} \\
y_{L} \\
1
\end{array}\right] \quad F=\left[\begin{array}{ccc}
f_{11} & f_{12} & f_{13} \\
f_{21} & f_{22} & f_{23} \\
f_{31} & f_{32} & f_{33}
\end{array}\right] \quad P_{R}=\left[\begin{array}{c}
x_{R} \\
y_{R} \\
1
\end{array}\right]
$$

In order to obtain the matching line in the other image from the fundamental matrix one calculates either of the following depending on the choice of basis image.

$$
\begin{align*}
& l_{R}=F^{T} P_{L}  \tag{2}\\
& l_{L}=F P_{R} \tag{3}
\end{align*}
$$

Where lR and lL are the lines known as epipolar lines. The epipolar lines converge to a single point known as the epipole of the image. Once the epipole has been located one can warp (rectify) the image in order to have all epipolar lines horizontal. This makes searching for matches required in the stereo matching problem simpler as only points on the same horizontal lines need to be considered as potential matches.

## C. The Vertex on the GPU

A vertex in the GPU context is a node placed in an image. These vertices can be arranged in a variety of ways including QUADS, TRIANGLE, TRIANGLE_FAN, TRIANGLE_STRIP, POLYGON, QUAD_STRIP etc [13]. The QUAD configuration was used here - although a TRIANGLE based warping may in theory give a more credible image warp and a diagram illustrating how the connections are made between the vertices is shown in Figure 1.


Fig. 1 How the vertices are linked on the GPU.
The vertices are connected from V0 to V1 to V2 to V3 and back to V0. Each vertex takes a texture coordinate (indicating the absolute position in the image of the vertex) and a vertex coordinate (indicating where the vertex should be placed). For example if we had the following 'normal' image shown in Figure 2a) and we moved the top right vertex up and to the right the resulting scaled image would
be that shown in Figure 2b).

a)

b)

Fig. 2 Representations of how vertex movement affects an image.
One can add many QUAD vertices to an image. By moving each respective one to the desired location one is able to warp the images to ensure that all the epipolar lines are horizontal.

## III. IMPLEMENTATION

The rectification algorithm comprises of the following steps, each of which will be described in greater detail below.

1. Locate the epipole for both the right and left images.
2. Calculate which area the epipole is located in (see Figure 3).

3 . Calculate the maximum and minimum angles.
4. Calculate the maximum and minimum distances from the epipole.
5. Calculate where each vertex must move to.

## A. Locating the epipole

In order to locate the coordinates for the epipole two epipolar lines are chosen. For an image of size m by n, one can take the transpose of the fundamental matrix multiplied by the point $(0,0,1)$ to get line 1 in the right image (see (2)) and the transpose of the fundamental matrix multiplied by the point $(0, n, 1)$ to get line 2 in the right image. The coordinates where these two intersect is the epipole for the right image. The same is done for the left image instead one uses the fundamental matrix in the multiplication (see (3)).

There are 9 possible regions where the epipole could be located, these are depicted in Figure 3.


Fig. 3 The nine possible regions where the epipole could be located.
B. Finding the maximum and minimum angles and distances
Depending on the area in which the epipole is found one calculates the maximum and minimum angles and distances. This is shown diagrammatically in Figure 4.


Fig. 4 The convention for positive theta.
For example if one has the epipole in region 4 then the maximum theta will be the value of theta for the line that joins the epipole and vertex A (Figure 5 angle FÊA) and the minimum theta will be the value of theta for the line that joins the epipole and vertex B (Figure 5 angle FÊB).

The maximum distance depends on whether point E (the epipole) is above or below the half way mark of line A-B. If the epipole is above the half way mark then the maximum distance is the distance of the line E-C, otherwise it is the length of the line E-D, as is the case shown in Figure 5. The minimum distance is the perpendicular distance from the epipole to line A-B (distance E-G in Figure 5).


Fig. 5 Method for calculating the extreme values for rectification purposes.

This step is performed for both the left and right images. The smaller of both minimum thetas is the final minimum theta. The same is applicable for the minimum distance. The larger of the maximum thetas is used as the final maximum theta. This also applies to the distance, the larger of the maximum distances is used as the final maximum distance.

## C. Calculate vertex movement

The range of theta and of the distance has now been determined. If the epipole is in region 4 then we traverse down the $y$ axis from vertex $A$ towards vertex $B$ in incremental units (Figure 5). For every epipolar line there is an entry point into the image as well as an exit point. Both of these two points will be made a vertex with the respective texture coordinate and the appropriate vertex coordinate. In order to calculate the vertex coordinate the point is moved from the ( $\mathrm{x}, \mathrm{y}$ ) domain to the ( $\mathrm{r}, \theta$ ) domain, with r comprising the traditional x axis and $\theta$ the traditional y axis. The vertex coordinates go from -1 to 1 in the $\theta$ direction and from -Ratio to Ratio in the r direction. The value for the Ratio is the image width divided by the image height. Thus one maps the r and $\theta$ obtained to a value between the given bounds. The $\theta$ is mapped using (4) and the distance is mapped using (5).

$$
\begin{gather*}
\quad\left(\frac{\theta-\theta_{\min }}{\theta_{\max }-\theta_{\min }}\right) \times 2-1  \tag{4}\\
{\left[\left(\frac{R-R_{\min }}{R_{\max }-R_{\min }}\right) \times 2-1\right] \times \text { Ratio }} \tag{5}
\end{gather*}
$$

Figure 6 shows how the transformation occurs. Note that in Figure 6a) there are only 5 vertices down line A-B whereas in fact the actual number of lines contributing to point $E$ is equal to the number of pixels along line A-B.


Fig. 6 a) Image before rectification; b) Warped image.

## IV. TESTS

A single uncalibrated stereo image pair was used as the base image for the tests [14]. Three different noise types were added to the base image. Three noise distributions investigated were Salt and Pepper, Speckle and Gaussian. For every noise type there were ten varying levels of noise added. Due to the fact that the noise added is random, 200 repetitions at the same Signal to Noise Ratio (SNR) were done. This gives a total of 16000 images evaluated.

The ranges used for the three noise types are indicated in Table I.

TABLE I
THE RANGES USED FOR THE THREE NOISE TYPES.

| Noise Type | Lowest <br> Value | Highest <br> Value | Increment <br> Size |
| :--- | ---: | ---: | :--- |
| Gaussian | 0.001 | 0.01 | 0.001 |
| Salt And Pepper | 0.01 | 0.1 | 0.01 |
| Speckle | 0.002 | 0.02 | 0.002 |

The SNR is calculated as indicated in (6), where j maps the three channels (red, green and blue) and k is the total number of pixels in the image. $\Delta \mathrm{j}, \mathrm{k}$ is shown in (7) and is equal to the intensity of the noisy image minus the intensity of the base image (with zero noise).

$$
\begin{align*}
& S N R=10 \log \left(\frac{\sum_{j=1}^{3} \sum_{k=1}^{N}\left[\Delta_{j, k}\right]^{2}}{\sum_{j=1}^{3} \sum_{k=1}^{N}\left[I_{j, k}(o)\right]^{2}}\right)  \tag{6}\\
& \Delta_{j, k}=I_{j, k}(\text { Noise })-I_{j, k}(o) \tag{7}
\end{align*}
$$

The resulting SNR's are indicated in Table II.

TABLE II
The ranges used for the three noise types.

| Intensity <br> Level | Gaussian |  | Salt And <br> Pepper |  | Speckle |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Left | Right | Left | Right | Left | Right |
|  | -25.82 | -25.68 | -19.86 | -19.72 | -27.18 | -27.16 |
| 2 | -22.90 | -22.76 | -16.84 | -16.71 | -24.40 | -24.39 |
| 3 | -21.22 | -21.08 | -15.08 | -14.94 | -22.83 | -22.83 |
| 4 | -20.05 | -19.90 | -13.84 | -13.69 | -21.75 | -21.75 |
| 5 | -19.14 | -18.99 | -12.87 | -12.72 | -20.93 | -20.93 |
| 6 | -18.40 | -18.25 | -12.08 | -11.94 | -20.26 | -20.26 |
| 7 | -17.77 | -17.63 | -11.40 | -11.26 | -19.69 | -19.69 |
| 8 | -17.24 | -17.09 | -10.82 | -10.68 | -19.20 | -19.20 |
| 9 | -16.77 | -16.62 | -10.31 | -10.17 | -18.77 | -18.77 |
| 10 | -16.35 | -16.20 | -9.85 | -9.71 | -18.37 | -18.38 |

The SNR values in Table II are relatively large and modern imaging equipment rarely has such SNR values as used in these experiments. All 16000 images were processed to find key points and from that the epipole for each image. Normal distributions were fitted to the observed distributions of epipoles using (8).

$$
\begin{equation*}
y=\alpha \frac{e^{-\left[\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right]}}{\sqrt{2 \pi} \sigma^{2}} \tag{8}
\end{equation*}
$$

Where $\alpha$ is the number of samples in the set, $\sigma$ is the standard deviation and $\mu$ is the mean. These are plotted in Figure 7 and Figure 8.


Fig. 7 The distribution of left X coordinate for Speckle noise.


Fig. 8 The distribution of left Y coordinate for Salt and Pepper noise.

For all three of the noise types there were four graphs ( Xl epipole for left image, Yl epipole for left image, Xr epipole for right image, Yr epipole for right image). All ten SNR levels per noise type were plotted on the same graph so that it is possible to compare the noise effect on the image epipole.

## V. Results

The epipole for the base left and base right images were located at (-252.19, 367.58) and (-183.02, 344.52).

Figure 7 and Figure 8 represent the ten normal distribution curves for the left X coordinate, right X coordinate and the left Y coordinate. Each bell curve represents a different noise level which is increasing from the front to the back of the graph.

Figure 9 to Figure 10 and Figure 11 to Figure 12 show how the average and standard deviation respectively varies as the SNR increases. Figure 13 and Figure 14 show the average and standard deviation varying for changes to the SNR for Salt and Pepper noise. The SNR values of Salt and Pepper are larger than the other noise types and it is for this reason that they are represented on separate figures.


Fig. 9 The AVG as the SNR changes for the X coordinate.


Fig. 10 The AVG as the SNR changes for the Y coordinate.


Fig. 11 The STD DEV as the SNR changes for the X coordinate.


Fig. 12 The STD DEV as the SNR changes for the Y coordinate.


Fig. 13 The AVG as the SNR changes for Salt and Pepper noise.


Fig. 14 The STD DEV as the SNR changes for Salt and Pepper noise.


Fig. 15 a) The original left image; b) The original right image.


Fig. 16 The left and right images after polar rectification with no noise.


Fig. 17 The left and right images after polar rectification for the Gaussian noise type with a SNR of -16.35 dB .

## VI. DISCUSSION OF RESULTS

Referring to both Figure 7 and Figure 8 one notices that the bell curves begin to flatten out after the fourth curve. This implies a wider distribution to the location of the epipoles. It is interesting to note that in Figure 8 the seventh noise level rises up compared to the sixth and eighth noise levels. However the spread of the seventh compared to the first noise level is larger. The flatter the bell curve the wider the spread of the location of the epipole coordinate in question. The lower the standard deviation, the tighter the normal distribution becomes. One would expect that as the noise intensity increased so would the standard deviation.
Figure 9 has a trend of the average increasing with an increase to the SNR. This means that the X epipole coordinate is moving from the left to the right of the image. Figure 10 has the Y coordinate for the epipole tending to decrease slightly with an increase to the SNR indicating that the epipole is moving from the bottom to the top of the image.

It is interesting to note that from Figure 10 the average Y coordinate is never negative or greater than 480 (the height of the image), thus implying that the epipole is always either in quadrant 4 , 5 or 6 (refer to Figure 3). The average X coordinate in Figure 9 is always less than 640 (the width of the image), with the exception of the Salt and Pepper noise type at noise level 8 and 10 for the left image and noise level 8 for the right image. Thus excluding the three before mentioned exceptions the epipole is always in either quadrant 4 or 5.

Figure 11 and Figure 14 ( X coordinates) indicate that the standard deviation tends to remain close to constant with an increase in SNR with the exception of the Speckle noise type which clearly shows an increase to the standard deviation with an increase to the SNR. This seems to indicate the X coordinate of the epipole is not affected by the SNR for the Gaussian and Salt and Pepper noise types and is affected by the Speckle noise type.
Figure 12 and Figure 14 (Y coordinates) seems to show an increase to the standard deviation with an increase to the SNR. This would indicate that the range of Y coordinates for the epipole increases with an increase of SNR. Interestingly the standard deviation values in Figure 12 are far less than those in Figure 10. This is also true for the X coordinates and Y coordinates in Figure 14. This shows that the X coordinate has a much greater spread than the Y counterpart. This is because during the polar rectification process the aim is to get the points on the same horizontal line as their matching points in the other image as opposed to getting the matching points on the same vertical line.

Figure 15 shows the original unwarped images. Figure 16 and Figure 17 show two warped images, one Figure 16 with no noise and Figure 17 where Gaussian noise with a SNR of 0.002616 was added to the original image. The horizontal lines show that the warping has had the desired effect of getting the points in the two images on the same line. The colours of the horizontal lines are merely included for the viewer's convenience. The quadrant found in Figure 16 and Figure 17 are 4 and 5 respectively (refer to Figure 3).

The performance of this implementation on the GPU is
reaches rates of over 150 frames per second. The matching of image points has been reduced to matching of points in a single horizontal line with very little computational time required. This will significantly reduce the time required to compute a depth map for a stereo image pair.

## VII. Conclusion

Addition of noise, no matter how small, affects the determination of the epipole position. However the magnitude of the SNR has little to no effect for Gaussian and Salt and Pepper. The Speckle noise type showed that the spread of coordinate values increased with an increase to the noise intensity level. This results in the algorithm not always working as desired with the introduction of large SNR values. The SNR values used far exceed those that would be expected in a practical application. Therefore the algorithm would thus be expected to perform at the same or better level in practice to what is described here.

An average rate of 150 frames per second was recorded for the polar rectification process on the GPU. Thus the process of reducing the search space for matching corresponding points in a stereo image pair is achieved with very little computational time required.
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