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Abstract
Image processing is applied to the task of characterizing the
response of a miniature helicopter’s main rotor to collective con-
trol inputs under static conditions. The objective is to measure
the pitch of the main rotor blade in relation to collective control
inputs and deduce a transfer function model from the data. The
algorithm developed here makes use of thresholding to perform
image segmentation. Image moments are used to locate stickers
placed on the edge of the rotor blade as markers. A high-speed
camera was used to capture the motion of the rotor blade in
digital video. This paper introduces the algorithm applied and
explains the experimental setup.

1. Introduction
A miniature helicopter is controlled through its main and tail
rotors by setting the pitch angles of these rotor blades. These
control surfaces are, in turn, controlled by hobby servo motors,
which in turn correspond to the standard controls found on all
helicopters. These are the collective, the cyclic and the pedal
controls. The speed with which these servo motors respond to
control inputs determines the response of the control surfaces
and hence, how quickly the control signal is able to affect the
helicopter’s flight. This transfer of the control signal from the
servo motors’ inputs to the helicopter’s control surfaces is mo-
delled by means of a transfer function. Knowledge of this model
is required for control system design and testing. This paper will
focus on the collective control to main rotor blade pitch angle
transfer function only.

Traditionally, the characterization of the servo motors con-
nected to the main rotor blade was done by means of some form
of sensor attached to the main rotor blade to measure its pitch.
For example, a potentiometer and analogue to digital converter
can be used [1]. This type of experiment is normally performed
under static conditions [2]. The load that the servo motors would
experience in flight may be simulated by attaching a load [1],
but work has been done where the main rotor blades were not
loaded [2]. Alternatively, the potentiometer may be attached
directly to the servo motor arm [3]. The linkages from the servo
arm to the main rotor blades must be modelled to determine the
resulting rotor blade pitch angle.

However, these methods [1] [2] have the disadvantage that
physical contact with the rotor blade is required, or that the
complex geometry of the mechanical linkages and swash plate
must be determined [3]. An alternative approach followed at the
University of Johannesburg makes use of a high-speed camera to
record the motion of the rotor blade during ground experiments.
In contrast to [3], the mechanical linkages are not modelled

separately. This is beneficial as non-ideal properties such as
friction in the mechanical linkages can be accounted for easily.

The experimental work was done under static conditions
without any form of loading on the rotor blades. An image pro-
cessing algorithm was developed to determine the orientation of
the rotor blades from the recorded footage. This paper focusses
on the image processing algorithm and the application of System
Identification techniques to the characterization of main rotor
blade pitch as a function of the collective control input.

The only motion considered in these experiments is the
change in pitch angle as a function of the collective control input.
Other motions, such as flapping, feathering or rotational motion
caused by the helicopter’s motor are not considered here or in
the literature [1] [2] [3].

The lack of physical contact with the rotor blade is bene-
ficial as it allows the experiment to be extended in the future to
consider dynamic conditions where the helicopter’s engine is
turning the rotor blades. In comparison, techniques that require
physical contact [1] [2] will be difficult to use under such condi-
tions, as the measurement apparatus will have to move with the
rotor blade.

Previously, 1st, 2nd and 3rd order transfer functions have been
used to model the response of the main rotor blade pitch angle
to servo command signals [3] [2] [1]. In all cases, frequency
content is observed at up to 17Hz when subjecting the servos
to small-amplitude frequency sweeps. The frequency domain
response and bandwidth of the rotor blades and servo motors is
important for the design and verification of any future autopilots
as this will limit their capabilities.

The experimental procedure required that a sinusoidal con-
trol input be supplied to the collective control. It was assumed
here that this system is linear time invariant (LTI) and therefore
we expect the main rotor blade pitch angle to change sinusoidally
at the same frequency as the input sinusoidal signal. This as-
sumption is tested in Section 6. This motion was recorded using
a high-speed Sony video camera. The frequency of the sinusoidal
input signal was increased repeatedly to obtain measurements
over a number of frequencies. The amplitude of each mea-
surement allows the gain from the collective to the main rotor
blade pitch angle to be tabulated for each frequency considered,
producing its amplitude plot. The final step in this system identi-
fication procedure was to fit a transfer function to the measured
amplitude plot.

The image processing theory used is introduced in Section 2
and is applied in Section 3 where the image processing algorithm
is explained. Results showing each stage of the algorithm are
also given. Section 4 describes the system identification process
employed. Practical issues regarding the experimental setup

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by University of Johannesburg Institutional Repository

https://core.ac.uk/display/43600929?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


are given in Section 5. The results of the system identification
process are discussed in Section 6.

2. Image Processing Theory
The algorithm described in Section 3 performs image segmen-
tation by thresholding. Image moments are used to calculate
the orientation of the rotor blades by extracting the location of
coloured stickers placed on the blade.

Image segmentation involves decomposing an image into
regions, such as a foreground object and the background it ap-
pears against [4]. Thresholding is one simple technique that is
widely used in image segmentation [5]. The resulting output
image is known as a binary image when only two regions are
detected. Segmentation through thresholding has been applied
in the extraction of details from sequences of X-ray images [6],
as well as the identification of buildings within images [7].

The location of an object can be determined in a number
of ways, one of which is by finding the object’s centre of mass,
also known as its centroid [4]. The location of the centroid is
found by calculating the area of the object of interest in pixels
as well as the image’s first moments along the x and y axes. The
general two-dimensional Cartesian moment of order (p+ q) is
mpq and is defined as [8]:

mpq =

∫ ∞
−∞

∫ ∞
−∞

xpyqI (x, y) dxdy (1)

The function I (x, y) assigns a weight to each (x, y) coor-
dinate in the image and is analogous to a density function used
in physics. The distance in pixels from the left-hand side of the
image is x, while the distance in pixels from the top of the image
is y. The order of the x-component of the calculation is given by
p, while q is the order of the y-component.

After discretization, and setting the area represented by each
discrete point in the image equal to 1, the 1st order moments are
defined as [8]

m10 =
∑
x

∑
y

xI (x, y)

m01 =
∑
x

∑
y

yI (x, y)
(2)

The moment of order zero, or area of the image in pixels, is
defined as

m00 =
∑
x

∑
y

I (x, y) (3)

The coordinate of the centroid is defined relative to the
image’s coordinate system as

(x, y) =

(
m10

m00
,
m01

m00

)
(4)

The centroid was chosen due to the relative ease with which
it may be found. It is less robust to poor segmentation, where
only a part of the sticker is detected. However, as a large degree
of control can be exercised over the environment and the dis-
turbances in that environment, the image processing algorithm
does not need to employ special techniques such as the circle
Hough transform to determine the coordinates of the stickers.

Image moments have been used in various forms with appli-
cations in pattern recognition applications such as visual servo-
ing in robotics [9].

A recent trend in image processing is to make use of the
massively parallel architecture of Graphics Processing Units

Figure 1: The camera’s view of the main rotor showing the two
stickers that must be detected and a status LED. The LED is
deactivated when a signal is applied to the collective control.
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Figure 2: Image processing algorithm stages.

(GPU) to accelerate the processing of an image [10]. The reason
for this shift is that most image processing involves performing
the same operation on each pixel in an input image. The GPU
of a computer is able to process multiple pixels in parallel, pro-
ducing a substantial performance increase when compared to the
Central Processing Unit (CPU) of a computer, making it attrac-
tive for use in this processing intensive field [10]. Applications
that execute on GPUs are known as Shaders when used within
a graphics system such as the XNA Framework that was used
here.

3. Image Processing Algorithm
An algorithm was developed to determine the orientation of the
rotor blade in question. Two coloured stickers were placed on
the edge of the rotor blade as shown in Figure 1 to allow the
leading and trailing edges of the rotor blade to be identified. This
algorithm extracts each sticker and finds their centroids, after
which the orientation of the line joining the centroids is found.

A four-step process is followed as shown in Figure 2. Seg-
mentation is performed twice, once for each sticker, producing
two segmented images containing the separate stickers. Each
sticker has a different colour, allowing them to be detected in-
dividually. The centroid of each sticker is calculated using (4).
The final step is to calculate the angle of the line joining the
centroids of the two stickers.

Camera lens distortion was modelled using a 6th order model
which accounts for radial and tangential distortion [11]. Tangen-
tial distortion is introduced when the principle point, or centre, of
the camera’s lens is not directly above the centre of the camera’s



Figure 3: The result of applying segmentation to the input image.
The chosen threshold colour was that of the left hand sticker.

sensor. This problem is more apparent when working with a
zoom lens.

During segmentation, each pixel that matches the sticker
colours, is replaced with its location, as well as a flag to indicate
that the pixel matched the sticker colour. As the implementation
runs on a GPU as a Shader, the flag and position are stored in the
colour components of the output pixels. The result of applying
segmentation to remove the background from Figure 1 is shown
in Figure 3.

Step 3 calculates the above moments for 2x2 blocks of pixels
in the segmented images and encodes the results as pixels in a
new image. The resulting image is half the width and height of
the input image. The function I (x, y) used in calculating the
moments, is the flag value generated in step 2 for each pixel.
This parallel reduction operation was implemented as a Shader
on the GPU. This process is repeated until the resulting image no
longer has dimensions which are even numbers. If the number of
repetitions is N then each pixel in the resulting image represents
the average value of 4N pixels from the original segmented
image. At this point, the algorithm returns to the CPU where
the final resultant image’s pixels are averaged. The result of this
process is the average colour of the segmented image.

This average colour contains the area of the sticker in pixels,
as well as the 1st moments in the x and y directions. However,
since each sub-block of pixels was averaged, the resulting mo-
ments are all scaled by the number of pixels averaged at each
stage on the GPU, i.e. 4N .

The line joining the centroids can now be found and is
assumed to be from the second sticker to the first. The final
result of applying this process to Figure 1 is shown in Figure 4.
The location of the main rotor blade pitch angle is indicated
for clarity. The centroids of both stickers have been correctly
detected and are shown by the white squares in the binarized
images of each sticker. The line joining the stickers has been
indicated, as well as a horizontal reference line.

4. System Identification Theory
The objective of system identification is to determine a model of
an unknown system using experimental methods [12]. Various
approaches exist, depending on how much is known about the
system. In the case of an LTI model of a single-input single-
output (SISO) system, the transfer function is described by

G(s) =
bnbs

nb + . . .+ b1s+ b0
anas

na + . . .+ a1s+ 1
(5)

where G (s) is the continuous time transfer function of
the system in the Laplace domain. The numerator and de-
nominator are polynomials of order nb and na respectively.

Figure 4: The result of applying the image processing algorithm
to an input image. The centres of each sticker, as determined by
the algorithm, are shown.

Their coefficients are bi and aj , where i = 0, 1, . . . , nb and
j = 1, 2, . . . , na.

The system identification procedure entails determining the
coefficients in the numerator and denominator from frequency
domain measurements. From theory, it is known that an LTI
system will produce a sinusoidal response to a sinusoidal input
and that the response will have the same frequency as the input
signal, but a different amplitude and phase [13].

This gives rise to the technique of frequency response analy-
sis by means of sine wave testing [12]. Small amplitude input
signals are used to ensure operation within the system’s linear
region. They must, however, be large enough to be meaning-
ful in future applications. The system identification procedure
proceeds as follows:

1. Apply a sinusoidal input with known frequency and am-
plitude to the collective control.

2. Measure the amplitude of the sinusoidal output (the main
rotor blade pitch angle) using the image processing algo-
rithm from Section 3.

3. Calculate the gain of the system at the test frequency.
This gain is the ratio of the amplitude of the output signal
to the amplitude of the input signal.

4. Repeat this process at a number of test frequencies to
obtain an amplitude plot over the range of frequencies of
interest.

The amplitude plot that is constructed forms a nonparame-
tric model of the system [14], from which a parametric model,
(5), must be derived. A nonlinear regression problem may be
formulated by fitting the magnitude, |G (s)| of the transfer func-
tion to the measured amplitude spectrum. Nonlinear regression
is used as the magnitude function contains squares of the real
and complex components of the transfer function and therefore,
cannot be represented as a linear least squares regression prob-
lem. The MATLAB function nlinfit was used to solve this
problem [15].

The order of the transfer function must be estimated graphi-
cally from the amplitude plot before performing the nonlinear
regression analysis. A procedure that may be applied to ana-
lyse the asymptotic log-magnitude plot is given by Nagrath and
Gopal [16].

The approach used here does not rely on the phase difference
between the input and output signals as this difference cannot be
measured accurately with the camera used in this experiment as
the frame rate of the camera is insufficient. The camera cannot
be synchronized to the control input signal either. An expensive
solution is to use a camera which supports the Camera Link R©

interface standard [17]. These cameras include a trigger input,



Figure 5: The measurement setup, showing the high-speed Sony
camera and helicopter.

which controls the time at which frames are captured and allows
the capture of frames to be synchronized with the control input
signal.

The approach used here is justified as a pole or zero has the
same effect on the amplitude plot of a system, irrespective of the
sign of its real component [18]. Therefore, only the sign of the
real component cannot be determined from the amplitude plot.
Since the system being characterized is known to be stable, the
assumption can be made that all real components of the poles
and zeros are negative, as this is a requirement for a stable linear
system [13]. If it were not so, the main rotor would violently
tear itself loose at the slightest control input.

5. Experimental Setup
A high-speed camera is placed such that it faces the edge of
one of the main rotor blades. Two stickers, of different colours,
are affixed to the rotor blades, as seen in Figure 1. The camera
should be placed as close as possible to the rotor blade, or a
powerful zoom lens must be used, to allow maximum utilization
of the available image space. A Sony HD video camera, HVR-
Z7E, was used as it supports high-speed video at 100 frames per
second. The arrangement used is shown in Figure 5.

A yellow LED was attached to the edge of the rotor blade for
use as a signal to indicate when the collective control input was
applied. This allows the time delay between applying a control
action and detecting a response, to be estimated. This time delay
is known as the system’s dead time [19] and must be taken into
account when designing future control systems.

This experiment was performed under static conditions. The
engine was not active and hence the rotor blades were not ro-
tating at the time. No additional weights were attached to the
rotor blades to simulate the load that the servo motors would
encounter during flight.

An error analysis was performed to quantify what image
resolution was needed to obtain a certain upper limit on the
quantization noise introduced by the image processing method.
The assumption made in this analysis was that the quantization
error in the measurement of the centre of the stickers would be
at most 1 pixel in error in either the x or y, or both directions. As
the implementation makes use of 32-bit floating-point numbers
throughout the calculations, which are accurate to approximately
7 digits, the position of the sticker’s centroids can be calculated
with subpixel accuracy. Therefore, the assumption of a 1 pixel
quantization error is overly pessimistic. This analysis does not
consider the error introduced by partial detection of a sticker
since that is not influenced by camera resolution.

The results of this analysis are shown in Figure 6. As the
Sony camera provides a resolution of 720x576 pixels, it is likely
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in the range 0◦ to 20◦ as a function of the distance between
sticker centroids.
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Figure 7: The measured main rotor blade pitch angle and fitted
cosine function as a function of time for a single frequency.

that the stickers will be approximately 600 pixels apart if the
rotor blade fills the camera’s view. Therefore, the quantization
error will be at most 0.1◦ or 0.0017 rad.

Additional errors are introduced if the two stickers are not
placed exactly on the chord of the rotor blade. The measurements
of the orientation will contain a constant error as the line joining
the stickers will probably not be parallel to the blade’s chord.
This does not present a problem for the system identification as
the amplitude of the sinusoidal oscillation is used, instead of the
peak values.

6. Results and Analysis
The system identification process described in Section 4 was ap-
plied. An example of the measured main rotor blade pitch angle
as a function of time for one of the test frequencies is shown in
Figure 7. The amplitude and frequency of these sinusoids were
determined by fitting a cosine function to the measurements,
as indicated in Figure 7. This allowed all of the frames that
were captured to be taken into account, reducing the error in the
measurement due to sampling and other unknown noise sources.
This approach also allows the quality of the sinusoidal outputs
to be measured and is known as sinusoidal fidelity [20]. This
technique can expose nonlinear systems.

From Figure 7, it is apparent that the fitted sinusoid is an
accurate estimate of the measured data. This is further confirmed
by the plot of the error between the fitted sinusoid and the actual
measurements given in Figure 8, which shows that the peak
error is significantly smaller than the amplitude of the sinusoid.
Figure 8 shows that the error is periodic and that the maximum
error occurs at the peaks and troughs of the fitted sinusoid. This
was observed at all frequencies. At these points, the system
demonstrates nonlinear behaviour as the measured values flatten
out, rather than continuing to follow a sinusoid. This may be due
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Figure 9: Amplitude plot of the measured transfer function and
the fitted transfer function.

to quantization of the input signal to the servo motors. Saturation
in the system is not the cause as the step response shown later
indicates that the system is capable of producing a much larger
angle than tested during the frequency sweep.

Throughout the characterization experiment, an offset of
approximately 0.05 rad or 2.8◦ was observed. This appears to
be due to incorrect placement of the stickers.

Figure 9 shows the amplitude data which was measured du-
ring the experiment. It is apparent that the −3 dB bandwidth of
the system is approximately 40 rad s−1 or 6Hz. Using graphical
means, the slope of the log-magnitude plot at high frequencies
was found to be approximately −40 dB per decade, suggesting
that the system is a 2nd order system. After performing an initial
system identification, a second-order transfer function was found
to fit the measured data. This function is shown in Figure 9. This
transfer function was

G (s) = 0.23

(
372
)

s2 + 2 (0.65) (37) s+ 372
(6)

The gain of this system is approximately 0.23 rad, or 13◦,
while it’s natural frequency ωn and damping ratio ζ were found
to be 37 rad s−1 and 0.65 respectively. Mettler identified a si-
milar natural frequency of 39.18 rad s−1, but found the damping
ratio to be 1.22, corresponding to an overdamped system [2].
This may be attributed to the use of different servo motors as
they may provide a greater internal damping force. The gain
cannot be compared as Mettler measures swashplate deflection
rather than blade pitch. The 2nd order approximation used by
Gavrilets used ωn = 44 rad s−1 and ζ = 0.6 [1], while the gain
was reported as 0.183 rad, which demonstrates that the results
obtained here are reasonable.

The results of this system identification were tested by mea-
suring the step response and comparing that to the predicted step
response of the identified transfer function as shown in Figure 10.
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Figure 10: The estimated and measured step responses.
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Figure 11: The improved step response estimation after setting
ζ = 0.8.

The predicted step response demonstrates overshoot of approx-
imately 0.02 rad or 9% as expected from the damping ratio.
However, this overshoot was not observed in the measurements.
The system’s gain and the settling time of approximately 0.2 s
have been captured accurately. The oscillation that is present in
the measurements after approximately 0.2 s appears to be related
to the natural frequency of the rotor blade structure, as vertical
vibrations, or flapping, were observed while characterizing the
system at frequencies between approximately 8Hz and 10Hz,
indicating resonance at these frequencies. The oscillation disap-
pears after approximately 5 s. The measured 10% to 90% rise
time of approximately 70ms is comparable to Pettersen [3].

A second iteration showed that a damping ratio of 0.8 pro-
duced a more accurate approximation as shown in Figure 11. The
new estimated transfer function is shown in Figure 12, where it
is apparent that the frequency response is not correctly estimated.
Repetition of the characterization yielded the same transfer func-
tion as (6). Research suggests that the digital control system
present in the servo motors may be the cause of this nonlinear
behaviour. The original estimate of ζ = 0.65 was retained to
ensure acceptable accuracy over the frequency range that was
tested.

The time delay present in the system was measured by ob-
serving how many frames were captured between switching off
the LED mentioned earlier, and the rotor blade beginning to
move. This delay was found to be approximately 85ms± 5ms.
This is reasonable as a delay of 20ms is introduced, as a servo
motor’s input signal is a 50Hz pulse width modulated signal.
As anticipated, the servo controller software and the RS232 con-
nection to the controlling computer introduced additional delays
exceeding 20ms.

7. Conclusion
A method has been demonstrated for the identification of a
transfer function for a linear time invariant single-input single-
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Figure 12: The amplitude plot of the transfer function model
with ζ = 0.8.

output system using a high-speed camera and performing image
processing. The system in question was the servo motors and
mechanical connections linking the collective control input of a
model helicopter to the main rotor blades. An image processing
algorithm that measures the orientation of a rotor blade using
segmentation and image moments, was explained. This algo-
rithm detects two coloured stickers placed on the rotor blades.
This algorithm is generic enough to be applied to other systems
where the measured output is the orientation of an object. Poten-
tial sources of errors were discussed and methods of eliminating
or reducing them were covered.

The main rotor blade pitch angle was measured while dri-
ving the collective control input with a sinusoidal signal. The
frequency of this sinusoid was varied to obtain an amplitude plot
of the system’s transfer function. Nonlinear regression was used
to fit this amplitude plot to a 2nd order transfer function. The
bandwidth of this system, from the collective control input to
the main rotor blade pitch angle, was found to be approximately
6Hz, while system dead time was measured as 85ms. Therefore,
this result is significant for future control system development as
it is likely that such a control system will be sampled at a higher
frequency than this bandwidth.

Comparison of the estimated and actual step responses in
this experiment showed some differences, which appear to be as
a result of nonlinear elements within the system. The original
transfer function estimate was accepted as it appears to provide
good overall accuracy over the range of frequencies tested. This
transfer function has ωn = 37 rad s−1 and ζ = 0.65, while
its gain is 0.23 rad. These results are similar to the literature
[1] [2] [3]. Based on these results, the author believes that the
assumption of linear time invariance is acceptable.

As this work was conducted under static conditions, it cannot
be considered to be an accurate measurement of the response
encountered during actual flight conditions. This experiment has
demonstrated that this image processing based technique can be
applied successfully, opening the way for possible future work
in which dynamic conditions are considered.
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