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## Chapter 1

## Introduction

### 1.1 Types and programs

One of the basic ideas in programming is the notion of algorithm. An algorithin is a description of the rules one must follow to accomplish a task. But for a machine to be able to perform such a task, this description must be expressed in a formal language, and in particular programming languages serve this purpose.

Alan Turing introduced a formal language for describing computable functions, now called Turing machines, from which imperative programming arose. The lambda calculus was invented by Alonso Church to define the notion of computable functions [Chu36]. Since then a variety of lambda calculi have been defined and used in the study of programming languages. Lambda calculi can be seen as simple programming languages, since they are formal and describe computations. In that sense, a program is a term of the lambda calculus. From a different perspective, lambda calculi constitute metalanguages for analyzing other programming languages. Although $\lambda$-calculi are particularly well-suited to studying functional programming languages, they have also been used to study imperative programming disciplines [Lan65].

Types are an important tool in programming languages and logic which serve to classify terms according to basic properties, such as being a number or being a function. For example, if we think of the integer number 5 , the term is 5 and its type is integer. The addition function has a type expressing that it takes two integer numbers as arguments and returns an integer number as result, which we write as follows.

$$
+\epsilon(\text { integer } \times \text { integer }) \rightarrow \text { integer }
$$

One immediate advantage of types is that nonsensical expressions can be considered illegal. For example, the expression

$$
3+\text { "good morning" }
$$

will not be part of the language because "good morning" is not an integer number, but a string of characters. Although this is a rather coarse example, this sort of mistake is very frequent in the development of programs.

Further in that direction, Automath [dB80], Martin-Löf Type Theory [Mar73], Coquand and Huet's Calculus of Constructions [CH88], and Luo's Extended Calculus of Constructions [Luo90] are rich type systems in which a type can not only prevent the formation of nonsensical expressions but can also state properties of terms. For example, in the case of a term corresponding to a sorting algorithm for lists, the type can express the fact that the output is an ordered list.

Type structures help organizing ideas and structuring programs in such a way that disciplines of programming and type systems walk hand in hand. The development of ideas about programming motivates the design of type systems that encourage programming in a particular style. Ideally, one would like to have tailor-made type systems for each particular style of programming, so that bad programming style results in illegal terms.

We refer the reader to [Bar90, Mit90c] for a more detailed analysis of the relation between lambda calculi and programming languages.

### 1.2 Subtyping

Subtyping is a primitive relation that uniformly captures concepts from diverse areas of computer science. If $S$ and $T$ are sets, then $S \leq T$ ( $S$ is a subtype of $T$ ) means that elements of $S$ are also elements of $T$. If $S$ and $T$ are specifications, then elements satisfying specification $S$ also satisfy $T$. In object-oriented programming, if $S$ and $T$ are object descriptions, then $S \leq T$ states that where an object with interface $T$ is expected, it is safe to use an object with interface $S$. When $S$ and $T$ are module interfaces in a software system, an implementation of $S$ is also an implementation of $T$. If $S$ and $T$ are theorems, then a proof of $S$ is also a proof of $T$. Understanding the essence, subtleties, and general properties of subtyping illuminates a wide area.

The idea of subtypes appears quite naturally in programming languages. If we think of types as sets, we can easily picture what a subtype could be. Informally, we can say that a type $S$ is a subtype of $T$ if any element of $S$ can be seen as an element of $T$. We say can be seen as and not directly is because the act of considering an element of type $S$ as an element of type $T$ might hide some transformation. Consider for example the types integer and real of integers and real numbers respectively. Usually, on a computer, integers are represented in a different way than real numbers are; even if we might think of the integers as a subset of the real numbers, there is a translation to be performed. The act of considering an element of type $S$ as an element of type $T$ will be called coercion. In other words, we say that an element of type $S$ is coerced into an element of type $T$. Somehow an element of type $S$ has enough information to be seen as an element of type $T$.

While dealing with coercions we can distinguish between an explicit style and an implicit style. A style with explicit coercions means that coercions are explicitly indicated and in an implicit style, as the name suggests, coercions are left unstated. In systems including subtyping there is usually a rule for typing coerced terms,
in other words, a rule that provided $t$ has type $S$ and $S$ is a subtype of $T$ allows us to derive that $t$ can be coerced into $T$. In an explicit style, the coercion rule might look as follows.

$$
\frac{t \in S \quad S \leq T}{c_{S, T}<t>\in T}
$$

(Coercion)
Similarly, in an implicit style the corresponding rule is as follows.

$$
\frac{t \in S \quad S \leq T}{t \in T}
$$

(Subsumption)
An implicit coercion is motivated by the fact that the same term can be considered as belonging to two different types without performing any change in the term, as for example is the case when one of the types is included in the other (with the intuitive idea of set inclusion), while an explicit coercion gives explicit information about the transformation. We can think, for example, of a function $f$ with the real numbers as domain, and a (sub)set $A$ of real numbers. If $x$ is a variable of type $A$, then we would like to use $f$ on $x$ as well, without performing any extra calculation to apply $f$ to $x$. But if instead $f$ is used with the integer number 3 as input and $f$ happens to use the decimal part of its argument, then 3 should be mapped into 3.0 first. Therefore one can argue that the meaning of $f(3)$ is $f\left(c_{\text {integer, real }}<3>\right)$.

One of the first applications of subtyping in $\lambda$-calculi was modeling the refinement of interfaces in object-oriented languages [Car88a]. The formal subtype relation $S \leq T$ models the assertion that the objects in some collection $S$ provide more services than those in $T$, so that it is safe to use a member of $S$ in any context where a member of $T$ is expected.

### 1.3 Type inference and type checking

We can say that if a term has a type, it is, to a certain extent, correct. This correctness can be as simple as guaranteeing that computations will not fail by mismatch of the expected argument of a function, for example, and as elaborate as ensuring that certain specification or property is satisfied. With these ideas in mind, a first question one may ask is whether a given expression $e$ is legal or correct, which in our framework means whether there exists a type $T$ such that $e \in T$. This problem is traditionally called type inference. A related question, given a term $e$ and a type $T$, is whether $e \in T$, known as type checking. In the presence of subtyping both problems, type checking and type inference, become more complicated because typing is defined in terms of subtyping. It is clear in the Subsumption and Coercion rules that in order to answer a question of the form $\varepsilon \in T$ we should be able to answer questions of the form $S \leq T$. This shows that at the heart of the decidability of typing lies the question of whether the subtyping relation is decidable. In a system with the Subsumption rule, each term may be assigned more than one type. Then to answer the type checking and type inference questions we need a way to identify all possible types: for example, by finding some
kind of representative of the types of each term. One plausible candidate is a minimal type with respect to the subtyping relation. Then type inference consists of finding a minimal type, and type checking whether $e \in T$ consists of finding a minimal type $S$ such that $e \in S$ and checking if $S \leq T$. Without the minimal type property, type checking becomes algorithmically intractable. Imagine that instead of having just one representative we have a (finite) set of them, say $S_{1}, \ldots, S_{n}$ such that for each type $T$ of $e$ there exists $j$ such that $S_{j} \leq T$. Imagine that $e$ is an application, say $e_{1} e_{2}$ : then, to find the set of representative types of $e$, we need to match each representative of $e_{1}$ against each representative of $e_{2}$, which produces a combinatorial explosion.

### 1.4 Background

The formal study of subtyping in programming languages was begun by Reynolds [Rey80] and Cardelli [Car88a], who used a lambda-calculus with subtyping to model the refinement of interfaces in object oriented languages. This led to a considerable body of work, covering an increasing range of object-oriented features by combining subtyping with other type-theoretic constructs, including polymorphic functions [CW85, CG92, BCGS91]; records with update and extension operators [Car88a, CM91]; recursive types [AC93, BM92], and higher-order polymorphism [Car90, Mit90a].

Type systems with subtyping have also arisen from the study of lambda-calculi with intersection types at the University of Torino [CD80, BCD83]. Most of this work has been carried out in the setting of pure lambda-calculi, but it has also been applied to programming language design by Reynolds [Rey88]. Some work has begun on combining intersections with other typing features [Pie91, CDdL93].

The contribution of this thesis is to weave together these two threads by combining higher-order subtyping, which forms the cornerstone of several recent models of typed object-oriented programming [CHC90, Bru94, PT94], with intersection types, leading to an extended object model with multiple inheritance [CP93].

### 1.5 Results

This thesis is divided into two parts the first part consists of a detailed analysis of the meta-theory of a typed lambda calculus combining higher order bounded quantification and intersection types. Our research covers syntactic, semantic, and pragmatic aspects.

- Chapter 2 contains the definition of the system $F_{\wedge}^{\omega}$ and basic syntactic results.
- We define the typed lambda calculus $F_{\Lambda}^{\omega}$, a natural generalization of Girard's system $F^{\omega}$ with intersection types and bounded polymorphism. A novel aspect of our presentation is the use of term rewriting
techniques to present intersection types, which clearly splits the computational semantics (reduction rules) from the syntax (inference rules) of the system.
- The reduction rules of $F_{\wedge}^{\omega}$ can be divided into two main groups, reductions on types $\left(\rightarrow_{\beta \wedge}\right)$ and reductions on terms ( $\rightarrow \rightarrow_{\beta_{\text {fors }}}$ ). Although confluence is not a modular property in general, in our case it is possible to provide a modular proof of it. In section 2.3, we combine the independent proofs of confluence for reductions on types and confluence for reduction on terms towards a proof of confluence of the reduction relation in the whole system.
- We prove the strong normalization property of $\rightarrow_{\beta \wedge}$ on well-formed types.
- Chapter 3 carries the most important result of this thesis. Our main contribution is the proof that subtyping in $F_{\wedge}^{\omega}$ is decidable. This yields as a corollary a solution to the previously open problem of the decidability of subtyping in $F_{\leq}^{w}$, its intersection free fragment, because $F_{\wedge}^{\omega}$ subtyping system is a conservative extension of that of $F_{\longleftrightarrow}^{\omega}$. Moreover, the decidability of subtyping is essential for the decidability of type checking and type inference. Another original feature is the use of a choice operator to model the behavior of variables during subtype checking. The proof of decidability is divided into the following steps.
- We define an algorithmic presentation of the subtyping relation where only types in normal form are considered.
- We prove that the algorithmic presentation is sound and complete with respect to the definition of subtyping, which means that it constitutes a deterministic procedure to check subtyping in $F_{\wedge}^{w}$.
- Finally, we prove that the algorithmic presentation describes a terminating procedure. The proof of termination is reduced to the strong normalization property of the reduction on types enriched with a choice reduction which models the behavior of variables during subtype checking.
- In chapter 4, we prove that $F_{\wedge}^{\omega}$ satisfies the minimal type property, and we provide an algorithm for computing minimal types. We also prove that type inference and type checking in $F_{\wedge}^{\omega}$ are decidable. The minimal types property is used to prove that $F_{\wedge}^{\omega}$ satisfies the subject reduction property.
- In chapter 5, we define a model based on partial equivalence relations, and we prove that the subtyping relation and the type assignment system are sound with respect to the model.
- Although $F_{\wedge}^{\omega}$ was defined to provide a model of object-oriented programming with multiple inheritance, this thesis does not intend to provide an account
on the foundations of object-oriented programming. In chapter 6, we show how to model multiple inheritance using intersection types. This is a continuation of the research on type-theoretic foundations of object-oriented programming by Pierce and Turner [PT94] where multiple inheritance is not captured.

The second part of this thesis is devoted to the study of two different styles of subtyping, subtyping with implicit coercions and subtyping with explicit coercions. We define and study two alternative presentations of subtyping for simply typed lambda calculus. The first one $\lambda_{\leqslant}$, a system with implicit coercions, and the second one $\lambda_{C}$, a system with explicit coercions. We show that the system $\lambda_{\leqslant}$can be translated into $\lambda_{C}$, and that $\lambda_{C}$ can be translated into $\lambda \rightarrow$. This means that from a pragmatic point of view, implicit or explicit coercions are just a matter of taste, and both disciplines can be compiled into the simply typed lambda calculus without subtyping.

## Part I

## Higher-Order Subtyping

## Chapter 2

## The $F_{\wedge}^{\omega}$ Calculus

### 2.1 Introduction

The system $F_{\wedge}^{\omega}$ was first introduced in [CP93], where it was shown to be rich enough to provide a typed model of object oriented programming with multiple inheritance. $F_{\wedge}^{\omega}$ is an extension of $F^{\omega}$ [Gir72] with bounded quantification and intersection types, which can be seen as a natural generalization of the type disciplines present in the current literature, for example in [CG92, Pie91, PT94, CP94]. Systems including either subtyping or intersection types or both have been widely studied for many years. What follows is not intended to be an exhaustive description, but a framework for the present work.

First-order type disciplines with intersection types have been investigated by the group in Torino [CDC78, BCD83] and elsewhere (see [CC90] for background and further references). A second-order $\lambda$-calculus with intersection types was studied in [Pie91]. Systems including subtyping were present in [CW85, Car88a]. Higher order generalizations of subtyping appear in [ $\mathrm{CCH}^{+} 89, \mathrm{CHC} 90$, Mit90a, BM92]. $F_{\leq}$, a second-order $\lambda$-calculus with bounded quantification, was studied in [Ghe90], and in [Pie91] it was proved that subtyping in $F_{\leq}$was undecidable and that undecidability was caused by the subtyping rule for bounded quantification.

In [CP94] an alternative rule for subtyping quantified types was presented and the decidability of subtyping was proved for an extension of system $F$ with bounded polymorphism, where all bounds appearing in S-All have the ground kind $\star$, a main limitation of that system.

Allowing bounds of functional kind forces us to introduce a conversion rule to have invariance of subtyping under $\beta \wedge$-conversion of types. Therefore, our subtyping relation relates types of a more expressive type system than that presented in [CP94]. In fact, treating the interaction between interface refinement and encapsulation of objects, in object oriented programming, has required higher-order generalizations of subtyping-the F-bounded quantification of Canning, Cook, Hill, Olthoff and Mitchell $\left[\mathrm{CCH}^{+} 89\right]$ or Cardelli and Mitchell's system $F_{\leq}^{w}$ [Car90, Mit90a, BM92].

Ghelli [Ghe94] remarked that the rule for subtyping between quantified types presented in [CP94] led to a well-behaved subtyping relation but that the typing
relation fails to satisfy the minimal type property. This failure introduces serious problems in type checking and type inference, as we observed in chapter 1. At the moment it is not clear how to solve them or, even more problematic, whether the typing relation is decidable. A possible solution to overcome this problem is to replace the subtyping rule between quantifiers by the corresponding rule of Cardelli and Wegner's kernel fun [CW85].

In chapter 3 we give a positive answer to the decidability of subtyping in the presence of $\beta \wedge$-convertible types. We prove that subtyping in $F_{\lambda}^{\omega}$ is decidable, which a fortiori gives the decidability of subtyping for the $F_{\leq}^{\omega}$ fragment because the former is a conservative extension of the latter - namely, each subtyping statement derivable in $F_{\wedge}^{\omega}$ containing no intersections other than the empty ones is also derivable in $F_{s}^{\omega}$.

We present a definition of $F_{\wedge}^{\omega}$ that differs from the one introduced in [CP93] in two ways. First, Castagna and Pierce's quantifier rule has been replaced by the Cardelli and Wegner rule. Second, we introduce a richer notion of reduction on types, and thereby the four distributivity rules become particular cases of the conversion rule. This new reduction is shown to be confluent and strongly normalizing. The latter simplification was motivated by structural properties of the former presentation. Furthermore, this new presentation provides a different view of the system that is the key to proving the decidability of subtyping.

This new perspective suggests that to prove the decidability of subtyping it is enough to concentrate on types in normal form. Note that the solution cannot be as simple as to restrict the subtyping rules of $F_{\wedge}^{\omega}$ to handle only types in normal form and replace conversion by reflexivity. The following is a good example of the problem to be solved. Consider $\Gamma \equiv W: K, X \leq \Lambda Y: K . Y: K \rightarrow K, Z \leq X: K \rightarrow K$. Then $\Gamma \vdash X(Z W) \leq W$, which is not derivable without using conversion, i.e. without performing any $\beta$-reduction, even when the conclusion is in normal form.

The subtyping rules of $F_{\wedge}^{\omega}$ are not syntax directed, in the sense that the form of a derivable subtyping statement does not uniquely determine the last rule of its derivation (i.e. there might be more than one derivation of the same subtyping judgement). To develop a deterministic decision procedure to check subtyping, we need a new presentation of the subtyping relation that provides the foundations for a subtype-checking deterministic algorithm.

Our solution is divided in two main steps. First, we develop a normal subtyping system, $N F_{\wedge}^{\omega}$, in which only types in normal form are considered. We prove that derivations in $N F_{\wedge}^{\omega}$ can be normalized by eliminating transitivity and simplifying reflexivity. This simplification yields an algorithmic presentation, $A l g F_{\wedge}^{w}$. Moreover, we prove that $A l g F_{\wedge}^{\omega}$ is indeed an alternative presentation of the $F_{\wedge}^{\omega}$ subtyping relation, that is $\Gamma \vdash S \leq T$ if and only if $\Gamma^{n f} \vdash_{\text {Alg }} S^{n f} \leq T^{n f}$ (proposition 3.4.3).

The second and last step towards the decidability of subtyping in $F_{\wedge}^{\omega}$ is to prove that the algorithm described by $A \lg F_{\wedge}^{\omega}$ terminates, which is equivalent to showing that the definition of the $A l g F_{\wedge}^{\omega}$ is well-founded. We discuss this further in section 3.5.

Checking whether $\Gamma \vdash_{A l g} S T \leq A$ is reduced to checking if $\Gamma \vdash_{A l g} l u b_{\Gamma}(S T)^{n f} \leq$
$A$, where lub $b_{\Gamma}(S T)$ substitutes the leftmost innermost variable of $S T$ by its bound in $\Gamma$. Such replacements may produce a term that is not in normal form, in which case we normalize it afterwards. The main problem here is that the size of the types to be examined in the recursive call does not decrease. This indicates that the proof of termination of the algorithm is not immediate. In particular, the proof of termination presented in [CP94] cannot be modified to serve our purposes, because of the interaction between $\beta \wedge$-reduction and the substitution of type variables by their bquads in our system. We discuss this further in section 3.5 .

In this chapter we present the syntax of $F_{\wedge}^{\omega}$, we prove structural properties of the system, confluence, and the strong normalization property for the reduction on types.

### 2.2 Syntax of $F_{\wedge}^{\omega}$

We now present the rules for kinding, subtyping, and typing in $F_{\wedge}^{\omega}$. They are organized as proof systems for four interdependent judgement forms:

| $\Gamma \vdash$ ok | well-formed context |
| :--- | :--- |
| $\Gamma \vdash T \in K$ | well-kinded type |
| $\Gamma \vdash S \leq T$ | subtype |
| $\Gamma \vdash e \in T$ | well-typed term. |

We sometimes use the metavariable $\Sigma$ to range over statements (right-hand sides of judgements) of any of these four forms.

## Syntactic Categories

The kinds of $F_{\wedge}^{\omega}$ are those of $F^{\omega}$ : the kind $\star$ of proper types and the kinds $K_{1} \rightarrow K_{2}$ of functions on types (sometimes called type operators).

$$
\mathbb{K}::=\begin{array}{ll}
\star & \text { types } \\
& \mathbb{K} \rightarrow \mathbb{K} \\
\text { type operators }
\end{array}
$$

The language of types of $F_{\wedge}^{\omega}$ is a straightforward higher-order extension of $F_{\leq}$, Cardelli and Wegner's second-order calculus of bounded quantification. Like $F_{\leq}$, it includes type variables (written $X$ ), function types ( $T \rightarrow T^{\prime}$ ), and polymorphic types ( $\forall X \leq T: K . T^{\prime}$ ), in which the bound type variable $X$ ranges over all subtypes of the upper bound $T$. Moreover, like $F^{\omega}$, we allow types to be abstracted on types ( $\Lambda X: K . T$ ) and applied to argument types ( $T T^{\prime}$ ); in effect, these forms introduce a simply typed $\lambda$-calculus at the level of types. Finally, we allow arbitrary finite
intersections ( $\wedge^{K}\left[T_{1} . . T_{n}\right]$ ), where all the $T_{1}$ 's are members of the same kind $K$.

$$
\begin{array}{rlrl}
\mathbb{T}:: & X & \text { type variable } \\
& \mathbb{T} \rightarrow \mathbb{T} & & \text { function type } \\
& \forall X \leq \mathbb{T} \cdot \mathbb{K} . \mathbb{T} & \text { polymorphic type } \\
& \Lambda X: \mathbb{K} \cdot \mathbb{T} & & \text { operator abstraction } \\
& \mathbb{T} \mathbb{T} & & \text { operator application } \\
& \Lambda^{\mathbf{K}}[\mathbb{T} . . \mathbb{T}] & & \text { intersection at kind } \mathbb{K}
\end{array}
$$

We use the abbreviation $\mathrm{T}^{K}$ for nullary intersections and sometimes $X: K$ for $X \leq \mathrm{T}^{K}: K$.

$$
\begin{aligned}
& \mathrm{T}^{K} \triangleq \Lambda^{K}[] \\
& X: K \triangleq X \leq \mathrm{T}^{K}: K
\end{aligned}
$$

We drop the maximal type $T o p$ of $F_{\leq}$, since its role is played here by the empty intersection $T^{*}$. For technical convenience, we provide kind annotations on bound variables and intersections so that every type has an "obvious kind," which can be read off directly from its structure and the kind declarations in the context.

The language of terms includes the variables ( $x$ ), applications ( $e e$ ), and functional abstractions ( $\lambda x: T . e$ ) of the simply typed $\lambda$-calculus, plus the type abstraction ( $\lambda X \leq T: K . e$ ) and application ( $e T$ ) of $F^{\omega}$. As in $F_{\leq}$, each type variable is given an upper bound at the point where it is introduced.

Intersection types are introduced by expressions of the form "for $\left(X \in T_{1} . . T_{n}\right) e^{\text {" }}$, which can be read as instructions to the type-checker to analyze the expression $e$ separately under the assumptions $X \equiv T_{1}, X \equiv T_{2}, \ldots, X \equiv T_{n}$ and conjoin the results. For example, if $+\in$ Int $\rightarrow$ Int $\rightarrow$ Int $\wedge$ Real $\rightarrow$ Real $\rightarrow$ Real, then we can derive

$$
\begin{aligned}
& \text { for }(X \in \operatorname{Int}, \text { Real }) \lambda x: X . x+x \in \operatorname{Int} \rightarrow \operatorname{Int} \wedge \text { Real } \rightarrow \text { Real. } \\
& \text { e ::=x variable } \\
& \lambda x \text { :T.e abstraction } \\
& \text { ee application } \\
& \lambda X \leq \mathbb{T}: \mathbb{K}, e \quad \text { type abstraction } \\
& e \mathbb{T} \quad \text { type application } \\
& \text { for }(X \in \mathbb{T} . . \mathbb{T}) e \text { alternation }
\end{aligned}
$$

The operational semantics of $F_{\wedge}^{\omega}$ is given by the following reduction rules on types and terms.

## Definition 2.2.1 (Reduction rules for types)

1. $\left(\Lambda X: K . T_{1}\right) T_{2} \rightarrow_{\beta \wedge} T_{1}\left[X \leftarrow T_{2}\right]$
2. $S \rightarrow \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow \beta \wedge \Lambda^{\star}\left[S \rightarrow T_{1} . . S \rightarrow T_{n}\right]$
3. $\forall X \leq S: K . \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow_{\beta \wedge} \wedge^{\star}\left[\forall X \leq S: K . T_{1} . . \forall X \leq S: K . T_{n}\right]$
4. $\Lambda X: K_{1} \cdot \wedge^{K_{2}}\left[T_{1} . . T_{n}\right] \rightarrow_{\beta \wedge} \Lambda^{K_{1} \rightarrow K_{2}}\left[\Lambda X: K_{1} \cdot T_{1} . . \Lambda X: K_{1} \cdot T_{n}\right]$
5. $\left(\Lambda^{K_{1} \rightarrow K_{2}}\left[T_{1} . . T_{n}\right]\right) U \rightarrow_{\beta \wedge} \Lambda^{K_{2}}\left[T_{1} U . . T_{n} U\right]$
6. $\wedge^{K}\left[T_{1} . . \wedge^{K}\left[S_{1} . . S_{n}\right] . . T_{m}\right] \rightarrow_{\beta \wedge} \wedge^{K}\left[T_{1} . . S_{1} . . S_{n} . . T_{m}\right]$

The first rule is the usual $\beta$-reduction rule for types. Rules 2 through 5 express the fact that intersections in positive positions distribute with respect to the other type constructors. Rule 6 states that intersection is an associative operator. In section 2.5 we consider the reduction defined by rules 1 through 5 as $\rightarrow_{\beta \Lambda^{-}}$and the one defined by 6 as $\rightarrow_{a}$ ( $a$ comes from associativity). The left-hand side of each reduction rule is a redex and the right-hand side its reduct. The relation $\rightarrow_{\beta \wedge}$ is extended so as to become a compatible relation with respect to type formation, $\rightarrow \beta_{\wedge}$ is the transitive and reflexive closure of $\rightarrow_{\beta \wedge}$, and $=_{\beta \wedge}$ is the least equivalence relation containing $\rightarrow_{\beta \wedge}$. The capture-avoiding substitution of $S$ for $X$ in $T$ is written $T[X \leftarrow S]$. Substitution is written similarly for terms, and is extended point-wise to contexts. The $\beta \wedge$-normal form of a type $S$ is written $S^{\text {nf }}$, and is extended point-wise to contexts.

## Definition 2.2 .2 (Reduction rules for terms)

1. $\left(\lambda x: T_{1} . e_{1}\right) e_{2} \rightarrow_{\beta \text { fors }} e_{1}\left[x \leftarrow e_{2}\right]$
2. $\left(\lambda X \leq T_{1}: K_{1} . e\right) T \rightarrow_{\beta \text { fora }} e[X \leftarrow T]$
3. (for $\left.\left(X \in T_{1} . . T_{n}\right) e_{1}\right) e_{2} \rightarrow_{\beta \text { fors }}$ for $\left(X \in T_{1} . . T_{n}\right)\left(e_{1} e_{2}\right)$
4. for $\left(X \in T_{1} . . T_{n}\right) e \rightarrow{ }_{\beta \text { fore }} e$, if $X \notin \mathrm{FV}(e)$

Rules 1 and 2 are the $\beta$-reductions on terms. Rule 3 says that the for constructor can be pushed to the outermost level. We consider the reduction defined by rules 1 through 3 as $\rightarrow_{\beta f o r}$ and the one defined by 4 as $\rightarrow_{s}$ ( $s$ comes from simplification). The left-hand side of each reduction rule is a redex and the righthand side its reduct. The relation $\rightarrow_{\beta f o r s}$ is extended so as to become a compatible relation with respect to term formation, $\rightarrow_{\beta f_{o r s}}$ is the transitive reflexive closure of $\rightarrow_{\theta f o r s}$, and $={ }_{\beta \text { fors }}$ is the least equivalence relation containing $\rightarrow_{\beta f o r s}$.

## Contexts

A context $\Gamma$ is a finite sequence of typing and subtyping assumptions for a set of term and type variables.

The empty context is written $\emptyset$. Term variable bindings have the form $x: T$; type variable bindings have the form $X \leq T: K$, where $T$ is the upper bound of $X$ and $K$ is the kind of $T$.

$$
\begin{array}{rlr}
\Gamma:= & \emptyset & \text { empty context } \\
& \Gamma, x: T & \text { term variable declaration } \\
& \Gamma, X \leq T: K & \text { type variable declaration }
\end{array}
$$

When writing nonempty contexts, we omit the initial $\emptyset$. The domain of $\Gamma$ is written dom $(\Gamma)$. The functions FV( - ) and FTV ( - ) give the sets of free term variables and free type variables of a term, type, or context. Since we are careful to ensure that no variable is bound more than once, we sometimes abuse notation and consider contexts as finite functions: $\Gamma(X)$ yields the bound of $X$ in $\Gamma$, where $X$ is implicitly asserted to be in $\operatorname{dom}(\Gamma)$.

Types, terms, contexts, statements, and derivations that differ only in the names of bound variables are considered identical. The underlying idea is that variables are de Bruijn indexes [dB72].

Definition 2.2.3 (Closed)

1. A term $e$ is closed with respect to a context $\Gamma$ if $\operatorname{FV}(e) \cup \mathrm{FTV}(e) \subseteq \operatorname{dom}(\Gamma)$.
2. A type $T$ is closed with respect to a context $\Gamma$ if $\operatorname{FTV}(T) \subseteq \operatorname{dom}(\Gamma)$.
3. A typing statement $\Gamma \vdash e \in T$ is closed if $e$ and $T$ are closed with respect to $\Gamma$.
4. A kinding statement $\Gamma \vdash T \in K$ is closed if $T$ is closed with respect to $\Gamma$.
5. A subtyping statement $\Gamma \vdash S \leq T$ is closed if $S$ and $T$ are closed with respect to $\Gamma$.

We consider only closed typing statements. Observe that in the limit case of the rule T-Meet, when $n=0$, not having the closure convention would allow nonsensical terms to be typed. On the other hand, the free variable lemma (lemma 2.4.3) guarantees that kinding statements are closed and the well-kindedness of subtyping (lemma 2.4 .19) ensures that subtyping statements are closed as well.

## Context Formation

The rules for well-formed contexts are the usual ones: a start rule for the empty context and rules allowing a given well-formed context-to be extended with either a term variable binding or a type variable binding.
Q1 ok

$$
\begin{equation*}
\frac{\Gamma \vdash T \in \star \quad x \notin \operatorname{dom}(\Gamma)}{\Gamma, x: T \vdash \text { ok }} \tag{C-VAR}
\end{equation*}
$$

$$
\frac{\Gamma \vdash T \in K \quad X \notin \operatorname{dom}(\Gamma)}{\Gamma, X \leq T: K \vdash \text { ok }}
$$

## Type Formation

For each type constructor, we give a rule specifying how it can be used to build well-formed type expressions. The critical rules are K-OAbs and K-OApp, which form type abstractions and type applications (essentially as in a simply typed $\lambda$-calculus).

The well-formedness premise $\Gamma \vdash$ ok in K-Meet (and in T-Meet below) is required for the case where $n=0$.

$$
\begin{gather*}
\frac{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash \text { ok }}{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash X \in K}  \tag{K-TVAR}\\
\frac{\Gamma \vdash T_{1} \in \star \quad \Gamma \vdash T_{2} \in \star}{\Gamma \vdash T_{1} \rightarrow T_{2} \in \star} \\
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star}{\Gamma \vdash \forall X \leq T_{1}: K_{1} \cdot T_{2} \in \star}  \tag{K-Arrow}\\
\frac{\Gamma, X: K_{1} \vdash T_{2} \in K_{2}}{\Gamma \vdash \Lambda X: K_{1} \cdot T_{2} \in K_{1} \rightarrow K_{2}} \\
\frac{\Gamma \vdash S \in K_{1} \rightarrow K_{2} \quad \Gamma \vdash T \in K_{1}}{\Gamma \vdash S T \in K_{2}}  \tag{K-ALL}\\
\frac{\Gamma \vdash \text { ok } \quad \text { for each } i \in\{1 . . n\}, \Gamma \vdash T_{2} \in K}{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \in K} \tag{K-OAbs}
\end{gather*}
$$

## Subtyping

The rules defining the subtype relation are a natural extension of familiar calculi of bounded quantification. Aside from some extra well-formedness conditions, the rules S-Trans, S-TVar, and S-Arrow are the same as in the usual, second-order case. Rules S-OAbs and S-OApp extend the subtype relation point-wise to kinds other than $\star$. The rule of type conversion in $F^{\omega}$, that is, if $\Gamma \vdash e \in F$ and $T={ }_{\beta} T^{\prime}$ then $\Gamma \vdash e \in T^{\prime}$, is captured here as the subtyping rule S-Conv, which also gives reflexivity as a special case. The rule S-All is the rule of Cardelli's Fun language [CW85] in which the bounds of the quantifiers are equal. Rules S-Meet-G and S-Meet-LB specify that an intersection of a set of types is the set's order-theoretic greatest lower bound.

$$
\begin{gather*}
\Gamma \vdash S \in K \quad \Gamma \vdash T \in K \quad S=\beta_{\wedge} T \\
\hline \Gamma \vdash S \leq T  \tag{S-Conv}\\
\frac{\Gamma \vdash S \leq T \quad \Gamma \vdash T \leq U}{\Gamma \vdash S \leq U}  \tag{S-Trans}\\
\frac{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash \mathbf{o k}}{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash X \leq T} \tag{S-TVAR}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\Gamma \vdash T_{1} \leq S_{1} \quad \Gamma \vdash S_{2} \leq T_{2} \quad \Gamma \vdash S_{1} \rightarrow S_{2} \in \star}{\Gamma \vdash S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}} \tag{S-Arrow}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\Gamma, X \leq U: K \vdash S \leq T}{\Gamma \vdash \forall X \leq U: K . S \leq \forall X \leq U: K . T} \quad \Gamma \vdash \forall X \leq U: K . S \in \star  \tag{S-ALL}\\
\overline{\Gamma, X: K \vdash S \leq T}  \tag{S-OAbs}\\
\frac{\Gamma \vdash S X: K . S \leq \Lambda X: K . T}{\Gamma \vdash S U \leq T U} \\
\text { for each } i \in\{1 . . n\}, \Gamma \vdash S \leq T_{i} \quad \Gamma \vdash S \in K  \tag{S-OAPP}\\
\Gamma \vdash S \leq \Lambda^{K}\left[T_{1} . . T_{n}\right] \\
\frac{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \in K}{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \leq T_{i}}
\end{gather*}
$$

(S-Meet-G)

## Term Formation

Except for T-Meet and T-For, the term formation rules are precisely those of the second-order calculus of bounded quantification. T-For provides for type checking under any of a set of alternate assumptions. For each $S_{i}$, the type derived for the instance of the body $e$ when $X$ is replaced by $S_{i}$ is a valid type of the for expression itself. The T-Meet rule can then be used to collect these separate typings into a single intersection. Type-theoretically, T-MEET is the introduction rule for the $\wedge$ constructor; the corresponding elimination rule need not be given explicitly, since it follows from T-Subsumption and S-Meet-LB.

$$
\begin{gather*}
\frac{\Gamma_{1}, x: T, \Gamma_{2} \vdash o k}{\Gamma_{1}, x: T, \Gamma_{2} \vdash x \in T}  \tag{T-VAR}\\
\frac{\Gamma, x: T_{1} \vdash e \in T_{2}}{\Gamma \vdash \lambda x: T_{1} \cdot e \in T_{1} \rightarrow T_{2}}  \tag{T-ABS}\\
\frac{\Gamma \vdash f \in T_{1} \rightarrow T_{2} \quad \Gamma \vdash a \in T_{1}}{\Gamma \vdash f a \in T_{2}}  \tag{T-APP}\\
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash e \in T_{2}}{\Gamma \vdash \lambda X \leq T_{1}: K_{1} \cdot e \in \forall X \leq T_{1}: K_{1} \cdot T_{2}} \\
\frac{\Gamma \vdash f \in \forall X \leq T_{1}: K_{1}, T_{2} \quad \Gamma \vdash S \leq T_{1}}{\Gamma \vdash f S \in T_{2}[X \leftarrow S]}  \tag{T-TAвs}\\
\frac{\Gamma \vdash e[X \leftarrow S] \in T \quad S \in\left\{S_{1} . . S_{n}\right\}}{\Gamma \vdash \text { for }\left(X \in S_{1} . . S_{n}\right) e \in T}  \tag{T-TAPP}\\
\frac{\Gamma \vdash \text { ok } \quad \text { for each } i \in\{1 . . n\}, \Gamma \vdash e \in T_{i}}{\Gamma \vdash e \in \Lambda^{\star}\left[T_{1} . . T_{n}\right]}  \tag{T-FOR}\\
\frac{\Gamma \vdash e \in S \quad \Gamma \vdash S \leq T}{\Gamma \vdash e \in T} \tag{T-Meet}
\end{gather*}
$$

Most of the rules include premises which have two rather different sorts: structural premises, which play an essential role in giving the rule its intended semantic force,
and well-formedness premises, which ensure that the entities named in the rule are of the expected sorts. In an algorithmic presentation of the system (on which an implementation might be based), the well-formation premises would be replaced by the meta-theoretic observation that "recursive calls" in the premises of all the rules preserve the well-formedness of the "arguments" named in the conclusion.

In the interest of brevity, we omit well-formation premises that can be derived from others. For example, in the rule S-Arrow, we drop the premise $\Gamma \vdash T_{1} \rightarrow T_{2} \in$ $\star$, since it follows from $\Gamma \vdash S_{1} \rightarrow S_{2} \in \star$ using the properties proved in section 2.4.

### 2.2.1 Discussion

An equivalent presentation of intersection types uses binary intersections as in [CDC78]. The intersection of $S$ and $T$ is then written $S \wedge T$, and there is a maximal element at each kind, $\omega^{K}$. The rules of the system have to be modified according to this alternative notation. In most cases, each of our rules about intersection types has to be replaced by two rules, one for the binary case and another for the maximal element. For example, the reduction rule

$$
\forall X \leq S: K . \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow_{\beta \wedge} \wedge^{\star}\left[\forall X \leq S: K . T_{1} . . \forall X \leq S: K . T_{n}\right]
$$

is replaced by

$$
\begin{array}{lll}
\forall X \leq S: K \cdot T_{1} \wedge T_{2} & \rightarrow_{\beta \wedge} & \forall X \leq S: K . T_{1} \wedge \forall X \leq S: K \cdot T_{2} \text { and } \\
\forall X \leq S: K \cdot \omega^{\star} & \rightarrow_{\beta \wedge} \omega^{\star} .
\end{array}
$$

Similar replacement takes place for rules 3 through 5 in definition 2.2.1. The term formation rule K -Меет is replaced by the two following rules.

$$
\begin{gather*}
\Gamma \vdash S \in K \quad \Gamma \vdash T \in K \\
\Gamma \vdash S \wedge T \in K  \tag{K-Int}\\
\frac{\Gamma \vdash \mathrm{ok}}{\Gamma \vdash \omega^{K} \in K} \tag{K-MAX}
\end{gather*}
$$

The rule S-Meet-G is replaced by the following two rules.

$$
\begin{gather*}
\Gamma \vdash S \leq T_{1} \quad \Gamma \vdash S \leq T_{2}  \tag{S-Int-G}\\
\Gamma \vdash S \leq T_{1} \wedge T_{2}  \tag{S-Max}\\
\frac{\Gamma \vdash S \in K}{\Gamma \vdash S \leq \omega^{K}}
\end{gather*}
$$

In the $\lambda$-cube [Bar92], $F^{\omega}$ corresponds to $\lambda_{\omega}$, the system defined by the rules $(\star, \star),(\square, \star)$, and $(\square, \square)$. If $K$ is a kind defined by the grammar $\mathbb{K}$, then $\Gamma \vdash_{\lambda_{\omega}} K \in \square$.

The rule $(\square, \square)$ corresponds to the recursive step in the definition of $\mathbb{K}$; the rule ( $\star, \star$ ) corresponds to K-Arrow, and K-All is the parallel of rule ( $\square, \star$ ) enriched with subtyping.

### 2.3 Confluence

In this section, we show that the system $F_{\Lambda}^{\omega}$ is confluent. By that we mean that the reduction $\rightarrow_{\beta f o r s} \cup \rightarrow_{\beta \wedge}$ defined by putting together the reduction on terms, $\rightarrow_{\text {afors }}$ (definition 2.2.2), and the reduction on types, $\rightarrow_{\beta \wedge}$ (definition 2.2.1), satisfies the Church-Rosser property. We use the Hindley-Rosen lemma (c.f. 3.3.5 [Bar84]) to establish this result. This factors the proof into two parts:

1. proving that $\rightarrow_{\beta f_{0} \text { rs }}$ and $\rightarrow \rightarrow_{\beta \wedge}$ commute, and
2. proving that $\rightarrow_{\beta f_{o r,}}$ and $\rightarrow_{\beta \wedge}$ satisfy the Church-Rosser property, the results of sections 2.3.1 and 2.3.2.
Remember that two binary relations $\rightarrow_{1}$ and $\rightarrow_{2}$ commute if the following diagram commutes.


In order to prove that $\rightarrow_{\beta \text { fors }}$ and $\rightarrow_{\beta \wedge}$ commute we use the following lemma. Lemma 2.3.1 (3.3.6 [Bar84]) Let $\rightarrow_{1}$ and $\rightarrow_{2}$ be two binary relations on a set $X$. Suppose

where $\rightarrow_{=1}$ is the reflexive closure of $\rightarrow_{1}$. Hence $\rightarrow_{1}$ and $\rightarrow_{2}$ commute.
We need the following auxiliary result to prove that $\rightarrow \beta \wedge$ and $\rightarrow \beta f_{\text {ors }}$ commute using the previous lemma.
Lemma 2.3.2 If $T \rightarrow_{\beta \wedge} T^{\prime}$, then $e[X \leftarrow T] \rightarrow_{\beta \wedge} e\left[X \leftarrow T^{\prime}\right]$.
Proof: By induction on the structure of $T$.

## Lemma 2.3.3



Proof: By induction on the structure of $E$. Observe that if $E$ is a type expression ( $E \in \mathbb{T}$ ) then there can be only $\beta \wedge$-reductions starting from $E$, and the result holds vacuously. Consequently, the meaningful cases are when $E$ is a term $(E \in \mathbb{E})$, and of those the interesting cases are when $E$ is a $\beta$ fors redex.

1. $E \equiv\left(\lambda x: T_{1} \cdot e_{1}\right) e_{2}$,
$F \equiv e_{1}\left[x \leftarrow e_{2}\right]$,
$G \equiv\left(\lambda x: T_{1}^{\prime} \cdot e_{1}\right) e_{2}$, and
$T_{1} \rightarrow \beta_{\wedge} T_{1}^{\prime}$.
Choose $H \equiv F$. Since $\left(\lambda x: T_{1}^{\prime} \cdot e_{1}\right) e_{2} \rightarrow_{\beta \text { fors }} e_{1}\left[x \leftarrow e_{2}\right]$, the result follows.
2. $E \equiv\left(\lambda X \leq T_{1}: K_{1}, e\right) S$,

$$
F \equiv e[X \leftarrow S]
$$

$$
G \equiv\left(\lambda X \leq T_{1}: e .\right) S^{\prime}, \text { and }
$$

$$
S \rightarrow_{\beta \wedge} S^{\prime} .
$$

Choose $H \equiv e\left[X \leftarrow S^{\prime}\right]$. Since $\left(\lambda X \leq T_{1}: K_{1} . e\right) S^{\prime} \rightarrow_{\beta f_{\text {fors }}} e\left[X \leftarrow S^{\prime}\right]$, the result follows by lemma 2.3.2.
3. $E \equiv\left(\operatorname{for}\left(X \in T_{1} . . T_{1} . . T_{n}\right) e_{1}\right) e_{2}$,

$$
\begin{aligned}
& F \equiv \operatorname{for}\left(X \in T_{1} . . T_{1} . . T_{n}\right)\left(e_{1} e_{2}\right) \\
& G \equiv\left(\operatorname{for}\left(X \in T_{1} . . T_{1}^{\prime} . . T_{n}\right) e_{1}\right) e_{2}, \text { and } \\
& T_{1} \rightarrow_{\beta \wedge} T_{t}^{\prime} .
\end{aligned}
$$

Choose $H \equiv$ for $\left(X \in T_{1} . . T_{1}^{\prime} . . T_{n}\right)\left(e_{1} e_{2}\right)$.
Since (for $\left.\left(X \in T_{1} . . . T_{1}^{\prime} . . T_{n}\right) e_{1}\right) e_{2} \rightarrow_{\beta \text { fors }}$ for $\left(X \in T_{1} . . T_{1}^{\prime} . . T_{n}\right)\left(e_{1} e_{2}\right)$ and for $\left(X \in T_{1} . . T_{1} . . T_{n}\right)\left(e_{1} e_{2}\right) \rightarrow_{\beta \wedge} \quad$ for $\left(X \in T_{1} . . T_{1}^{\prime} . . T_{n}\right)\left(e_{1} e_{2}\right)$
the result follows.
4. $E \equiv \operatorname{for}\left(X \in T_{1} . . T_{1} . . T_{n}\right) e$,
$F \equiv e$,
$G \equiv \operatorname{for}\left(X \in T_{1} . . T_{1}^{\prime} . . T_{n}\right) e$, and $T_{1} \rightarrow_{\beta \wedge} T_{1}^{\prime}$.
Choose $H \equiv F$. Since for $\left(X \in T_{1} . . T_{\imath}^{\prime} . . T_{n}\right) e \rightarrow_{\beta f o r s} e$, the result follows.
Corollary 2.3.4 $\rightarrow \beta \wedge$ and $\rightarrow \rightarrow_{\beta f o r s}$ commute.

### 2.3.1 The Church-Rosser theorem for $\rightarrow_{\beta \wedge}$

In this section we prove the Church-Rosser property for the reduction defined in 2.2.1. The strategy we use here is similar to the one used in chapter 11 section 1 of [Bar84] to prove the corresponding result for $\rightarrow_{\rho}$ in the type-free $\lambda$-calculus.

In order to prove the Church-Rosser property for $\rightarrow_{\beta \Lambda}$ it is sufficient to show the following strip lemma. If $S, T_{1}, T_{2}$ in $\mathbb{T}$ are such that $S \rightarrow_{\beta \wedge} T_{1}$ and $S \rightarrow \beta_{\beta \wedge} T_{2}$, then there exists $T_{3}$ such that $T_{1} \rightarrow_{\beta \wedge} T_{3}$ and $T_{2} \rightarrow_{\beta \wedge} T_{3}$. Graphically:


The idea of the proof is as follows. Let $T_{1}$ be the result of replacing the redex $R$ in $S$ by its reduct $R^{\prime}$. If we keep track of what happens with $R$ during the reduction $S \rightarrow_{\beta \wedge} T_{2}$, then we can find $T_{3}$. To be able to trace $R$ we define a new set of terms $\mathbb{T}$ where redexes can appear underlined. Consequently, if we underline $R$ in $S$ we only need to reduce all occurrences of the underlined $R$ in $T_{2}$ to obtain $T_{3}$.

## Definition 2.3.1.1 (Underlining)

1. $\mathbb{T}$ is the set of terms defined by the following abstract syntax.

$$
\begin{aligned}
& \mathbb{T}::=X \mid \mathbb{T} \rightarrow \mathbb{T} \\
& \forall X \leq \mathbb{T}: \mathbb{K} \cdot \mathbb{T} \mid \Lambda X: \mathbb{K} . \mathbb{T} \\
& \mathbb{T} \mathbb{T} \mid \wedge^{\mathrm{K}}(\mathbb{T} . \mathbb{T}] \\
& (\Lambda X: \mathbb{K} \mathbb{\mathbb { T }}) \mathbb{T} \mid \Lambda^{\mathbb{K}}\left[\mathbb{T} . . \Lambda^{\mathbb{K}}[\underline{\mathbb{T}} . . \mathbb{\mathbb { T }}) . . \mathbb{\mathbb { T }}\right) \\
& \left|\underline{\underline{\mathbb{T}} \rightarrow \Lambda^{*} \mid \mathbb{T}} . . \mathbb{T}\right| \forall X \leq \mathbb{T}: \mathbb{K} . \Lambda^{*} \mid \mathbb{T} \ldots \underline{\mathbb{T}} \\
& \Lambda X: \mathbb{K} . \Lambda^{\mathrm{K}}\left[\underline{T} \ldots \underline{\mathbb{T}} \mid \Lambda^{\mathrm{K} \rightarrow \mathrm{~K}}[\underline{\mathbb{T}} . . \underline{\mathbb{T}}]\right.
\end{aligned}
$$

Observe that only redexes are underlined.
2. Underlined (one step) reduction $\rightarrow_{\beta \wedge}$ is defined starting with the rewriting rules
(a) $\left(\Lambda X: K . T_{1}\right) T_{2} \rightarrow{ }_{\beta \wedge} T_{1}\left[X \leftarrow T_{2}\right]$
(b) $S \rightarrow \Lambda^{\star}\left[T_{1} . . T_{n}\right] \rightarrow \beta \wedge \Lambda^{\star}\left[S \rightarrow T_{1} . . S \rightarrow T_{n}\right]$
(c) $\forall X \leq S: K \cdot \wedge^{*}\left[T_{1} . . T_{n}\right] \rightarrow \underline{\beta} \wedge^{\star}\left[\forall X \leq S: K . T_{1} . . \forall X \leq S: K . T_{n}\right]$
(d) $\Lambda X: K_{1} . \wedge^{K_{2}}\left[T_{1} . . T_{n}\right] \rightarrow \rightarrow_{\beta \Lambda} \Lambda^{K_{1} \rightarrow K_{2}}\left[\Lambda X: K_{1} \cdot T_{1} . . \Lambda X: K_{1} \cdot T_{n}\right]$
(e) $\Lambda^{K_{1} \rightarrow K_{2}}\left[T_{1} . . T_{n}\right] U \rightarrow \beta \wedge \Lambda^{K_{2}}\left[T_{1} U \ldots T_{n} U\right]$
(f) $\wedge^{K}\left[T_{1} . . \wedge^{K}\left[S_{1} . . S_{n}\right] . . T_{m}\right] \rightarrow \underline{\beta \wedge} \Lambda^{K}\left[T_{1} . . S_{1} . . S_{n} . . T_{m}\right]$
(g) $\left(\Lambda X: K . T_{1}\right) T_{2} \rightarrow \beta \Lambda T_{1}\left[X \leftarrow T_{2}\right]$
(h) $S \rightarrow \Lambda^{\star}\left[T_{1} . . T_{n}\right] \rightarrow \underline{\beta \Lambda} \Lambda^{\star}\left[S \rightarrow T_{1} . . S \rightarrow T_{n}\right]$
(i) $\forall X \leq S: K . \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow \underline{\beta} \Lambda^{\star}\left[\forall X \leq S: K . T_{1} . . \forall X \leq S: K . T_{n}\right]$
(j) $\Lambda X: K_{1} . \Lambda^{K_{2}}\left[T_{1} . . T_{n}\right] \rightarrow \beta_{\Lambda} \Lambda^{K_{1} \rightarrow K_{2}}\left[\Lambda X: K_{1} . T_{1} . . \Lambda X: K_{1} \cdot T_{n}\right]$
(k) $\Lambda^{K_{1} \rightarrow K_{2}}\left[T_{1} . . T_{n}\right] U \rightarrow{ }_{\beta \Lambda} \wedge^{K_{2}}\left[T_{1} U \ldots T_{n} U\right]$.
(l) $\Lambda^{K}\left[T_{1} . . \Lambda^{K}\left[S_{1} . . S_{n}\right] . . T_{m}\right] \rightarrow_{\beta \wedge} \Lambda^{K}\left[T_{1} . . S_{1} . . S_{n} . . T_{m}\right]$
$\rightarrow_{\underline{\beta}}$ is extended so as to become a compatible relation with respect to $\mathbb{T}$, and $\rightarrow \beta \wedge$ is the reflexive and transitive closure of $\rightarrow_{\beta \Lambda}$.
3. If $T \in \mathbb{T}$, then $|T| \in \mathbb{T}$ is obtained from $T$ by erasing all underlinings.
4. The capture avoiding substitution for underlined terms is written as usual, $T[X \leftarrow S]$.

Definition 2.3.1.2 The map $\varphi: \mathbb{T} \rightarrow \mathbb{T}$ is defined inductively as follows.

1. $\varphi(X) \equiv X$;
2. $\varphi\left(T_{1} \rightarrow T_{2}\right) \equiv \varphi\left(T_{1}\right) \rightarrow \varphi\left(T_{2}\right) ;$
3. $\varphi\left(\forall X \leq T_{1}: K . T_{2}\right) \equiv \forall X \leq \varphi\left(T_{1}\right): K . \varphi\left(T_{2}\right)$;
4. $\varphi(\Lambda X: K . T) \equiv \Lambda X: K . \varphi(T)$;
5. $\varphi\left(T_{1} T_{2}\right) \equiv \varphi\left(T_{1}\right) \varphi\left(T_{2}\right) ;$
6. $\varphi\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right) \equiv \Lambda^{K}\left[\varphi\left(T_{1}\right) . . \varphi\left(T_{n}\right)\right] ;$
7. $\varphi\left(\left(\Lambda X: K . T_{1}\right) T_{2}\right) \equiv \varphi\left(T_{1}\right)\left[X \leftarrow \varphi\left(T_{2}\right)\right] ;$

8. $\varphi\left(\underline{\forall X \leq S: K_{1} . \wedge^{\star}\left[T_{1} . . T_{n}\right]}\right) \equiv \Lambda^{\star}\left[\varphi\left(\forall X \leq S: K_{1} \cdot T_{1}\right) . . \varphi\left(\forall X \leq S: K_{1} \cdot T_{n}\right)\right] ;$
9. $\varphi\left(\underline{\Lambda X: K_{1} \cdot \Lambda^{K_{2}}\left[T_{1} . . T_{n}\right]}\right) \equiv \Lambda^{K_{1} \rightarrow K_{2}}\left[\varphi\left(\Lambda X: K_{1} \cdot T_{1}\right) . . \varphi\left(\Lambda X: K_{1} \cdot T_{n}\right)\right] ;$
10. $\varphi\left(\underline{\Lambda^{K_{1} \rightarrow K_{2}}\left[T_{1} . . T_{n}\right] S}\right) \equiv \Lambda^{K_{2}}\left[\varphi\left(T_{1} S\right) . . \varphi\left(T_{n} S\right)\right] ;$
11. $\varphi\left(\Lambda^{K}\left[T_{1} . . \Lambda^{K}\left[S_{1} . . S_{n}\right] . . T_{m}\right]\right) \equiv \Lambda^{K}\left[\varphi\left(T_{1}\right) . . \varphi\left(S_{1}\right) . . \varphi\left(S_{n}\right) . . \varphi\left(T_{m}\right)\right]$.

Observe that $\varphi$ reduces all underlined redexes.
Notation: $|T| \equiv S$ and $\varphi(T) \equiv S$ will be written:

$$
T \xrightarrow{1-1} S \text { and } T \xrightarrow{\varphi} S
$$

Lemma 2.3.1.3 If $T, S \in \mathbb{T}$ and $T^{\prime} \in \mathbb{T}$ are such that $\left|T^{\prime}\right| \equiv T$ and $T \rightarrow \rightarrow_{\beta \wedge} S$, then there exists $S^{\prime} \in \mathbb{T}$ such that $T^{\prime} \rightarrow \underline{\beta A} S^{\prime}$ and $\left|S^{\prime}\right| \equiv S$. Graphically:


Proof: By induction on the definition of $\rightarrow \beta \wedge$.

1. $T \rightarrow_{\beta \wedge} S$ (in one step). Since $S$ is obtained by contracting a redex in $T, S^{\prime}$ can be obtained by contracting the corresponding redex in $T^{\prime}$.
2. $T \rightarrow_{\beta \wedge} T$. Take $S^{\prime} \equiv T^{\prime}$.
3. $T \rightarrow_{\beta \wedge} U$ and $U \rightarrow_{\beta \wedge} S$. Finally, the result follows by the induction hypothesis and the transitivity of $\rightarrow \beta \wedge$.

Lemma 2.3.1.4 Let $S, T$, and $U \in \mathbb{T}$. Then

1. Suppose $X \neq Y$ and $X \notin \mathrm{FV}(U)$. Then $S[X \leftarrow T](Y \leftarrow U] \equiv S[Y \leftarrow U][X \leftarrow T[Y \leftarrow U]]$.
2. $\varphi(S[X \leftarrow T]) \equiv \varphi(S)[X \leftarrow \varphi(T)]$.
3. If $S \rightarrow \beta_{\wedge} S^{\prime}$, then $S[X \leftarrow U] \rightarrow_{\beta \wedge} S^{\prime}[X \leftarrow U]$.
4. If $T, S \in \mathbb{T}$ are such that $T \rightarrow \underset{\beta \wedge}{ } S$, then $\varphi(T) \rightarrow_{\beta \wedge} \varphi(S)$. Graphically:


Proof:

1. By induction on the structure of $S$.
2. By induction on the structure of $S$ using (1) in the cases $S \equiv\left(\Lambda X: K . S_{1}\right) S_{2}$ and $S \equiv\left(\Lambda X: K . S_{1}\right) S_{2}$.
3. It is enough to show the result for $\rightarrow_{\beta \wedge ;}$ the rest follows by induction. The interesting cases are when $S$ is a redex: if $S$ is a $\beta$-redex, then the result follows easily using (1); otherwise the result follows easily by the definition of substitution.
4. By induction on the generation of $\rightarrow \beta_{\Lambda}$, using (2).

Lemma 2.3.1.5 Let $T \in \mathbb{T}$. Then $|T| \rightarrow_{\beta \wedge} \varphi(T)$. Graphically:


Proof: By induction on the structure of $T$.
Lemma 2.3.1.6 (Strip) Let $S, T_{1}$, and $T_{2} \in \mathbb{T}$. If $S \rightarrow \beta \wedge T_{1}$ and $S \rightarrow \beta \wedge T_{2}$, then there exists $T_{3} \in \mathbb{T}$ such that $T_{1} \rightarrow_{\beta \wedge} T_{3}$ and $T_{2} \rightarrow \beta \wedge T_{3}$. Graphically:


Proof: Suppose that $T_{1}$ is obtained from $S$ by replacing the occurrence redex $R$ by its reduct $R^{\prime}$. Then we can write $S \equiv S[R]$ and $T_{1} \equiv S\left[R^{\prime}\right]$. Let $S[\underline{R}]$ be obtained from $S$ by replacing $R$ by its underlined version $\underline{R}$. Observe that $|S[\underline{R}]| \equiv S[R]$ and $\varphi(S[\underline{R}]) \equiv S\left[R^{\prime}\right]$. Then, by lemma 2.3.1.3, there exists $T_{2}^{\prime}$, by lemma 2.3.1.4(4), $S\left[R^{\prime}\right] \rightarrow_{\beta \wedge} \varphi\left(T_{2}^{\prime}\right)$, and, by lemma 2.3.1.5, $T_{2} \rightarrow_{\beta \wedge} \varphi\left(T_{2}^{\prime}\right)$, which justify the following diagram.


To complete the proof, let $T_{3} \equiv \varphi\left(T_{2}^{\prime}\right)$.
Theorem 2.3.1.7 (Church-Rosser for $\rightarrow_{\beta \wedge}$ )
If $S, T_{1}$, and $T_{2} \in \mathbb{T}$ are such that $S \rightarrow \beta \wedge T_{1}$ and $S \rightarrow \beta \wedge T_{2}$, then there exists $T_{3} \in \mathbb{T}$ such that $T_{1} \rightarrow \beta_{\wedge} T_{3}$ and $T_{2} \rightarrow \beta \wedge T_{3}$. Graphically:


Proof: By induction on the generation of $S \rightarrow{ }_{\beta \wedge} T_{1}$.

1. $S \rightarrow \beta \wedge T_{1}$. By the strip lemma (2.3.1.6).
2. $S \equiv T_{1}$. Take $T_{3} \equiv T_{2}$.
3. $S \rightarrow \rightarrow_{\beta \wedge} T_{1}^{\prime}$ and $T_{1}^{\prime} \rightarrow \beta_{\wedge} T_{1}$. By the induction hypothesis, we can find first $T_{3}^{\prime}$ and then $T_{3}$, such that $T_{1}^{\prime} \rightarrow_{\beta \wedge} T_{3}^{\prime}, T_{2} \rightarrow_{\beta \wedge} T_{3}^{\prime}, T_{1} \rightarrow_{\beta \wedge} T_{3}$, and $T_{3}^{\prime} \rightarrow_{\beta \wedge} T_{3}$. Hence the result follows by the transitivity of $\rightarrow \beta \wedge$.

### 2.3.2 The Church-Rosser theorem for $\rightarrow_{\beta \text { fors }}$

In this section we prove the Church-Rosser property for the reduction defined in definition 2.2.2. The idea of the proof is as follows. We prove that $\rightarrow$ pfor and $\rightarrow$ s are Church-Rosser; that $\rightarrow$ s reduction steps can be postponed (see lemma 2.3.2.2); and that, if $e, e_{1}$, and $e_{2} \in \mathbb{E}$ are such that $e \rightarrow_{\beta_{f o r}} e_{1}$ and $e \rightarrow \rightarrow_{\rho} e_{2}$, there exists $e_{3}$ such that $e_{1} \rightarrow, e_{3}$ and $e_{2} \rightarrow{ }_{\beta \text { for }} e_{3}$ (see lemma 2.3.2.3).

Those four results allow us to prove the Church-Rosser theorem for $\rightarrow \rightarrow_{\text {fors. }}$. Let $e, e_{1}, e_{2} \in \mathbb{E}$, such that $e \rightarrow_{\beta f_{\text {ors }}} e_{1}$ and $e \rightarrow_{\beta_{\text {fors }}} e_{2}$. Then, by $s$-postponement, there exist $f_{1}$ and $f_{2}$; by Church-Rosser for $\rightarrow{ }_{\text {ffor }}$, there exists $f_{3}$; and, by lemma 2.3.2.3, there exist $f_{4}$ and $f_{5}$, and finally, by Church-Rosser for $\rightarrow_{s}$, there exists $e_{3}$ which completes the following diagram.


In order to prove the $s$-postponement property we need the following auxiliary lemma. We will consider $\mathrm{FV}(e)$ as the set of free term and type variables of $e$.

Lemma 2.3.2.1

1. $e_{1} \rightarrow{ }_{\text {Pfors }} e_{2}$ implies $F V\left(e_{2}\right) \subseteq F V\left(e_{1}\right)$.
2. $e_{1} \rightarrow{ }_{s} e_{2}$ implies $e_{1}[X \leftarrow S] \rightarrow, e_{2}[X \leftarrow S]$.
3. $e_{1} \rightarrow{ }_{s} e_{2}$ implies $e_{1}[x \leftarrow e] \rightarrow_{s} e_{2}[x \leftarrow e]$.
4. $e_{1} \rightarrow, e_{2}$ implies $e\left[x \leftarrow e_{1}\right] \rightarrow s e\left[x \leftarrow e_{2}\right]$.
5. $e_{1} \rightarrow_{\beta f_{o r}} e_{2}$ implies $e_{1}[x \leftarrow e] \rightarrow_{\beta \text { for }} e_{2}[x \leftarrow e]$.
6. $e_{1} \rightarrow_{\beta f_{o r}} e_{2}$ implies $e\left[x \leftarrow e_{1}\right] \rightarrow \beta f_{\text {or }} e\left[x \leftarrow e_{2}\right]$.
7. $e_{1} \rightarrow_{s} e_{2}$ and $f_{1} \rightarrow_{s} f_{2}$ implies $f_{1}\left[x \leftarrow e_{1}\right] \rightarrow_{s} f_{2}\left[x \leftarrow e_{2}\right]$.
8. $e_{1} \rightarrow \beta_{f_{\text {or }}} e_{2}$ and $f_{1} \rightarrow{ }_{\beta \text { for }} f_{2}$ implies $f_{1}\left[x \leftarrow e_{1}\right] \rightarrow \rightarrow_{\text {for }} f_{2}\left[x \leftarrow e_{2}\right]$.

Proof: Items 1 through 6 follow by induction on the structure of $e_{1}$; item 7 is a corollary of items 3 and 4 , and item 8 is a corollary of items 5 and 6 .

Lemma 2.3.2.2 (s-postponement) If $e \rightarrow s e_{1}$ and $e_{1} \rightarrow_{\beta f_{o r}} e_{2}$, then there exists $e_{3}$ such that $e \rightarrow \beta$ for $e_{3}$ and $e_{3} \rightarrow{ }_{s} e_{1}$.

Proof: By induction on the structure of $e$, using 2.3.2.1(1) for the case $e \equiv$ for $\left(X \in T_{1} . . T_{n}\right) f$; 2.3.2.1(3) and (4) for the case $e \equiv\left(\lambda x: T . f_{1}\right) f_{2}$; and 2.3.2.1(2) for the case $e \equiv(\lambda X \leq T: K . f) S$.

Lemma 2.3.2.3 If $e, e_{1}$, and $e_{2} \in \mathbb{E}$ are such that $e \rightarrow \beta J_{o r} e_{1}$ and $e \rightarrow e_{2}$ then there exists $e_{3}$ such that $e_{1} \rightarrow{ }_{3} e_{3}$ and $e_{2} \rightarrow \beta_{j o r} e_{3}$. Graphically:


In order to prove this lemma, we prove first the corresponding result for a one step $\rightarrow{ }_{\text {Afor }}$ reduction.

Lemma 2.3.2.4 If $e, e_{1}$, and $e_{2} \in \mathbb{E}$ are such that $e \rightarrow_{\beta \text { for }} e_{1}$ and $e \rightarrow, e_{2}$, then there exists $e_{3}$ such that $e_{1} \rightarrow{ }_{8} e_{3}$ and $e_{2} \rightarrow \beta f_{o r} e_{3}$. Graphically:


Proof of lemma 2.3.2.3: By induction on the derivation of $e \rightarrow_{\beta_{f o r}} e_{1}$, using lemma 2.3.2.4.

We now prove the Church-Rosser property for $\rightarrow$, using the Newman's proposition 3.1.25 in [Bar84], by proving that $\rightarrow_{s}$ is strongly normalizing and weak Church-Rosser.

Lemma 2.3.2.5 (Strong normalization for $\rightarrow_{d}$ ) Every $s$-reduction sequence starting from a term $e$ terminates.

Proof: Straightforward, by induction on the number of symbols of the term being reduced.

Lemma 2.3.2.6 (Weak Church-Rosser for $\rightarrow_{s}$ ) If $e, e_{1}$, and $e_{2} \in \mathbb{E}$ are such that $e \rightarrow s e_{1}$ and $e \rightarrow s e_{2}$, then there exists $e_{3}$ such that $e_{1} \rightarrow_{s} e_{3}$ and $e_{2} \rightarrow, e_{3}$. Graphically:


Proof: By induction on the structure of $e$, using 2.3.2.1(1) for the case $e \equiv$ for $\left(X \in T_{1} . . T_{n}\right) f$.

Corollary 2.3.2.7 (Church-Rosser for $\rightarrow_{s}$ ) If $e, e_{1}$, and $e_{2} \in \mathbb{E}$ are such that $e \rightarrow s, e_{1}$ and $e \rightarrow, e_{2}$, then there exists $e_{3}$ such that $e_{1} \rightarrow_{s} e_{3}$ and $e_{2} \rightarrow s e_{3}$. Graphically:


We now prove the Church-Rosser theorem for the $\rightarrow \beta f_{o r}$ reduction. This result is obtained following a similar strategy to the one used to prove the corresponding properties for $\rightarrow_{\beta \wedge}$, the reduction on types, in section 2.3.1. In order to prove the Church-Rosser property for $\rightarrow_{\beta_{f_{o r}}, \text { it is sufficient to show the following strip }}$ lemma. If $e, f_{1}$, and $f_{2}$ in $\mathbb{E}$ are such that $e \rightarrow_{\beta f_{\text {or }}} f_{1}$ and $e \rightarrow_{\beta \text { for }} f_{2}$, then there exists $f_{3}$ such that $f_{1} \rightarrow \beta_{\text {for }} f_{3}$ and $f_{2} \rightarrow_{\beta \text { for }} f_{3}$. Graphically:


The idea of the proof is as follows. Let $f_{1}$ be the result of replacing the redex $R$ in $e$ by its reduct $R^{\prime}$. If we keep track of what happens with $R$ during the reduction $e \rightarrow \beta f_{\text {or }} f_{2}$, then we can find $f_{3}$. To be able to trace $R$ we define a new set of terms $\underline{\mathbb{E}}$ where redexes can appear underlined. Then if we underline $R$ in $e$ we only need to reduce all occurrences of the underlined $R$ in $f_{2}$ to obtain $f_{3}$.

1. $\mathbb{E}$ is the set of terms defined by the following abstract syntax.

| $\underline{\mathbb{E}}::=x$ |  |
| :---: | :---: |
| 1 | $\lambda x: \mathbb{E} \mathbb{E}$ |
| 1 | $\mathbb{E} \mathbb{E}$ |
| 1 | $\lambda X \leq \mathbb{T}: \mathbb{K}$. $\mathbb{E}$ |
| 1 | $\underline{\mathbb{E}} \mathbb{T}$ |
| 1 | for $(X \in \mathbb{T} . . \mathbb{T}) \underline{E}$ |
| 1 | $(\lambda x: \mathbb{T} \mathbb{E}) \underline{\mathbb{E}}$ |
| 1 | $(\lambda X \leq \mathbb{T}: \mathbb{K} . \mathbb{E}) \mathbb{T}$ |
| 1 | $(\mathrm{for}(X \in \mathbb{T} . . \mathbb{T}) \underline{\mathbb{E}}) \underline{\mathbb{E}}$ |

Observe that only redexes are underlined.
2. Underlined (one step) reduction $\rightarrow$ afor is defined starting with the rewriting rules
(a) $\left(\lambda x: T_{1}, e_{1}\right) e_{2} \rightarrow$ pfor $e_{1}\left[x \leftarrow e_{2}\right]$
(b) $\left(\lambda X \leq T_{1}: K_{1} . e\right) T \rightarrow$ ${ }_{\text {afor }} e[X \leftarrow T]$
(c) $\left(\operatorname{for}\left(X \in T_{1} . . T_{n}\right) e_{1}\right) e_{2} \rightarrow_{\text {©for }}$ for $\left(X \in T_{1} . . T_{n}\right) e_{1} e_{2}$

(e) $\left(\lambda X \leq T_{1}: K_{1} \cdot e\right) T \rightarrow{ }_{\text {Bfor }} e[X \leftarrow T]$
(f) $\left(\underline{f o r}\left(X \in T_{1} . . T_{n}\right) e_{1}\right) e_{2} \rightarrow_{\underline{\beta f o r}}$ for $\left(X \in T_{1} . . T_{n}\right)\left(e_{1} e_{2}\right)$
$\rightarrow_{B f o r}$ is extended so as to become a compatible relation with respect to $\mathbb{E}$ and $\rightarrow$ ofor is the transitive reflexive closure of $\rightarrow \underline{\beta f o r}$.
3. If $e \in \mathbb{E}$ then $|e| \in \mathbb{E}$ is obtained from $e$ by erasing all underlinings.
4. The capture-avoiding substitution for underlined terms is written as usual, $e[X \leftarrow S]$ and $e[x \leftarrow f]$.

Definition 2.3.2.9 The map $\varphi: \mathbb{E} \rightarrow \mathbb{E}$ is defined inductively as follows.

1. $\varphi(x) \equiv x$;
2. $\varphi(\lambda x: T . e) \equiv \lambda x: T . \varphi(e) ;$
3. $\varphi\left(e_{1} e_{2}\right) \equiv \varphi\left(e_{1}\right) \varphi\left(e_{2}\right)$;
4. $\varphi(\lambda X \leq T: K . e) \equiv \lambda X \leq T: K . \varphi(e) ;$
5. $\varphi\left(e_{1} T\right) \equiv \varphi\left(e_{1}\right) T ;$
6. $\varphi\left(\right.$ for $\left.\left(X \in T_{1} . . T_{n}\right) e\right) \equiv$ for $\left(X \in T_{1} . . T_{n}\right) \varphi(e) ;$
7. $\varphi\left(\underline{\left(\lambda x: T . e_{1}\right) e_{2}}\right) \equiv \varphi\left(e_{1}\right)\left[x \leftarrow \varphi\left(e_{2}\right)\right] ;$
8. $\varphi(\underline{(\lambda X \leq T: K . e) T}) \equiv \varphi(e)[X \leftarrow T]$;
9. $\varphi\left(\underline{\left.\left.\operatorname{for}\left(X \in T_{1} . . T_{n}\right)\right) e_{1}\right) e_{2}}\right) \equiv \operatorname{for}\left(X \in T_{1} . . T_{n}\right) \varphi\left(e_{1} e_{2}\right)$.

Observe that $\varphi$ reduces all underlined redexes.
Notation: $\left|e_{1}\right| \equiv e_{2}$ and $\varphi\left(e_{1}\right) \equiv e_{2}$ will be written:

$$
e_{1} \xrightarrow{1-1} e_{2} \text { and } e_{1} \xrightarrow{\varphi} e_{2} .
$$

Lemma 2.3.2.10 If $e, f \in \mathbb{E}$ and $e^{\prime} \in \mathbb{E}$ are such that $\left|e^{\prime}\right| \equiv e$ and $e \rightarrow_{\beta_{f o r}} f$, then there exists $f^{\prime} \in \mathbb{E}$ such that $e^{\prime} \rightarrow \underset{\beta f_{0} r}{ } f^{\prime}$ and $\left|f^{\prime}\right| \equiv f$. Graphically:


Proof: By induction on the definition of $\rightarrow \beta_{\beta_{0} \text { or }}$

1. $e \rightarrow_{\text {ffor }} f$ (in one step). Then $f$ is obtained by contracting a redex in $e . f^{\prime}$ can be obtained by contracting the corresponding redex in $e^{\prime}$.
2. $e \rightarrow_{\beta f_{o r}} e$. Take $f^{\prime} \equiv e^{\prime}$.
3. $e \rightarrow{ }_{\beta j o r} f_{1}$ and $f_{1} \rightarrow \rightarrow_{\text {ffor }} f$. Hence the result follows by the induction hypothesis and the transitivity of $\rightarrow{ }_{\text {pfor }}$.
Lemma 2.3.2.11 Let $e, f$, and $g \in \mathbb{E}$ and $S, T \in \mathbb{T}$. Then
4. (a) Suppose $x \neq y$ and $x \notin \mathrm{FV}(g)$. Then $e[x \leftarrow f][y \leftarrow g] \equiv e[y \leftarrow g][x \leftarrow f[y \leftarrow g]]$.
(b) Suppose $X \neq Y$ and $X \notin \mathrm{FV}(S)$. Then

$$
e[X \leftarrow T][Y \leftarrow S] \equiv e[Y \leftarrow S][X \leftarrow T[Y \leftarrow S]] .
$$

(c) Suppose $X \neq Y$. Then

$$
e[x \leftarrow f][X \leftarrow T] \equiv e[X \leftarrow T][x \leftarrow f[X \leftarrow T]] .
$$

2. (a) $\varphi(e[x \leftarrow f]) \equiv \varphi(e)[x \leftarrow \varphi(f)]$.
(b) $\varphi(e[X \leftarrow T]) \equiv \varphi(e)[X \leftarrow T]$.
3. If $e$ and $f \in \underline{\mathbb{E}}$ are such that $e \rightarrow_{\beta_{f o r}} f$, then $\varphi(e)^{\prime} \rightarrow_{\beta_{f o r}} \varphi(f)$. Graphically:


## Proof:

1. By induction on the structure of $e$.
2. By induction on the structure of $e$, using (1).
3. By induction on the generation of $\rightarrow{ }_{\beta \text { for }}$, using (2).

Lemma 2.3.2.12 If $e \in \mathbb{E}$ then $|e| \rightarrow_{\beta_{f o r}} \varphi(e)$. Graphically:


Proof: By induction on the structure of $e$, using 2.3.2.1(8).
Lemma 2.3.2.13 (Strip) If $e, f_{1}$, and $f_{2} \in \mathbb{E}$ are such that $e \rightarrow \operatorname{pfor} f_{1}$ and $e \rightarrow \boldsymbol{\beta}_{\text {for }}$ $f_{2}$, then there exists $f_{3} \in \mathbb{E}$ such that $f_{1} \rightarrow \boldsymbol{\beta}_{\beta \text { for }} f_{3}$ and $f_{2} \rightarrow{ }_{\beta \text { for }} f_{3}$. Graphically:


Proof: Suppose that $f_{1}$ is obtained from $e$ by replacing the occurrence redex $R$ with its reduct $R^{\prime}$. Then we can write $e \equiv e[R]$ and $f_{1} \equiv e\left[R^{\prime}\right]$. Let $e[\underline{R}]$ be obtained from $e$ by replacing $R$ by its underlined version $\underline{R}$. Observe that $|e[\underline{R}]| \equiv e[R]$ and $\varphi(e[\underline{R}]) \equiv e\left[R^{\prime}\right]$. Then, by lemma 2.3.2.10, there exists $f_{2}^{\prime}$; by lemma 2.3.2.11(3), $e\left[R^{\prime}\right] \rightarrow_{\beta \text { for }} \varphi\left(f_{2}^{\prime}\right)$, and, by lemma 2.3.2.12, $f_{2} \rightarrow_{\beta f_{\text {or }}} \varphi\left(f_{2}^{\prime}\right)$, which justify the following diagram.


To complete the proof, let $f_{3} \equiv \varphi\left(f_{2}^{\prime}\right)$.

Theorem 2.3.2.14 (Church-Rosser for $\rightarrow$ ffor)
If $e, f_{1}$, and $f_{2} \in \mathbb{E}$ are such that $e \rightarrow_{\beta f_{\text {or }}} f_{1}$ and $e \rightarrow_{\beta_{f o r}} f_{2}$, then there exists $f_{3} \in \mathbb{E}$ such that $f_{1} \rightarrow_{\beta f_{o r}} f_{3}$ and $f_{2} \rightarrow{ }_{\beta f_{\text {or }}} f_{3}$. Graphically:


Proof: By induction on the generation of $e \rightarrow \rightarrow_{f_{o r}} f_{1}$.

1. $e \rightarrow_{\beta \text { for }} f_{1}$. By the strip lemma.
2. $e \equiv f_{1}$. Take $f_{3} \equiv f_{2}$.
3. $e \rightarrow_{\beta_{f o r}} f_{1}^{\prime}$ and $f_{1}^{\prime} \rightarrow{ }_{\beta f_{\text {or }}} f_{1}$. By the induction hypothesis we can find first $f_{3}^{\prime}$ and then $f_{3}$, such that $f_{1}^{\prime} \rightarrow{ }_{\beta f_{\text {or }}} f_{3}^{\prime}, f_{2} \rightarrow{ }_{\beta \text { for }} f_{3}^{\prime}, f_{1} \rightarrow \rightarrow_{\beta f o r} f_{3}$, and $f_{3}^{\prime} \rightarrow{ }_{\beta f_{\text {or }}} f_{3}$. Hence the result follows by the transitivity of $\rightarrow_{\beta \text { for }}$.

We have proved the confluence of the reduction $\rightarrow{ }_{\text {ffors }}$ on terms.
Theorem 2.3.2.15 (Church-Rosser for $\rightarrow \rightarrow_{\text {fors }}$ )
Let $e, f_{1}, f_{2} \in \mathbb{E}$ If $e \rightarrow_{\beta \text { fors }} f_{1}$ and $e \rightarrow_{\beta j_{\text {ors }}} f_{2}$, then there exists $f_{3} \in \mathbb{E}$ such that $f_{1} \rightarrow_{\text {Bfors }} f_{3}$ and $f_{2} \rightarrow_{\beta f_{\text {ors }}} f_{3}$. Graphically:


Finally, we can state and prove the confluence property for the reduction relation of $F_{\wedge}^{\omega}$.

Theorem 2.3.2.16 (Church-Rosser for $\rightarrow_{\beta_{\text {ors }}} U \rightarrow \beta \wedge$ )
 there exists $H \in \mathbb{T} \cup \mathbb{E}$ such that $F \rightarrow \boldsymbol{\beta f o r s u b \wedge} H$ and $G \rightarrow \rightarrow_{\beta \text { forsup^ }} H$. Graphically:


Proof: By the commutativity of $\rightarrow_{\beta f_{o r s}}$ and $\rightarrow_{\beta \wedge}$ (corollary 2.3.4) and the Church-Rosser property of $\rightarrow_{\beta f_{\text {or }}}$ and $\rightarrow_{\beta n}$ (theorems 2.3.1.7 and 2.3.2.15).

The Church-Rosser theorem has interesting corollaries that we will use in the sequel.

Corollary 2.3.2.17 See chapter 3 [Bar84]. Let $R$ be a reduction satisfying the Church-Rosser property. Then

1. If $T={ }_{R} S$, then there exists $U$ such that $T \rightarrow_{R} U$ and $S \rightarrow_{R} U$.
2. If $T$ is a normal form of $S$, then $S \rightarrow_{R} T$.
3. Each term has at most one $R$-normal form.
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1. $\forall X \leq S: K \cdot T=\beta \wedge T^{*}$ if and only if $T=\beta \wedge T^{*}$.
2. $\Lambda X: K \cdot T=\beta \wedge T^{*}$ if and only if $T=\beta_{\Lambda} T^{*}$.
3. $S \rightarrow T={ }_{\beta \wedge} T^{\star}$ if and only if $T={ }_{\beta \wedge} T^{\star}$.
4. $T S=\beta \wedge T^{*}$ if and only if $T=\beta \wedge T^{*}$.

### 2.4 Structural properties

This section establishes a number of structural properties of $F_{\wedge}^{\omega}$. Except where noted, the proofs proceed by structural induction and are straightforward when performed in the order in which they appear.

Lemma 2.4.1 If $\Gamma \vdash \Sigma$ and $\Gamma_{1}$ is a prefix of $\Gamma$, then $\Gamma_{1} \vdash$ ok as a subderivation. Moreover, except for the case $\Gamma_{1} \equiv \Gamma$ and $\Sigma \equiv$ ok, the subderivation is strictly shorter.

Lemma 2.4.2 (Syntax-directedness of context judgements)

1. If $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash \mathrm{ok}$, then $\Gamma_{1} \vdash T \in K$ by a proper subderivation.
2. If $\Gamma_{1}, x: T, \Gamma_{2} \vdash \mathrm{ok}$, then $\Gamma_{1} \vdash T \in \star$ by a proper subderivation.

## Lemma 2.4.3 (Free variables)

1. If $\Gamma \vdash T \in K$, then $\operatorname{FTV}(T) \subseteq \operatorname{dom}(\Gamma)$.
2. If $\Gamma \vdash$ ok, then each variable or type variable in dom $(\Gamma)$ is declared only once.

Lemma 2.4.4 (Weakening/Permutation) Let $\Gamma$ and $\Gamma^{\prime}$ be contexts such that $\Gamma \subseteq$ $\Gamma^{\prime}$ and $\Gamma^{\prime} \vdash$ ok. Then $\Gamma \vdash \Sigma$ implies $\Gamma^{\prime} \vdash \Sigma$.

Proof: By induction on the length of a derivation of $\Gamma \vdash \Sigma$.
K-OAbs We are given that $\Gamma, X \leq T^{K_{1}}: K_{1} \vdash T_{2} \in K_{2}$. Applying K-Meet to $\Gamma^{\prime} \vdash$ ok we obtain $\Gamma^{\prime} \vdash \top^{K_{1}} \in K_{1}$; we can assume, without loss of generality, that $X \notin \operatorname{dom}\left(\Gamma^{\prime}\right)$. Then, by C-TVAR, $\Gamma^{\prime}, X \leq T^{K_{1}}: K_{1} \vdash$ ok. By the induction hypothesis, $\Gamma^{\prime}, X \leq T^{K_{1}}: K_{1} \vdash T_{2} \in K_{2}$, and the result follows applying K-OAbs.

T-Abs We are given that $\Gamma, x: T_{1} \vdash e \in T_{2}$. By lemma 2.4.1 there exists a proper subderivation of $\Gamma, x: T_{1} \vdash$ ok; by lemma 2.4.2, there is a yet shorter subderivation of $\Gamma \vdash T_{1} \in \star$. We can now apply the induction hypothesis to obtain $\Gamma^{\prime} \vdash T_{1} \in \star$. As before, we can assume $x \notin \operatorname{dom}\left(\Gamma^{\prime}\right) ;$ by C-VAR, $\Gamma^{\prime}, x: T_{1} \vdash$ ok. By the induction hypothesis, we have $\Gamma^{\prime}, x: T_{1} \vdash e \in T_{2}$, and applying $T$-Abs yields the desired result.

Other cases If $\Sigma \equiv$ ok there is nothing to prove. K-TVAR, S-TVAR, T-Meet and T-VAR applying the corresponding rule to $\Gamma^{\prime} \vdash$ ok. S-OABS similar to K-OAbs. K-All, S-All T-TAbs similar to T-Abs. All the other cases follow by straightforward application of the induction hypothesis.

Lemma 2.4.5 (Context, kind, and term strengthening)

1. If $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash$ ok and $X \notin \operatorname{FTV}\left(\Gamma_{2}\right)$, then $\Gamma_{1}, \Gamma_{2} \vdash$ ok.
2. If $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash S \in K^{\prime}$ and $X \notin \operatorname{FTV}\left(\Gamma_{2}\right) \cup \operatorname{FTV}(S)$, then $\Gamma_{1}, \Gamma_{2} \vdash$ $S \in K^{\prime}$.
3. If $\Gamma_{1}, x: T, \Gamma_{2} \vdash \Sigma$ and $x \notin \mathrm{FV}(\Sigma)$, then $\Gamma_{1}, \Gamma_{2} \vdash \Sigma$.

Moreover, the derivations of the conclusions are strictly shorter than the derivation of the premises.

Proof: We prove statements 1 and 2 by simultaneous induction on the length of derivations, and statement 3 by induction on the derivation of $\Gamma_{1}, x: T, \Gamma_{2} \vdash \Sigma$.

1. C-Empty Vacuously true.

C-Var By part 2 of the induction hypothesis and C-Var.
C-TVAR $\quad \Gamma_{2} \equiv \emptyset$. The result follows from lemma 2.4.1.
$\Gamma_{2} \not \equiv \emptyset$. By part 2 of the induction hypothesis and C-TVar.
2. K-TVar By part 1 of the induction hypothesis and K-TVar.

K-Arrow By part 2 of the induction hypothesis and K-Arrow.
K-All We are given that $\Gamma_{1}, X \leq T: K, \Gamma_{2}, Y \leq T_{1}: K_{1} \vdash T_{2} \in \star$, and $X \notin$ $\operatorname{FTV}\left(\Gamma_{2}\right) \cup \operatorname{FTV}\left(\forall\left(Y \leq T_{1}: K_{1}\right) T_{2}\right)$. In particular, $X \notin \operatorname{FTV}\left(T_{1}\right) \cup$ $\operatorname{FTV}\left(T_{2}\right)-\{Y\}$. Observe that, by lemma 2.4.3, $X \not \equiv Y$. Then $X \notin \operatorname{FTV}\left(\Gamma_{2}, Y \leq T_{1}: K_{1}\right) \cup \operatorname{FTV}\left(T_{2}\right)$. Applying part 2 of the induction hypothesis and K-All the result follows.

K-OAbs Similar to the case K-All.
K-OAPP By part 2 of the induction hypothesis and K-OAPp.
K-Meet By parts 1 and 2 of the induction hypothesis and K-OApp.
3. Except for the cases we consider below and the case for C-Емpty, which is trivially true, the result follows by straightforward application of the induction hypothesis and the corresponding rule in each case.

C-Var $\Gamma_{2} \equiv \emptyset$. The result follows by lemma 2.4.1.
$\Gamma_{2} \neq \emptyset$. By the induction hypothesis and C-Var.
T-Abs Using lemma 2.4.3, the induction hypothesis, and T-Abs.
T-For Using that $\operatorname{FV}\left(f o r\left(X \in T_{1} . . T_{n}\right) e\right)=\operatorname{FV}(e)=\operatorname{FV}(e[X \leftarrow S])$, the induction hypothesis, and T-For.

Proposition 2.4.6 (Syntax-directedness of kinding/Generation for kinding)

1. $\Gamma \vdash X \in K$ implies $\Gamma \equiv \Gamma_{1}, X \leq T: K, \Gamma_{2}$ for some $\Gamma_{1}, T$, and $\Gamma_{2}$.
2. $\Gamma \vdash T_{1} \rightarrow T_{2} \in K$ implies $K \equiv \star$ and $\Gamma \vdash T_{1}, T_{2} \in \star$.
3. $\Gamma \vdash \forall X \leq T_{1}: K_{1} . T_{2} \in K$ implies $K \equiv \star$ and $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$.
4. $\Gamma \vdash \Lambda\left(X: K_{1}\right) T_{2} \in K$ implies $K \equiv K_{1} \rightarrow K_{2}$ and $\Gamma, X \leq \top^{K_{1}}: K_{1} \vdash T_{2} \in K_{2}$, for some $K_{2}$.
5. $\Gamma \vdash S T \in K$ implies $\Gamma \vdash S \in K^{\prime} \rightarrow K$ and $\Gamma \vdash T \in K^{\prime}$, for some $K^{\prime}$.
6. $\Gamma \vdash \wedge^{K}\left[T_{1} . . T_{n}\right] \in K^{\prime}$ implies $K \equiv K^{\prime}$ and $\Gamma \vdash$ ok and $\Gamma \vdash T_{i} \in K$ for each $i$.

Moreover, the proofs of the consequents are all strictly shorter than those of the antecedents.

Proof: In each case the antecedent uniquely determines the last rule of its derivation. The proof follows by inspection of the rules.

Lemma 2.4.7 (Uniqueness of kinds) If $\Gamma \vdash T \in K$ and $\Gamma \vdash T \in K^{\prime}$, then $K \equiv$ $K^{\prime}$.

## Definition 2.4.8 (Size)

1. The size of a type expression $T, \operatorname{size}_{t}(T)$, is defined as follows.
(a) $\operatorname{size}_{t}(X)=2$,
(b) $\operatorname{size}_{t}(S \rightarrow T)=\operatorname{size}_{t}(\forall X \leq S: K . T)=\operatorname{size}_{\mathrm{t}}(S T)=\operatorname{size}_{\mathrm{t}}(S)+\operatorname{size}(T)+1$,
(c) $\operatorname{size}_{\mathrm{t}}(\Lambda X: K \cdot T)=\operatorname{size}_{\mathrm{t}}(T)+3$,
(d) $\operatorname{size}_{t}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right)=2+\Sigma_{1 \leq i \leq n} \operatorname{size}\left(T_{i}\right)$.
2. The homomorphic extension to contexts, $\operatorname{size}_{c}(\Gamma)$, is defined as follows.
(a) $\operatorname{size} e_{c}(\emptyset)=0$,
(b) $\operatorname{size}_{c}(\Gamma, X \leq T: K)=s i z e_{c}(\Gamma, x: T)=\operatorname{size}_{c}(\Gamma)+\operatorname{size}_{t}(T)$.
3. The size of a subtyping, kinding, or ok judgement $J$, size, $(J)$, is defined as follows.
(a) $\operatorname{size}_{3}(\Gamma \vdash \mathrm{ok})=\operatorname{size}_{c}(\Gamma)+1$,
(b) $s ı z e_{,}(\Gamma \vdash T \in K)=s i z e_{c}(\Gamma)+\operatorname{size}_{t}(T)$.
(c) $s i z e_{\jmath}(\Gamma \vdash S \leq T)=s i z e_{c}(\Gamma)+\operatorname{siz}_{t}(S)+\operatorname{size}_{t}(T)$.

## Lemma 2.4.9 (Well-foundedness of context formation and kinding rules)

1. For every kinding or ok judgement $J, \operatorname{size}_{\jmath}(\emptyset \vdash \mathrm{ok}) \leq \operatorname{size}_{\boldsymbol{j}}(J)$.
2. If $\frac{J_{1} . . J_{n}}{J}$ is a kinding rule or a context formation rule, then $\operatorname{size}_{j}\left(J_{i}\right)<$ size $^{( }(J)$ for cach $i \in\{1 . . n\}$.

## Corollary 2.4.10

1. For any context $\Gamma$ it is decidable whether $\Gamma \vdash$ ok.
2. For any context $\Gamma$, type expression $T$, and kind $K$, it is decidable whether $\Gamma \vdash T \in K$.

Proof: Lemma 2.4.2 and proposition 2.4.6 imply that context formation rules and kinding rules determine an algorithm to check context judgements and kinding judgements and lemma 2.4.9 implies that the algorithm terminates.

Lemma 2.4.11 (Type substitution) Let $\Gamma_{1} \vdash T \in K_{U}$. Then

1. If $\Gamma_{1}, X \leq U: K_{U}, \Gamma_{2} \vdash S \in K_{S}$, then $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash S[X \leftarrow T] \in K_{S}$.
2. If $\Gamma_{1}, X \leq U: K_{U}, \Gamma_{2} \vdash \mathrm{ok}$, then $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash$ ok.

Proof: By simultaneous induction on derivations of the premises. The proof of part 2 is straightforward using part 1 of the induction hypothesis. We consider the details of the proof of 1 . The cases K-Arrow, K-All, K-OAbs, and K-OApp follow by straightforward application of part 1 of the induction hypothesis and the corresponding rule, while the case of K-MEET also uses part 2 of the induction hypothesis. We examine the case of K-TVAR, where $S \equiv Y$ for some variable $Y$. By proposition 2.4.6(1) $Y \leq T_{Y}: K_{S} \in\left(\Gamma_{1}, X \leq U: K_{U}, \Gamma_{2}\right)$ for some $T_{Y}$. There are three cases to consider.
$Y \leq T_{Y}: K_{S} \in \Gamma_{1} \quad$ Then we also have $Y \leq T_{Y}: K_{S} \in\left(\Gamma_{1}, \Gamma_{2}[X \leftarrow T]\right)$. By part 2 of the induction hypothesis, $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash$ ok. Applying K-TVAR, we get $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash Y \in K_{S}$.
$Y \leq T_{Y}: K_{S} \equiv X \leq U: K_{U}$ We know that $\Gamma_{1} \vdash T \in K_{S} \equiv K_{U}$. From the premise of K-TVar and part 2 of the induction hypothesis, we have $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash$ ok. The result follows by weakening (lemma 2.4.4).
$Y \leq T_{Y}: K_{S} \in \Gamma_{2} \quad$ Then we have $Y \leq T_{Y}[X \leftarrow T]: K_{S} \in\left(\Gamma_{1}, \Gamma_{2}[X \leftarrow T]\right)$. By part 2 of the induction hypothesis, $\Gamma_{1}, \Gamma_{2}[X \leftarrow T] \vdash$ ok, from which the result follows by K-TVAR.

Lemma 2.4.12 (Subject reduction for kinding judgements) If $S \rightarrow_{\beta \wedge} T$ and $\Gamma \vdash$ $S \in K$, then $\Gamma \vdash T \in K$.

Proof: In order to prove this result it is enough to prove the following statements by simultaneous induction on the derivation of $\Gamma \vdash S \in K$. The rest follows by induction on the definition of $\rightarrow \rightarrow_{\beta \wedge}$.

1. $\Gamma \vdash$ ok and $\Gamma \rightarrow{ }_{\beta \wedge} \Gamma^{\prime}$ implies $\Gamma^{\prime} \vdash$ ok.
2. $\Gamma \vdash S \in K$ and $S \rightarrow \beta \wedge T$ implies $\Gamma \vdash T \in K$.
3. $\Gamma \vdash S \in K$ and $\Gamma \rightarrow_{\beta \wedge} \Gamma^{\prime}$ implies $\Gamma^{\prime} \vdash S \in K$.

In chapter 4 we prove that the subject reduction property also holds for typing judgements.

Theorem 2.4.13 (Kind invariance under type conversion) If $\Gamma \vdash S \in K_{S}$ and $\Gamma \vdash T \in K_{T}$, with $S=\beta \wedge T$, then $K_{S} \equiv K_{T}$.

Proof: By the Church-Rosser theorem 2.3.1.7, there exists $U$ such that $S \rightarrow \beta_{\beta \wedge} U$ and $T \rightarrow \beta_{\wedge} U$, and the result follows by subject reduction and unicity of kinds.

Lemma 2.4.14 Let $\Gamma \vdash S, \in K$ for each $j \in\{1 . . m\}$. Then if for every $i \in\{1 . . n\}$ there exists $j \in\{1 . . m\}$ such that $\Gamma \vdash S_{j} \leq T_{i}$, then $\Gamma \vdash \Lambda^{K}\left[S_{1} . . S_{m}\right] \leq \Lambda^{K}\left[T_{1} . . T_{n}\right]$.

A particular case of the previous lemma is the following.
Corollary 2.4.15 Let $\Gamma \vdash S_{1} \in K$ for each $i \in\{1 . . n\}$. Then $\Gamma \vdash S_{1} \leq T_{1}$, for every $i \in\{1 . . n\}$, implies $\Gamma \vdash \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq \Lambda^{K}\left[T_{1} . . T_{n}\right]$.

Lemma 2.4.16 Let $\Gamma \vdash S, T \in K$. Then $\Gamma \vdash S \leq T$ if and only if $\Gamma \vdash S^{n f} \leq T^{n f}$.
Proof: We shall consider only one part the other is similar.
$\Rightarrow$ ) By subject reduction, we have that $\Gamma \vdash S^{n f} \in K$, then, by $S$-Conv, $\Gamma \vdash S^{n f} \leq S$. By similar reasoning we have $\Gamma \vdash T \leq T^{n f}$. The result follows by applying S-Trans twice.

Lemma 2.4.17 (Context modification) If $\Gamma_{1} \vdash U^{\prime} \in K$ and $\Sigma$ is either ok or $T \in K^{\prime}$, then $\Gamma_{1}, X \leq U: K, \Gamma_{2} \vdash \Sigma$ implies $\Gamma_{1}, X \leq U^{\prime}: K, \Gamma_{2} \vdash \Sigma$.

Lemma 2.4.18 Let $\Gamma \vdash S_{\mathrm{t}} \in K$ for every $i \in\{1 . . n\}$. If for every $j$ in $\{1 . . m\}$ there exists $i$ in $\{1 . . n\}$ such that $\Gamma \vdash S_{1} \leq T_{3}$, then $\Gamma \vdash \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq \Lambda^{K}\left[T_{1} . . T_{m}\right]$.

Proposition 2.4.19 (Well-kindedness of subtyping) If $\Gamma \vdash S \leq T$, then $\Gamma \vdash$ $S \in K$ and $\Gamma \vdash T \in K$ for some $K$.

Proof: By induction on the derivation of $\Gamma \vdash S \leq T$.
S-Conv We are given that $\Gamma \vdash S \in K$ and $\Gamma \vdash T \in K^{\prime}$ and $S={ }_{\beta} T$. By lemma 2.4.13, $K \equiv K^{\prime}$.

S-Trans By the induction hypothesis and uniqueness of kinds (lemma 2.4.7).
S-TVar $\quad$ We are given that $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash$ ok. By K-TVar it follows that $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash X \in K$. Moreover, by lemma 2.4.2, we have $\Gamma_{1} \vdash T \in K$, and by lemma 2.4.4, $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash T \in K$.

S-Arrow We are given $\Gamma \vdash T_{1} \leq S_{1}$ and $\Gamma \vdash S_{2} \leq T_{2}$ and $\Gamma \vdash S_{1} \rightarrow S_{2} \in \star$. By proposition 2.4.6, $\Gamma \vdash S_{1}, S_{2} \in \star$. Further, by the induction hypothesis together with uniqueness of kinds (lemma 2.4.7), we have $\Gamma \vdash T_{1}, T_{2} \in \star$. Finally, the result follows by applying K-Arrow.

S-Ald We are given that $\Gamma, X \leq U: K_{1} \vdash S_{2} \leq T_{2}$ and $\Gamma \vdash \forall\left(X \leq U: K_{1}\right) S_{2} \in$ $\star$. By proposition 2.4.6, $\Gamma, X \leq U: K_{1} \vdash S_{2} \in \star$. Then, applying the induction hypothesis and lemma 2.4.7, we obtain $\Gamma \vdash T_{1} \in K_{1}$ and $\Gamma, X \leq T^{K_{1}}: K_{1} \vdash T_{2} \in \star$, from which the result follows by applying K-All.

S-OAbs By the induction hypothesis and K-OAbs.
S-OApp Similar to S-All.
S-Meet-G Using the induction hypothesis, lemma 2.4.7, and K-Meet.
S-Meet-LB We are given $\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \in K$, which, by proposition 2.4.6, implies $\Gamma \vdash T_{1} \in K$ for each $i$.

Proposition 2.4.20 (Well-kindedness of typing) If $\Gamma \vdash e \in T$, then $\Gamma \vdash T \in \star$.
Proof: By induction on the derivation of $\Gamma \vdash e \in T$.
T-VAR We are given $\Gamma_{1}, x: T, \Gamma_{2} \vdash$ ok. The result follows by lemma 2.4.2 and lemma 2.4.4.

T-Abs We are given $\Gamma, x: T_{1} \vdash e \in T_{2}$. By the induction hypothesis, $\Gamma, x: T_{1} \vdash$ $T_{2} \in \star$. By lemma 2.4.5, it follows that $\Gamma \vdash T_{2} \in \star$. Furthermore, by lemmas 2.4.1 and 2.4.2, $\Gamma \vdash T_{1} \in \star$. Hence, K-Arrow yields $\Gamma \vdash$ $T_{1} \rightarrow T_{2} \in \star$.

T-App By the induction hypothesis for $\Gamma \vdash f \in T_{1} \rightarrow T$ and proposition 2.4.6.

T-TAbs We are given $\Gamma, X \leq T_{1}: K_{1} \vdash e \in T_{2}$. By the induction hypothesis, $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. We obtain $\Gamma \vdash \forall\left(X \leq T_{1}: K_{1}\right) T_{2} \in \star$ by applying $K$-All .

T-TApp We know that $\Gamma \vdash f \in \forall\left(X \leq T_{1}: K_{1}\right) T_{2}$ and also $\Gamma \vdash S \leq T_{1}$. By the induction hypothesis, $\Gamma \vdash \forall\left(X \leq T_{1}: K_{1}\right) T_{2} \in \star$ and, by proposition 2.4.6, $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. By lemmas 2.4 .1 and 2.4.2, there exists a derivation of $\Gamma \vdash T_{1} \in K_{1}$. By the well-kindedness of subtyping (proposition 2.4.19) and uniqueness of kinds (lemma 2.4.7), we have $\Gamma \vdash S \in K_{1}$. Then, by the type substitution lemma (lemma 2.4.11), $\Gamma \vdash T_{2}[X \leftarrow S] \in \star$.

T-For By the induction hypothesis.
T-Meet We are given that $\Gamma \vdash$ ok and that $\Gamma \vdash e \in T$ for each $i$. We have to consider two cases.
$n=0$. Applying K-Meet to $\Gamma \vdash$ ok we obtain $\Gamma \vdash \mathrm{T}^{*} \in \star$.
$n \neq 0$. By the induction hypothesis, $\Gamma \vdash T_{i} \in \star$ for every $i$ and, then the result follows by applying K-Meet.

T-SUB By the induction hypothesis, proposition 2.4.19 and lemma 2.4.7.

### 2.5 Strong normalization of $\rightarrow \beta \wedge$

We prove that every type that has a kind in $F_{\wedge}^{\omega}$ is strongly normalizing in three steps. We first prove that $\rightarrow_{a}$ and also $\rightarrow_{\beta \Lambda^{-}}$are strongly normalizing. Then we prove that both reductions commute, i.e. if $T \rightarrow_{a} T_{1}$ and $T_{1} \rightarrow_{\beta \wedge^{-}} T_{2}$, then there exists $S$ such that $S \rightarrow{ }_{a} T_{2}$ and $T \rightarrow{ }_{\beta \Lambda_{-}}{ }^{>0} S$ (in at least one step). Finally, using the previous two steps we prove that $\rightarrow_{\beta \wedge}$ is strongly normalizing.
A type $T$ is called strongly normalizing if and only if all reduction sequences starting with $T$ terminate. We write $\mathbb{T}$ for the set of all type expressions and $S N$ for the subset of $\mathbb{T}$ of strongly normalizing type expressions. If $A$ and $B$ are subsets of $\mathbb{T}$, then $A \rightarrow B$ denotes the following subset of $\mathbb{T}$

$$
A \rightarrow B=\{F \subseteq \mathbb{T} \mid \text { for all } a \in A \quad F a \in B\}
$$

Lemma 2.5.1 $\rightarrow_{a}$ is strongly normalizing.
Proof: By induction on the number of intersection symbols of the type expression being reduced.

To prove strong normalization of $\rightarrow_{\beta^{\wedge}}-$ we use a model-theoretic argument interpreting kinds as sets of normalizing terms, and the soundness of the model gives, as a corollary, the strong normalization property. The interpretation of a kind $K$, notation $\llbracket K \rrbracket$, is defined as follows.

$$
\begin{array}{ll}
\llbracket \star \rrbracket & =S N \\
\llbracket K_{1} \rightarrow K_{2} \rrbracket & =\llbracket K_{1} \rrbracket \rightarrow \llbracket K_{2} \rrbracket .
\end{array}
$$

Definition 2.5.2 (Saturated set) $S \subseteq S N$ is saturated if is satisfies the following conditions:

1. If $R_{1} . . R_{n} \in S N$, then $X R_{1} . . R_{n} \in S$.
2. If $R_{1} . . R_{n}, Q \in S N$, then
(a) if $P[X \leftarrow Q] R_{1} . . R_{n} \in S$, then $(\Lambda X: K . P) Q R_{1} . . R_{n} \in S$, for every $K$ and
(b) if $\left(\wedge^{K_{2}}\left[T_{1} Q, \ldots, T_{m} Q\right]\right) R_{1}, . ., R_{n} \in S$, then $\left(\bigwedge^{K_{1} \rightarrow K_{2}}\left[T_{1}, . ., T_{m}\right]\right) Q R_{1}, \ldots, R_{n} \in S$, for every $K_{1}$.

Intuitively, a set of strongly normalizing type expressions is saturated if it contains all type variables and is closed under expansion of expressions which may have a kind of the form $K_{1} \rightarrow K_{2}$.

## Lemma 2.5.3

1. $S N$ is saturated.
2. If $A, B$ are saturated, then $A \rightarrow B$ is saturated.
3. For any kind $K, \llbracket K \rrbracket$ is saturated.

## Definition 2.5.4

1. A valuation $\rho$ in $\mathbb{T}$ is a mapping from type variables to types.
2. The interpretation of a type with respect to $\rho$ is

$$
\llbracket T \mathbb{\rrbracket}_{\rho}=T\left[X_{1} \leftarrow \rho\left(X_{1}\right) . . X_{n} \leftarrow \rho\left(X_{n}\right),\right.
$$

where $\operatorname{FV}(T)=\left\{X_{1} . . X_{n}\right\}$.
3. Let $\rho$ be a valuation in $\mathbb{T}$. Then $\rho$ satisfies $T \in K$, written $\rho \vDash T \in K$, if $\llbracket T \rrbracket_{\rho} \in \llbracket K \rrbracket$ and $\rho$ satisfies $X \leq T: K$, written $\rho \models X \leq T: K$, if $\rho(X) \in \llbracket K \rrbracket$. We say that $\rho$ satisfies a context $\Gamma, \rho \vDash \Gamma$, if $\rho \vDash X \leq S: K$ for all $X \leq S: K \in \Gamma$.
4. A context $\Gamma$ satisfies $T \in K$, written $\Gamma \vDash T \in K$, if for every $\rho$ such that $\rho \vDash \Gamma$, it follows that $\rho \models T \in K$.

## Lemma 2.5.5

1. $T^{K} \in \llbracket K \rrbracket$.
2. If $A_{i} \in \llbracket K \rrbracket$ for each $i \in\{1 . . n\}$, then $\left.\Lambda^{K}\left[A_{1} . . A_{n}\right] \in \llbracket K\right]$.

## Proof:

1. By induction on the structure of $K$.
$K \equiv \star \quad T^{*}$ is in normal form. Hence, $T^{*} \in S N \equiv \llbracket K \rrbracket$.
$K \equiv K_{1} \rightarrow K_{2}$ By the induction hypothesis, $T^{K_{2}} \in \llbracket K_{2} \rrbracket$. Moreover, if $B \in \llbracket K_{1} \rrbracket$ then $T^{K_{1} \rightarrow K_{2}} B \in \llbracket K_{2} \rrbracket$, by the saturation of $\llbracket K_{2} \rrbracket$, which means that $\mathrm{T}^{K_{1} \rightarrow K_{2}} \in \llbracket K_{1} \rightarrow K_{2} \rrbracket$.
2. By induction on the structure of $K$.
$K \equiv \star \quad$ Then, by definition of $\llbracket K \rrbracket, A_{1} \in S N$ for each $i \in\{1 . . n\}$. Since every reduction starting from $\Lambda^{K}\left[A_{1} . . A_{n}\right]$ is a reduction consisting only of steps inside the $A_{\mathrm{t}}^{\prime} s$, one has $\Lambda^{K}\left[A_{1} . . A_{n}\right] \in S N \equiv$ $\llbracket K \rrbracket$.
$K \equiv K_{1} \rightarrow K_{2}$ Let $B \in \llbracket K_{1} \rrbracket$. By the definition of $\rightarrow, A_{1} B \in \llbracket K_{2} \rrbracket$, for each $i \in\{1 . . n\}$. By the induction hypothesis, $\wedge^{K_{2}}\left[A_{1} B . . A_{n} B\right] \in \llbracket K_{2} \rrbracket$. Moreover, $\Lambda^{K_{1}-K_{2}}\left[A_{1} . . A_{n}\right] B \in \llbracket K_{2} \rrbracket$ by the saturation of $\llbracket K_{2} \rrbracket$, which means that $\Lambda^{K_{1} \rightarrow K_{2}}\left[A_{1} . . A_{n}{ }^{\text {b }} \in \llbracket K_{1} \rightarrow K_{2} \rrbracket\right.$.

Proposition 2.5.6 (Soundness) If $\Gamma \vdash T \in K$, then $\Gamma \models T \in K$.
Proof: By induction on the derivation of $\Gamma \vdash T \in K$.
We consider the case for K -Meet. The other cases follow by similar reasoning. Let $T \equiv \wedge^{K}\left[T_{1} . . T_{n}\right]$. We have to consider two cases.
$n \not \equiv 0$ We are given $\Gamma \vdash T_{1} \in K$ for each $i \in\{1 . . n\}$, and, by the induction hypothesis, $\Gamma \vDash T_{1} \in K$. Let $\rho$ be a valuation such that $\rho \models \Gamma$. Then $\llbracket T_{i} \rrbracket_{\rho} \in \llbracket K \rrbracket$, for each $i \in\{1 . . n\}$. By lemma 2.5.5(2), $\Lambda^{K}\left[\llbracket T_{1} \rrbracket_{\rho} \cdot \llbracket T_{n} \rrbracket_{\rho}\right] \in \llbracket K \rrbracket$.
$n \equiv 0 T \equiv \mathrm{~T}^{K}$. Since $\llbracket \top^{K} \rrbracket_{\rho} \equiv \mathrm{T}^{K}$, the result follows by $2.5 .5(1)$.
Theorem 2.5.7 (Strong normalization for $\rightarrow_{\beta \wedge^{-}}$) $\Gamma \vdash T \in K$ implies that every $\left(\beta \wedge^{-}\right)$-reduction sequence starting from $T$ is finite.

Proof: By soundness, $\Gamma \vDash T \in K$. Choose $\rho_{0}$ such that $\rho_{0}(X)=X$. Observe that $\rho_{0} \models \Gamma$ trivially. Hence $T \equiv \llbracket T \rrbracket_{\rho_{0}} \in \llbracket K \rrbracket \subseteq S N$.

Lemma 2.5.8 If $T \rightarrow_{a} T_{1}$ and $T_{1} \rightarrow_{\beta \wedge} T_{2}$, then there exists $S$ such that $T \rightarrow \beta_{\wedge^{-}}>0$ and $S \rightarrow{ }_{a} T_{2}$.

Proof: By induction on the structure of $T$.
Corollary 2.5.9 If $T \rightarrow \rightarrow_{a} T_{1}$ and $T_{1} \rightarrow_{\beta \wedge}-T_{2}$, then there exists $S$ such that $T \rightarrow \beta_{\wedge^{-}}>0$ and $S \rightarrow{ }_{a} T_{2}$.

Proof: By induction on the generation of $T \rightarrow_{a} T_{1}$.
Finally, we can prove strong normalization for $\rightarrow_{\beta \wedge}$.
Theorem 2.5.10 (Strong normalization for $\rightarrow_{\beta \wedge}$ ) $\Gamma \vdash T \in K$ implies that every $(\beta \wedge)$-reduction sequence starting from $T$ is finite.

Proof: Let $\Gamma \vdash T \in K$. We reason by contradiction. Assume that there is an infinite $\beta \wedge$-reduction sequence starting from $T$. Then lemma 2.5.1 and theorem 2.5 .7 imply that there are infinitely many alternations of $\rightarrow_{a}$ and $\rightarrow_{\beta \wedge^{-}}$reduction sequences. Graphically:


By corollary 2.5.9, we can construct an infinite ( $\beta \wedge^{-}$)-reduction which contradicts theorem 2.5.7. Graphically:


## Chapter 3

## Decidability of Subtyping in $F_{\Lambda}^{\omega}$

In this chapter we show that the subtyping relation of $F_{\wedge}^{\omega}$ is decidable. The solution is divided into two main parts. First, we develop a normal subtyping system, $N F_{\wedge}^{\omega}$, in which only types in normal form are considered. We prove that proofs in $N F_{\wedge}^{\omega}$ can be normalized by eliminating transitivity and simplifying reflexivity. This simplification yields an algorithmic presentation, $A l g F_{\wedge}^{\omega}$, whose rules are syntax directed. Moreover, we prove that $\operatorname{Alg} F_{\wedge}^{\omega}$ is indeed an alternative presentation of the $F_{\wedge}^{\omega}$ subtyping relation. Formally, $\Gamma \vdash S \leq T$ if and only if $\Gamma^{n f} \vdash_{A l g} S^{n f} \leq T^{n f}$ (proposition 3.4.3).

In the solution for the second order lambda calculus presented in [Pie91], the distributivity rules for intersection types are not considered as rewrite rules. For that reason, new syntactic categories have to be defined (composite and individual canonical types) and an auxiliary mapping (flattening) transforms a type into a canonical type. Our solution does not need either new syntactic categories or elaborate auxiliary mappings, since the role played there by canonical types is performed here by types in normal form.

Independently Steffen and Pierce proved a similar result for $F_{\leq}^{w}$ [SP94]. There are several differences between our work and the proof of decidability of subtyping in [SP94]. First, our result is for a stronger system which also includes intersection types. Our proof of termination has the novel idea of using a choice operator to model the behavior of type variables during subtype checking. A second major difference is the choice of the intermediate subtyping system. We define the normal system $N F_{\wedge}^{\omega}$ which is not only the key to proving decidability of subtyping but helped understand the fine structure of subtyping, yielding the algorithm $\mathrm{Alg} F_{\wedge}^{\omega}$. In [SP94] the intermediate system, called a reducing system, leads to a much more complicated proof which involves dealing with several notions of reduction and further reformulation of the intermediate system.

### 3.1 Normal Subtyping

An important property of derivation systems is the information that a derivable judgement contains about its proofs. This information is essential to produce results which not only state properties about the subproofs, but also help identify ill formed judgements.

In $F_{\wedge}^{\omega}$ we can prove

$$
\begin{equation*}
W: K, X \leq \Lambda Y: K . Y: K \rightarrow K, Z \leq X: K \rightarrow K \vdash X(Z W) \leq W \tag{3.1}
\end{equation*}
$$

This simple example already shows that S-Trans erases information obtained by S-Conv that is not present in the conclusion any longer (see 3.3.2 for a derivation). A first step towards an algorithm to check the subtyping relation is to design a set of rules in which the derivable judgements contain all the information about their derivations. To this end we define a set of rules, $N F_{\wedge}{ }^{\omega}$, in which conversion is reduced to a minimum and, as we show in lemma 3.2.6, transitivity can be eliminated. Both results are proved with a standard cut-elimination argument. This yields a syntax directed subtyping relation, $A \lg F_{\wedge}^{\omega}$, which constitutes a decision procedure for the original system.

In section 3.1 , we present the subtyping system $N F_{\wedge}^{\omega}$, which uses the context and type formation rules of $F_{\wedge}^{\omega}$. We define rewriting rules for derivations in $N F_{\wedge}^{\omega}$ (definitions 3.2.3 and 3.2.4), and describe a terminating procedure to normalize proofs, which gives, as a consequence, the generation for subtyping (proposition 3.2.10) and an algorithmic presentation, $A l g F_{\wedge}^{\omega}$ (see definition 3.4.1).

Finally, in section 3.4, we show that there is an equivalence between subtyping in $F_{\wedge}^{\omega}$ and subtyping in $\operatorname{Alg} F_{\wedge}^{\omega}$, which is essential to prove the decidability of subtyping in $F_{A}^{\omega}$.

We now define the normal subtyping system, $N F_{\wedge}^{w}$. Subtyping statements in $N F_{\wedge}^{\omega}$ are written $\Gamma \vdash_{n} S \leq T$, and $S, T$, and all types appearing in $\Gamma$ are in $\beta \wedge$-normal form.
Notation 3.1.1 $A, B$, and $C$ range over types whose outermost constructor is not an intersection.

Remark 3.1.2 It is an immediate consequence of the $\beta \wedge$ reduction rules that, if $T$ is in $\beta \wedge$ normal form, then $T$ is either a variable $X, S \rightarrow A, \forall X \leq S: K . A$, $\Lambda X: K . A, A S$ where A is not an abstraction, or $\Lambda^{K}\left[A_{1} . . A_{n}\right]$. We frequently use this notation as a reminder of the shape of types in normal form. Note that we do not fully use this convention in definition 3.1.4 in order to highlight the fact that NS-Arrow, NS-All, and NS-OAbs have the same form as S-Arrow, S-All, and S-OAbs respectively.

We now define $l u b_{\Gamma}(S)$. We prove in lemma 3.3.1 and corollary 3.3.1.2, that, when defined, it is the smallest type beyond $S$ with respect to $\Gamma$.

## Definition 3.1.3 (Least strict Upper Bound)

$$
\begin{aligned}
\operatorname{lu} b_{\Gamma}(X) & =\Gamma(X) \\
\operatorname{lub_{\Gamma }(TS)} & =\operatorname{lu} b_{\Gamma}(T) S .
\end{aligned}
$$

Definition 3.1.4 ( $\mathrm{NF}_{\wedge}^{w}$ subtyping rules)

$$
\begin{align*}
& \Gamma \vdash S \in K \\
& \bar{\Gamma} \vdash_{n} S \leq S  \tag{NS-Refl}\\
& \frac{\Gamma \vdash_{n} S \leq T \quad \Gamma \vdash_{n} T \leq U}{\Gamma \vdash_{n} S \leq U} \\
& \frac{\Gamma \vdash_{n} \Gamma(X) \leq A \quad X \not \equiv A}{\Gamma \vdash_{n} X \leq A} \\
& \frac{\Gamma \vdash_{n} T_{1} \leq S_{1} \quad \Gamma \vdash_{n} S_{2} \leq T_{2} \quad \Gamma \vdash S_{1} \rightarrow S_{2} \in \star}{\Gamma \vdash_{n} S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}} \\
& \Gamma, X \leq U: K \vdash_{n} S \leq T \quad \Gamma \vdash \forall X \leq U: K . S \in \star \\
& \Gamma \vdash_{n} \forall X \leq U: K . S \leq \forall X \leq U: K . T \\
& \frac{\Gamma, X \leq T^{K}: K \vdash_{n} S \leq T}{\Gamma \vdash_{n} \Lambda X: K . S \leq \Lambda X: K . T}  \tag{NS-OAbs}\\
& \frac{\Gamma \vdash_{n}\left(l u b_{\Gamma}(T S)\right)^{n f} \leq A \quad \Gamma \vdash T S \in K \quad T S \not \equiv A}{\Gamma \vdash_{n} T S \leq A} \\
& \forall i \in\{1 . . m\} \Gamma \vdash_{n} A \leq T, \quad \Gamma \vdash A \in K \\
& \Gamma \vdash_{n} A \leq \wedge^{K}\left[T_{1} . . T_{m}\right] \\
& \frac{\exists j \in\{1 . . n\} \Gamma \vdash_{n} S, \leq A \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{n} \Lambda^{K}\left[S_{1} . . . S_{n}\right] \leq A}  \tag{NS-ヨ}\\
& \frac{\forall i \in\{1 . . m\} \exists j \in\{1 . . n\} \Gamma \vdash_{n} S_{j} \leq T_{i} \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{n} \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq \Lambda^{K}\left[T_{1} . . T_{m}\right]}
\end{align*}
$$

(NS-Trans)
(NS-TVAR)
(NS-Arrow)
(NS-OAPP)

As we mentioned in the introduction, an important factor to develop this system was to consider the distributivity rules of the presentation of $F_{\wedge}^{\omega}$ in [CP93] as reduction rules instead of subtyping rules. This new point of view suggested that an algorithmic system should, to a certain extent, concentrate on normal forms replacing the conversion rule by reflexivity. Consequently, a derivation of a subtyping statement should involve only types in normal form. But enlightened by the simple (counter)example (3.1) it is not possible to perform all reductions at once. In other words, the system does not satisfy an S-Conv postponement property. Without using S-Conv it is not possible to derive (3.1). Hence, the solution is not as simple as replacing S-Conv by NS-Refl.

In general, the interaction between S-Trans and S-Conv can be analyzed as follows. In S-Trans the metavariable $T$ of the hypothesis is not present in the conclusion, but this is not a problem by itself (a similar situation appears in the simply typed lambda calculus in its application rule and the system is deterministic). The problem is that in the presence of S-Conv the vanishing $T$ can be $\beta \wedge$-convertible to either $S$ or $U$ or to both $S$ and $U$. What example (3.1) shows is that $S$ and $U$ may be different normal forms, which means that searching for $T$ is inherently nondeterministic.

We cannot eliminate transitivity completely, we still need it on type variables and on type applications. In $F_{\leq}$[Ghe90] transitivity is eliminated and hidden in a richer variable rule in which deciding whether $\Gamma \vdash X \leq T$ when $T \not \equiv X$ is reduced to deciding whether the bound of $X$ is smaller than or equal to $T$. The bound of X has the particular property of being the least strict upper bound of $X$. This observation motivated the definition of our NS-OAPP rule, in which we reduce the decision of whether $\Gamma \vdash T S \leq A$ when $A \not \equiv T S$, to check if the least strict upper bound of $T S$ is smaller than or equal to $A$ (See lemma 3.3.1 and corollary 3.3.1.2). $l u b_{\Gamma}(T S)$ is obtained from $T S$ by replacing its leftmost innermost variable by the corresponding bound in $\Gamma$. Consequently, $l u b_{\Gamma}(T S)$ may be other than a normal form. That is the reason we normalize it. The strength of the conversion rule that is not captured by reflexivity is hidden in this normalization step. Since $T^{\prime} S$ is a well kinded type, by the free variables lemma (lemma 2.4.3), $\operatorname{FTV}(T S) \subseteq \operatorname{dom}(\Gamma)$. Therefore, $l u b_{\Gamma}(T S)$ is defined. By lemma 3.3.1(1), $l u b_{\Gamma}(T S)$ is well-kinded, and since well-kinded types are strongly normalizing, its normal form exists. The rules S-Meet-LB and S-Meet-G are replaced by NS-ヨ, NS- $\forall$, and NS- $\forall \exists$.

### 3.2 Structural properties of $N F_{\wedge}^{\omega}$

This section establishes a number of structural properties of $N F_{\wedge}^{\omega}$. The proofs of lemmas 3.2.1 and 3.2.2 are similar to those of the corresponding properties for $F_{\wedge}^{\omega}$.

Lemma 3.2.1 If $\Gamma \vdash_{n} S \leq T$ and $\Gamma_{1}$ is a prefix of $\Gamma$, then $\Gamma_{1} \vdash$ ok as a subderivation. Moreover, the subderivation is strictly shorter.

Lemma 3.2.2 (Weakening/Permutation) Let $\Gamma$ and $\Gamma^{\prime}$ be contexts such that $\Gamma \subseteq$ $\Gamma^{\prime}$ and $\Gamma^{\prime} \vdash$ ok. Then $\Gamma \vdash_{n} S \leq T$ implies $\Gamma^{\prime} \vdash_{n} S \leq T$.

We present rewriting rules on derivations to simplify instances of NS-Refl and NS-Trans. We give a terminating strategy to transform a given derivation into a derivation with occurrences of NS-Refl only applied to type variables or type applications and without occurrences of NS-Trans. To improve readability we omit kinding judgements in the transitivity elimination rules which appear as hypothesis in the redex or in a proper subderivation of the missing ones, as we proved in generation for kinding (proposition 2.4.6). The derivations of the kinding judgements of each reduct of the reflexivity rules are proper subderivations of the kinding judgements in its redex.

## Definition 3.2.3 (Reflexivity simplification rules)

1. $\frac{\bar{\Gamma} \vdash S \rightarrow A \in \star}{\Gamma \vdash n S \rightarrow A \leq S \rightarrow A}$ NS-REPL

$$
\Rightarrow_{R} \frac{\frac{\Gamma \vdash S \in \star}{\Gamma \vdash} \vdash_{n} S \leq S}{} \text { NS-REFL } \frac{\Gamma \vdash A \in \star}{\Gamma \vdash_{n} A \leq A} \text { NS-REFL } \vdash_{n} S \rightarrow A \leq S \rightarrow A \cdot \text { NS-ARRow }
$$

2. $\frac{\Gamma \vdash \forall X \leq S: K . A \in \star}{\Gamma \vdash_{n} \forall X \leq S: K . A \leq \forall X \leq S: K . A}$ NS-REFL

$$
\Rightarrow_{R} \frac{\frac{\Gamma, X \leq S: K \vdash A \in \star}{\Gamma, X \leq S: K \vdash_{n} A \leq A}}{\frac{\text { NS-REFL }}{}}{ }^{\Gamma \vdash_{n} \forall X \leq S: K . A \leq \forall X \leq S: K . A} \text { NS-ALL }
$$

3. 

$\frac{\Gamma \vdash \Lambda X: K \cdot A \in K \rightarrow K^{\prime}}{\Gamma \vdash_{n} \Lambda X: K \cdot A \leq \Lambda X: K \cdot A}$ NS-REFL
$\Rightarrow{\frac{一}{} \quad \frac{\Gamma, X: K \vdash A \in K^{\prime}}{\Gamma, X: K \vdash_{n} A \leq A}{ }^{\text {NS-REFL }}}_{\Gamma \vdash_{n} \Lambda X: K . A \leq \Lambda X: K . A}$ NS-OABS
4. $\frac{\Gamma \vdash \Lambda^{K}\left[A_{1} . . A_{n}\right] \in K}{\Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{n}\right] \leq \Lambda^{K}\left[A_{1} . . A_{n}\right]}$ Ns-REPL

$$
\left.\Rightarrow_{R} \frac{\Gamma \vdash A_{1} \in K}{\Gamma \vdash_{n} A_{1} \leq A_{1} \forall i \in\{1 . . n\}} \operatorname{N\vdash }_{n} \Lambda^{K}\left[A_{1} . . A_{n}\right] \leq \Lambda^{K}\left[A_{1} . . A_{n}\right] \quad \text { NS- }-\exists\right]
$$

Definition 3.2.4 (Transitivity elimination rules)

2. $\frac{\Gamma \vdash_{n} S \leq T \frac{\Gamma \vdash T \in K}{\Gamma \vdash_{n} T \leq T} \text { NS-REFL }}{\Gamma \vdash_{n} S \leq T}$ NS-TRANs $\Rightarrow T \Gamma \vdash_{n} S \leq T$


$$
\Rightarrow_{T} \frac{\frac{\Gamma \vdash_{n} \Gamma(X) \leq A \Gamma \vdash_{n} A \leq B}{\Gamma \vdash_{n} \Gamma(X) \leq B}}{\Gamma \vdash_{n} X \leq B} \text { NS-TRANS }
$$

4. 

| $\frac{\Gamma \vdash_{n} T \leq S \Gamma \vdash_{n} A \leq B}{\Gamma \vdash_{n} S \rightarrow A \leq T \rightarrow B}$ |
| :---: |
| $\Gamma \vdash_{n} S \rightarrow A \leq U \rightarrow C$ |
| $\frac{\Gamma \vdash_{n} U \leq T \Gamma \vdash_{n} B \leq C}{\Gamma \vdash_{n} T \rightarrow B \leq U \rightarrow C}$ | NS-ARRow ${ }^{\text {NS-TRANs }}$


5.
$\frac{\Gamma, X \leq S: K \vdash_{n} A \leq B}{\frac{\Gamma \vdash_{n} \forall X \leq S: K . A \leq \forall X \leq S: K . B}{\text { NS.ALL } \frac{\Gamma, X \leq S: K \vdash_{n} B \leq C}{\Gamma \vdash_{n} \forall X \leq S: K . B \leq \forall X \leq S: K . C}} \frac{\text { NS-ALL }}{\Gamma \vdash_{n} \forall X \leq S: K . A \leq \forall X \leq S: K . C}}$
$\Rightarrow T \quad \frac{\Gamma, X \leq S: K \vdash_{n} A \leq B \Gamma, X \leq S: K \vdash_{n} B \leq C}{\Gamma, X \leq S: K \vdash_{n} A \leq C}{ }^{\Gamma} \vdash_{n} \forall X \leq S: T$ TRANs
6. $\frac{\frac{\Gamma, X: K \vdash_{n} A \leq B}{\Gamma \vdash_{n} \Lambda X: K . A \leq \Lambda X: K . B}}{}$ Ns-OABs $\frac{\Gamma, X: K \vdash_{n} B \leq C}{\Gamma \vdash_{n} \Lambda X: K . B \leq \Lambda X: K . C}$ Ns-OABs

7. $\frac{\frac{\Gamma \vdash_{n} l u b_{T}(A S)^{n f} \leq B}{\Gamma \vdash_{n} A S \leq B}{ }^{\text {NS-OAPP }} \Gamma \vdash_{n} B \leq C}{\Gamma \vdash_{n} A S \leq C}$ NS-TRANS
$\Rightarrow_{T} \begin{gathered}\frac{\Gamma \vdash_{n}\left(l u b_{\Gamma}(A S)\right)^{n f} \leq B \Gamma \vdash_{n} B \leq C}{\left.\Gamma \vdash_{n} l u b_{\Gamma}(A S)\right)^{n f} \leq C} \\ \Gamma \vdash_{n} A S \leq C \\ \text { NS-TRANS }\end{gathered}$
8.
$\frac{\forall i \in\{1 . . n\} \Gamma \vdash_{n} A \leq A_{1}}{\Gamma \vdash_{n} A \leq \Lambda^{K}\left[A_{1} . . A_{n}\right]}$ NS-甘 $\frac{\exists j \in\{1 . . n\} \Gamma \vdash_{n} A_{j} \leq}{\Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{n}\right] \leq B}$
$\Rightarrow T \vdash_{n} A \leq B$
$\frac{\exists j \in\{1 . . n\} \Gamma \vdash_{n} A \leq A, \Gamma \vdash_{n} A_{j} \leq B}{\Gamma \vdash_{n} A \leq B}$ NS-TraNs


10. $\begin{aligned} & \frac{\exists j \in\{1 . . n\} \Gamma \vdash_{n} \Lambda \leq B}{\Gamma \vdash_{n} \Lambda^{K}\left[\Lambda_{1} . . A_{n}\right] \leq B} \\ & \Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{n}\right] \leq \Lambda \\ & N ⿰ \vdash\end{aligned}$

| $\Rightarrow T$ | $\exists \jmath \in\{1 . . n\} \Gamma \vdash_{n} A, \leq \overline{B r} \vdash_{n} B \leq A$ |
| :---: | :---: |
|  | $\exists j \in\{1 . . n\} \Gamma \vdash_{n} \Lambda, \leq \Lambda$ |
|  | $\Gamma \vdash{ }_{n} \Lambda^{K}\left[\Lambda_{1} . . A_{n}\right] \leq A$ |

11. 


$\forall \imath \in\{1 . . n\} \exists \jmath \in\{1 . . m\} \Gamma \vdash_{n} A_{j} \leq B_{1} \forall k \in\{1 . . r\} \exists \imath \in\{1 . . n\} \Gamma \vdash_{n} B_{1} \leq C_{k}^{\prime}$
12. $\square$

13.


| $\Rightarrow_{7}$ | $\exists j \in\{1 . . m n\} \exists 2 \in\{1 . . n\} \Gamma \vdash_{n} \Lambda_{j} \leq H_{2} \Gamma \vdash_{n} B_{1} \leq C^{\prime}$ |
| :---: | :---: |
|  | $\exists j \in\{1 . . m n\} \Gamma \vdash_{n} \Lambda_{3} \leq C^{\prime}$ |
|  | $\Gamma \vdash_{n} \Lambda^{K}\left[\Lambda_{1} . . \Lambda_{m}\right] \leq C^{\prime}$ |

A derivation of a subtyping statement is in refl-normal form if it has no reflexivity redexes and it is in trans-normal form if it has no transitivity redexes, and it is in normal form if it has neither reflexivity nor transitivity redexes. The elimination of NS-Trans, and the simplification of NS-Refl follow a standard cut-elimination argument.

Lemma 3.2.5 (Reflexivity simplification) Let $D$ be a derivation of a subtyping statement with only one application of NS-REFL. Then $D$ has a refl-normal form.

Proof: Same argument as in lemma 3.2.6.
Lemma 3.2.6 (Transitivity elimination) Let $D$ be a derivation of a subtyping statement with only one application of NS-Trans. Then $D$ has a trans-normal form.

Proof: By induction on the size of $D$ following a case analysis of the last rule of $D$. If the last rule is not NS-Trans, then the result follows by the induction hypothesis. Otherwise we consider all possible last rules of the derivations of the premises and note that each possible configuration determines a trans-redex. Finally, observe that each reduction yields either a derivation in normal form or shorter derivations with only one occurrence of NS-Trans in which case the result follows by the induction hypothesis.

An immediate corollary of this last result is that transitivity elimination terminates. Given a derivation $D$ of $\Gamma \vdash_{n} S \leq T$, iterate the previous lemma on all subderivations of $D$ that have only one NS-Trans application. The number of times the lemma is applied is equal to the number of occurrences of NS-Trans in $D$. Furthermore, lemma 3.2.5 implies that reflexivity simplification terminates. The simplification rules are such that transitivity simplification rules do not create new reflexivity redexes. Therefore, we can reduce all instances of NS-Rerl first and then all instances of NS-Trans, which is a terminating procedure to normalize a derivation. Consequently, we have proved the following corollary.

Corollary 3.2.7 (Existence of normal derivations) Given a derivation of $\Gamma \vdash_{n}$ $S \leq T$. Then there exists a derivation in normal form of $\Gamma \vdash_{n} S \leq T$.

1. A derivation in normal form whose last rule is NS-REFL is either a proof of $\Gamma \vdash_{n} X \leq X$ or $\Gamma \vdash_{n} A T \leq A T$.
2. If the last rule of a subtyping derivation $D$ is NS-Trans, then $D$ is not in normal form.

## Proof:

1. According to the reflexivity elimination rules, any other possible NS-Refl application is a redex.
2. By case analysis of the last rules of the premises of the last rule of $D$. In each case the result follows either by the induction hypothesis or because the last rule of at least one of the derivations of the premises of $D$ constitutes a redex.

We can summarise the previous results as follows.
Corollary 3.2.9 If $\Gamma \vdash_{n} S \leq T$, then there exists a proof of the same judgement with no applications of NS-Trans and in which NS-Refl is only applied to type variables and type applications.

A consequence of the normalization of proofs is the following generation result.

## Proposition 3.2.10 (Generation for normal subtyping)

1. $\Gamma \vdash_{n} X \leq B$ implies $X \equiv B$ and $\Gamma \vdash X \in K$ for some $K$, or $\Gamma \vdash_{n} \Gamma(X) \leq B$.
2. $\Gamma \vdash_{n} S \rightarrow A \leq B$ implies $B \equiv T \rightarrow C, \Gamma \vdash_{n} T \leq S, \Gamma \vdash_{n} A \leq C$, and $\Gamma \vdash S \rightarrow A \in \star$.
3. $\Gamma \vdash_{n} \forall X \leq S: K . A \leq B$ implies $B \equiv \forall X \leq S: K . C, \Gamma, X \leq S: K \vdash_{n} A \leq C$, and $\Gamma \vdash \forall X \leq S: K . A \in \star$.
4. $\Gamma \vdash_{n} \Lambda X: K . A \leq B$ implies $B \equiv \Lambda X: K . C$ and $\Gamma, X \leq \top^{K}: K \vdash_{n} A \leq C$.
5. $\Gamma \vdash_{n} A S \leq B$ implies $B \equiv A S$, or $\Gamma \vdash_{n}\left(l u b_{\Gamma}(A S)\right)^{n f} \leq B$, and $\Gamma \vdash A S \in K$.
6. $\Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{m}\right] \leq B$ implies that there exists $j \in\{1 . . m\}$ such that $\Gamma \vdash_{n}$ $A_{3} \leq B$ and $\forall k \in\{1 . . m\} \Gamma \vdash A_{k} \in K$.
7. $\Gamma \vdash_{n} A \leq \wedge^{K}\left[B_{1} . . B_{n}\right]$ implies that for each $i \in\{1 . . n\} \Gamma \vdash_{n} A \leq B_{1}$ and $\Gamma \vdash A \in K$.
8. $\Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{m}\right] \leq \Lambda^{K}\left[B_{1} . . B_{n}\right]$ implies that for each $i \in\{1 . . n\}$ there exists $j \in\{1 . . m\}$ such that $\Gamma \vdash_{n} A_{1} \leq B_{1}$ and $\forall k \in\{1 . . m\} \Gamma \vdash A_{k} \in K$.

Moreover, given a normal proof of any of the antecedents, the proofs of the consequents are proper subderivations.

Proof: In each case, given a proof of the antecedent, there is also a proof in normal form. Due to lemma 3.2.8(2), such a derivation cannot end with an application of NS-Trans, and, because of lemma 3.2.8(1), if it ends with NS-Refl, then it is a derivation of a subtyping statement between type variables or type applications. Finally, the result follows by inspection of the other rules.

Lemma 3.2.11

1. $\Gamma \vdash_{n} T \leq \Lambda^{K}\left[A_{1} . . A_{n}\right]$ if and only if $\Gamma \vdash_{n} T \leq A_{k}$ for each $k \in\{1 . . n\}$.
2. $\Gamma \vdash_{n} T \leq \Lambda^{K}\left[A_{1} . . A_{n}\right]$ if and only if $\Gamma \vdash_{n} T \leq \wedge^{K}\left[A_{k}\right]$ for each $k \in\{1 . . n\}$.
3. Let $\Gamma \vdash \Lambda^{K}\left[A_{1} . . A_{n}\right] \in K$. Then $\Gamma \vdash_{n} \Lambda^{K}\left[A_{1} . . A_{n}\right] \leq T$ if and only if $\Gamma \vdash_{n} A_{k} \leq T$ for some $k \in\{1 . . n\}$.

Proof: By induction on derivations, using lemma 3.2.7 and generation.

### 3.3 Equivalence of ordinary and normal subtyping

In this section, we show that a subtyping statement is derivable in $F_{\wedge}^{\omega}$ if and only if the corresponding normalized statement is derivable in $N F_{\wedge}^{\omega}$. This equivalence is proved in theorem 3.3.9. As usual, we need some auxiliary properties and definitions, among which we can highlight propositions 3.3 .2 and 3.3.8.

Lemma 3.3.1 Let $l u b_{\Gamma}(S)$ be defined. Then

1. $\Gamma \vdash S \in K$ implies $\Gamma \vdash l u b_{\Gamma}(S) \in K$.
2. $\Gamma \vdash S \leq l u b_{\Gamma}(S)$.

Proof: Item 1 follows by induction on derivations, while item 2 follows by induction on the structure of $S$.

Proposition 3.3.2 (Soundness) If $\Gamma \vdash_{n} S \leq T$, then $\Gamma \vdash S \leq T$.
Proof: By induction on the derivation of $\Gamma \vdash_{n} S \leq T$.
NS-Refl By S-Conv.
nS-TVar By the induction hypothesis, S-TVar and s-trans.
NS-OApp By the induction hypothesis, lemma 3.3.1(2), S-Conv and S-Trans.
NS- $\exists \quad$ We are given that for each $k$ in $\{1 . . n\} \Gamma \vdash A_{k} \in K$, and there is a $j$ in $\{1 . . n\}$ such that $\Gamma \vdash_{n} A_{j} \leq B$. By K-Meet, $\Gamma \vdash \wedge^{K}\left[A_{1} . . A_{n}\right] \in K$, and, by S-Meet-LB $\Gamma \vdash \wedge^{K}\left[A_{1} . . A_{n}\right] \leq A_{k}$ for each $k$, in particular for $j$. Hence the result follows by the induction hypothesis and S-Trans.

NS- $\forall \quad$ We are given that $\Gamma \vdash A \in K$, and for each $i$ in $\{1 . . m\} \Gamma \vdash_{n} A \leq B_{1}$. Hence the result follows by the induction hypothesis and S-Meet-G.

NS-壮 We are given that for each $k$ in $\{1 . . n\} \Gamma \vdash A_{k} \in K$, and for each $i$ in $\{1 . . m\}$ there is a $j$ in $\{1 . . n\}$ such that $\Gamma \vdash_{n} A_{j} \leq B_{i}$. By K-Meet, $\Gamma \vdash \wedge^{K}\left[A_{1} . . A_{n}\right] \in K$, and, by S-Meet-LB, $\Gamma \vdash \wedge^{K}\left[A_{1} . . A_{n}\right] \leq A_{k}$ for each $k$. Hence the result follows by the induction hypothesis, S-Trans and S-Meet-G.

Other cases By the induction hypothesis and the corresponding rule in the other system.

The following lemma says that empty intersections, $\mathrm{T}^{K}$, are maximal elements of the subtyping order.

Lemma 3.3.3

1. $\Gamma \vdash T \in K$ implies $\Gamma \vdash_{n} T \leq T^{K}$.
2. $\Gamma \vdash T \in K$ implies $\Gamma \vdash T \leq T^{K}$.

Proof: Statement 1 follows by the cases $m=0$ in NS- $\forall$ and NS- $\forall \exists$. Statement 2 is the case $n=0$ in S-Meet-G.

Lemma 3.3.4

1. $\Gamma \vdash \mathrm{ok}$ implies $\Gamma^{\mathrm{nf}} \vdash \mathrm{ok}$.
2. $\Gamma \vdash T \in K$ implies $\Gamma^{n f} \vdash T \in K$.
3. $\Gamma \vdash S \leq T$ implies $\Gamma^{n f} \vdash S \leq T$.
4. Let $\Gamma_{1}, \Gamma_{2} \vdash$ ok. Then $\Gamma_{1}^{n f}, \Gamma_{2} \vdash T \in K$ implies $\Gamma_{1}, \Gamma_{2} \vdash T \in K$.
5. Let $\Gamma_{1}, \Gamma_{2} \vdash$ ok. Then $\Gamma_{1}^{n f}, \Gamma_{2} \vdash S \leq T$ implies $\Gamma_{1}, \Gamma_{2} \vdash S \leq T$.
6. Let $\Gamma \vdash S, T \in K$. Then $\Gamma^{n f} \vdash S^{n f} \leq T^{n f}$ if and only if $\Gamma \vdash S \leq T$.

Proof: Statements 1 and 2 follow by simultaneous induction on the size of derivations using lemma 2.4.17. Statement 3 follows by induction on the derivation of $\Gamma \vdash S \leq T$ using part 1 , part 2, and lemma 2.4.17. Statement 4 follows by induction on the derivation of $\Gamma_{1}^{n f}, \Gamma_{2} \vdash T \in K$. Item 5 follows by induction on the derivation of $\Gamma_{1}^{n f}, \Gamma_{2} \vdash S \leq T$, using part 4. Item 6 is a corollary of part 3, part 5 and lemma 2.4.16.

In the last lemma, items 1,2 , and 3 show that well formation of contexts, kinding judgements, and subtyping judgements are invariant under normalization of contexts, while items 4 and 5 are the converse of 2 and 3 respectively.

The following lemma states that S-TVAR is an admissible rule in $N F_{\wedge}^{\omega}$.

Lemma 3.3.5 Let $\Gamma$ be a context in normal form such that $\Gamma \vdash$ ok and $Y \in \operatorname{dom}(\Gamma)$. Then $\Gamma \vdash_{n} Y \leq \Gamma(Y)$.

Proof: Let $\Gamma \equiv \Gamma_{1}, Y \leq T: K, \Gamma_{2}$. By lemma 2.4.2, $\Gamma_{1} \vdash T \in K$. If $T$ is not an intersection, then, by NS-REfL and NS-TVAR, we have $\Gamma \vdash_{n} Y \leq T$. If $T \equiv \wedge^{K^{\prime}}\left[B_{1} . . B_{m}\right]$, then by generation for kinding and unicity of kinds, $\Gamma \vdash B_{1} \in K$ for each $i$ and $K \equiv K^{\prime}$. By NS-Refl, $\Gamma \vdash_{n} B_{1} \leq B_{1}$ for each $i$. Then, by NS- $\mathcal{F}$ and NS-TVAR, it follows that $\Gamma \vdash_{n} Y \leq B_{1}$ for each $i$, and, by NS- $\forall, \Gamma \vdash_{n} Y \leq T$.
Lemma 3.3.6 (Substitution) If $\Gamma \vdash U \in K$ and $\Gamma, X: K, \Gamma^{\prime} \vdash_{n} S \leq T$, then $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n}(S[X \leftarrow U])^{n f} \leq(T[X \leftarrow U])^{n f}$.

Proof: By induction on the derivation of $\Gamma, X: K, \Gamma^{\prime} \vdash_{n} S \leq T$. For the sake of clarity, we sometimes leave out kinding judgements and their justifications which follow easily from the structural properties in section 2.4 . Let $\Gamma^{\prime \prime} \equiv \Gamma, X: K, \Gamma^{\prime}$.
NS-Refl By the type substitution lemma 2.4.11, lemma 3.3.4(2), subject reduction for kinds (lemma 2.4.12), and NS-Refl.
ns-Trans By the induction hypothesis and ns-Trans.
NS-TVAR We are given $\Gamma^{\prime \prime} \vdash_{n} \Gamma^{\prime \prime}(Y) \leq A$. We have to consider three cases.

1. $Y \equiv X$. By subject reduction, $\Gamma \vdash U^{n f} \in K$, and by lemma 3.3.3(1), it follows that $\Gamma \vdash_{n} U^{n \prime} \leq T^{K}$. By weakening, it follows that $\Gamma$, $\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n} U^{n f} \leq T^{K}$ and, by the induction hypothesis, it follows that $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n} T^{K} \leq(A[X \leftarrow U])^{n f}$. Finally, the result follows by NS-Trans.
2. $Y \in \operatorname{dom}(\Gamma)$. By the free variables lemma, $X \notin \mathrm{FV}(\Gamma(Y))$ and $X \not \equiv Y$. By lemmas 2.4.11, 3.3.4(1), and 3.3.5, it follows that $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n} Y \leq \Gamma(Y)$, and, by the induction hypothesis, it follows that $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n} \Gamma(Y) \leq(A[X \leftarrow U])^{n f}$. Finally, the result follows by NS-Trans.
3. $Y \in \operatorname{dom}\left(\Gamma^{\prime}\right)$. By the induction hypothesis, it follows that

$$
\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n}\left(\Gamma^{\prime}(Y)[X \leftarrow U]\right)^{n f} \leq(A[X \leftarrow U])^{n f} .
$$

By lemmas 2.4.11, 3.3.4(1), and 3.3.5,

$$
\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n} Y \leq\left(\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f}\right)(Y) .
$$

Furthermore, $\left(\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f}\right)(Y)=\left(\Gamma^{\prime}(Y)[X \leftarrow U]\right)^{n f}$. Hence the result follows by NS-Trans.

NS-Arrow We are given that $\Gamma^{\prime \prime} \vdash_{n} T_{1} \leq S_{1}$ and $\Gamma^{\prime \prime} \vdash_{n} S_{2} \leq T_{2}$. By the induction hypothesis, it follows that $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n!} \vdash_{n}\left(T_{1}[X \leftarrow U]\right)^{n f} \leq$ $\left(S_{1}[X \leftarrow U]\right)^{n f}$ and $\Gamma$, $\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n}\left(S_{2}[X \leftarrow U]\right)^{n f} \leq\left(T_{2}[X \leftarrow U]\right)^{n f}$. There are four cases to consider, since $\left(T_{2}[X \leftarrow U]\right)^{n f}$ and $\left(S_{2}[X \leftarrow U]\right)^{n f}$ may be intersections or not. We shall consider only two of them to illustrate the proof method.

1. $\left(T_{2}[X \leftarrow U]\right)^{n f}$ and $\left(S_{2}[X \leftarrow U]\right)^{n f}$ are not intersections. Then the result follows by applying NS-Arrow.
2. $\left(S_{2}[X \leftarrow U]\right)^{n f}=\Lambda^{\star}\left[C_{1} . . C_{n}\right]$ and $\left(T_{2}[X \leftarrow U]\right)^{n f}$ is not an intersection. Then we have that

$$
\begin{aligned}
& \left(\left(T_{1} \rightarrow T_{2}\right)[X \leftarrow U]\right)^{n f}=\left(T_{1}[X \leftarrow U]\right)^{n f} \rightarrow\left(T_{2}[X \leftarrow U]\right)^{n f} \text { and } \\
& \left(\left(S_{1} \rightarrow S_{2}\right)[X \leftarrow U]\right)^{n f} \\
& \quad=\Lambda^{\star}\left[\left(S_{1}[X \leftarrow U]\right)^{n f} \rightarrow C_{1} \ldots\left(S_{1}[X \leftarrow U]\right)^{n f} \rightarrow C_{n}\right] .
\end{aligned}
$$

By lemma 3.2.10, it follows that for some $i \Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n}$ $C_{i} \leq\left(T_{2}[X \leftarrow U]\right)^{n f}$. Applying NS-Arrow, $\Gamma,\left(\Gamma^{\prime}[X \leftarrow U]\right)^{n f} \vdash_{n}$ $\left(S_{1}[X \leftarrow U]\right)^{n f} \rightarrow C_{i} \leq\left(T_{1}[X \leftarrow U]\right)^{n f} \rightarrow\left(T_{2}[X \leftarrow U]\right)^{n f}$. Finally, the result follows by NS-ヨ.

Other cases NS-OApp is similar to the case for NS-TVar using lemma 2.3.1.4(3) and uniqueness of normal forms. All other cases are similar to that of NS-Arrow.

This substitution lemma is the key result we use in proving that S-OApp has a corresponding admissible rule in $N F_{\wedge}^{\omega}$.

Lemma 3.3.7 $\Gamma \vdash S U \in K$. Then $\Gamma \vdash_{n} S \leq T$ implies $\Gamma \vdash_{n}(S U)^{n f} \leq(T U)^{n f}$.
Proof: By induction on the derivation of $\Gamma \vdash_{n} S \leq T$, assuming a derivation in normal form. The cases for NS-Arrow and NS-All are impossible because of the assumption $\Gamma \vdash S U \in K$.

NS-Refl By subject reduction for kinds and NS-Refl.
NS-TVar We are given $\Gamma \vdash_{n} \Gamma(X) \leq A$. By the induction hypothesis, $\Gamma \vdash_{n}$ $(\Gamma(X) U)^{n f} \leq(A U)^{n f}$. We have to consider two cases.
$(A U)^{n f} \equiv B \quad$ By NS-OApp.
$(A U)^{n f} \equiv \Lambda^{K}\left[A_{1} . . A_{n}\right]$ By lemma 3.2.11, $\Gamma \vdash_{n}(\Gamma(X) U)^{n f} \leq A_{k}$ for each $k$ in $\{1 . . n\}$. By NS-OAPP, $\Gamma \vdash_{n} X U \leq$ $\left(A_{k}\right)$ for each $k$, which, by NS- $\forall$, implies $\Gamma \vdash_{n}$ $X U \leq(A U)^{n j}$.

NS-OAbs We are given $\Gamma, X: K \vdash_{n} S_{1} \leq T_{1}$. By the substitution lernma 3.3.6, it follows that $\Gamma \vdash_{n}\left(S_{1}[X \leftarrow U]\right)^{n f} \leq\left(T_{1}[X \leftarrow U]\right)^{n f}$. On the other hand, we have that $\left(\Lambda X: K . S_{1}\right) U \rightarrow_{\beta \wedge} S_{1}[X \leftarrow U]$ and $\left(\Lambda X: K . T_{1}\right) U \rightarrow_{\beta \wedge}$ $T_{1}[X \leftarrow U]$. Finally, the result follows by the uniqueness of normal forms.

NS-OApp Similar to case NS-TVAR.
NS-妇 By the induction hypothesis and NS- $\forall \exists$, using generation for subtyping.

NS- $\exists$ and NS- $\forall$ By the induction hypothesis, using lemma 3.2.11.
Proposition 3.3.8 (Completeness) If $\Gamma \vdash S \leq T$, then $\Gamma^{n f} \vdash_{n} S^{n f} \leq T^{n f}$.
Proof: By induction on the derivation of $\Gamma \vdash S \leq T$, using lemma 3.3.7 for the case of S-OAPP.

Theorem 3.3.9 (Equivalence of ordinary and normal subtyping) Let $\Gamma \vdash S \in$ $K$ and $\Gamma \vdash T \in K$. Then $\Gamma \vdash S \leq T$ if and only if $\Gamma^{n f} \vdash_{n} S^{n f} \leq T^{n f}$.

Proof:
$\Rightarrow$ ) By completeness (3.3.8).
$\Leftrightarrow$ By soundness (3.3.2), it follows that $\Gamma^{n f} \vdash S^{n f} \leq T^{n f}$, and, by lemma 3.3.4(6), it follows that $\Gamma \vdash S \leq T$.

### 3.3.1 Least strict upper bound

So far we only used that $l u b_{\Gamma}(S)$ is an upper bound of $S$ in the context $\Gamma$ (See lemma 3.3.1(2)). We can now give the final motivation of the name we chose, showing that if $l u b_{\Gamma}(S)$ is defined and $T \neq \beta \wedge S$, then $\Gamma \vdash S \leq T$ implies $\Gamma \vdash l u b_{\Gamma}(S) \leq T$. We first show that the corresponding property holds for the normalized system.

Lemma 3.3.1.1 Let lub $b_{\Gamma}(S)$ be defined. Then

1. If $S \rightarrow \beta_{\wedge} S^{\prime}$ and $\Gamma \rightarrow \rightarrow_{\beta \wedge} \Gamma^{\prime}$, then $\operatorname{lu} b_{\Gamma}(S) \rightarrow_{\beta \wedge} l u b_{\Gamma^{\prime}}\left(S^{\prime}\right)$.
2. If $\Gamma \vdash_{n} S \leq T$, then $\Gamma \vdash_{n} l u b_{\Gamma}(S)^{n f} \leq T$ or $S \equiv T$.

## Proof:

1. By induction on the structure of $S$, observing that if $l u b_{\Gamma}(S)$ is defined, so is $l u b_{\Gamma^{\prime}}\left(S^{\prime}\right)$.
2. By induction on the derivation of $\Gamma \vdash_{n} S \leq T$. It is immediate for the case NS-Refl; for NS-Arrow, NS-All, and NS-OAbs $l^{2} b_{\Gamma}(S)$ is not defined; for the other rules the result follows using the induction hypothesis.

Corollary 3.3.1.2 Let $l u b_{\Gamma}(S)$ be defined. Then $\Gamma \vdash S \leq T$ and $T \not \boldsymbol{f}_{\beta \wedge} S$ implies $\Gamma \vdash l u b_{\Gamma}(S) \leq T$.

Proof: By completeness, it follows that $\Gamma^{n f} \vdash_{n} S^{n f} \leq T^{n f}$. By lemma 3.3.1.1(2), $\Gamma^{n f} \vdash_{n}\left(l u b_{\Gamma^{n f}}\left(S^{n f}\right)\right)^{n f} \leq T^{n f}$, because $S^{n f} \not \equiv T^{n f}$. By soundness, it follows that $\Gamma^{n f} \vdash\left(l u b_{\Gamma n f}\left(S^{n f}\right)\right)^{n f} \leq T^{n f}$, which is equivalent to $\Gamma \vdash l u b_{\Gamma}^{n f}\left(S^{n f}\right) \leq T$ by lemma 3.3.4(6). Finally, (using lemmas 3.3.1(1) and 2.4.12, and proposition 2.4.19 to get the corresponding kinding judgements) it follows that $\Gamma \vdash \operatorname{lu}_{\Gamma}(S) \leq T$ by lemma 3.3.1.1(1), S-Conv and S-Trans.

### 3.3.2 Example

In this section, we give the derivations in $F_{\wedge}^{\omega}$ and in $N F_{\wedge}^{\omega}$ of the example(3.1) mentioned in the introduction and in section 3.1.

Let $\Gamma \equiv X \leq \Lambda Y: K . Y: K \rightarrow K, Z \leq X: K \rightarrow K$. We present a proof of

$$
\Gamma \vdash X(Z W) \leq W
$$

and a proof of its translation in the normal system

$$
\Gamma^{n f} \vdash_{n} X(Z W)^{n f} \leq W^{n f} .
$$

Observe that $\Gamma^{n f} \equiv \Gamma$,

$$
(X(Z W))^{n f} \equiv X(Z W), \quad \text { and }
$$

$$
W^{n f} \equiv W
$$

For the sake of readability we omit kinding judgements.
We have the following derivation in $F_{\wedge}^{\omega}$ :

The corresponding derivation in normal form in $N F_{\wedge}^{\omega}$ is substantially shorter:
$\frac{{\frac{\Gamma \vdash W \in K}{\Gamma \vdash_{n}((\Lambda Y: K . Y) W)^{n f} \leq W}}_{\Gamma \vdash_{n} X W \leq W}^{\text {NS-REPL }}}{}$ NS-OAPP

$$
\begin{aligned}
& \frac{\Gamma \vdash \mathrm{ok}}{\Gamma \vdash Z \leq X} \mathrm{~s}-\mathrm{TV}_{\mathrm{AR}} \frac{\Gamma \vdash \mathrm{ok}}{\Gamma \vdash X \leq \Lambda Y: K . Y} \mathrm{~s}-\mathrm{TV}_{\text {AR }} \\
& \frac{\Gamma \vdash Z \leq(\Lambda Y: K . Y)}{\Gamma \vdash Z W \leq(\Lambda Y: K . Y) W} \text { s-Trans } \text { s-oapp } \frac{(\Lambda Y: K . Y) W=_{\beta \Lambda} W}{(\Lambda Y: K . Y) W \leq W} \text { s-Conv } \\
& \Gamma \vdash Z W \leq W \\
& \frac{\Gamma \vdash X(Z W) \leq Z W \quad \Gamma \vdash Z W \leq W}{\Gamma \vdash X(Z W) \leq W} \text { s-Trans }
\end{aligned}
$$

## 3．4 A subtype checking algorithm， $\boldsymbol{A l g} F_{\wedge}^{\omega}$

As it stands，$N F_{\wedge}^{\omega}$ as defined in section 3.1 is not a deterministic algorithm，be－ cause its rules are not syntax directed．Fortunately，we are not far away from an algorithmic presentation．In fact，corollary 3.2 .9 is the bridge to the algorithmic presentation of the subtyping relation，$A l g F_{\wedge}^{\omega}$ ，which states that transitivity steps can be eliminated and rellexivity steps can be simplified．$A l g F_{\wedge}^{\omega}$ is obtained from $N F_{\wedge}^{\omega}$ by removing NS－Trans and restricting NS－Refl to type variables and type applications．

## Definition 3．4．1（AlgF ${ }_{\wedge}^{\omega}$ subiyping rules）

$$
\begin{align*}
& \frac{\Gamma \vdash X \in K}{\Gamma \vdash_{\text {Alg }} X \leq X} \\
& \text { 「トTS } \mathcal{E} K \\
& \overline{\Gamma \vdash_{A l} T S \leq T S} \\
& \frac{\Gamma \vdash_{A l g} \Gamma(X) \leq A \quad X \not \equiv A}{\Gamma \vdash_{A l g} X \leq A} \\
& \frac{\Gamma \vdash_{A l g} T_{1} \leq S_{1} \quad \Gamma \vdash_{A l g} S_{2} \leq T_{2} \quad \Gamma \vdash S_{1} \rightarrow S_{2} \in \star}{\Gamma \vdash_{A l g} S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}} \\
& \frac{\Gamma, X \leq U: K \vdash_{A l g} S \leq T \quad \Gamma \vdash \forall X \leq U: K . S \in \star}{\Gamma \vdash_{A l g} \forall X \leq U: K . S \leq \forall X \leq U: K . T} \\
& \Gamma, X \leq T^{K}: K \vdash_{\text {Alg }} S \leq T \\
& \bar{\Gamma} \vdash_{\text {Alg }} \Lambda X: K . S \leq \Lambda X: K . T \\
& \text { (AlgS-OAPpREfl) } \\
& \text { (AlgS-TVAR) } \\
& \text { (AlgS-Arrow) } \\
& \text { (AlgS-OAbs) } \\
& \frac{\Gamma \vdash_{A l g}\left(l u b_{\Gamma}(T S)\right)^{n f} \leq A \quad \Gamma \vdash T S \in K \quad T S \not \equiv A}{\Gamma \vdash_{A l g} T S \leq A} \\
& \frac{\forall i \in\{1 . . m\} \Gamma \vdash_{A l g} A \leq T_{1} \quad \Gamma \vdash A \in K}{\Gamma \vdash_{A l g} A \leq \Lambda^{K}\left[T_{1} . . T_{m}\right]} \\
& \frac{\exists j \in\{1 . . n\} \Gamma \vdash_{A l g} S, \leq A \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{\text {Alg }} \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq A} \\
& \frac{\forall i \in\{1 . . m\} \exists j \in\{1 . . n\} \Gamma \vdash_{A l g} S_{2} \leq T_{i} \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{A l g} \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq \Lambda^{K}\left[T_{1} . . T_{m}\right]}
\end{align*}
$$

Lemma 3.4 .2 （Equivalence of normal and algorithmic subtyping）
Let $\Gamma \vdash S, T \in K$ ．Then $\Gamma \vdash_{n} S \leq T$ if and only if $\Gamma \vdash_{A l g} S \leq T$ ．
Proof：$(\Rightarrow)$ By corollary 3．2．9．$(\Leftrightarrow)$ Immediate．
We have thereby proved that $A l g F_{\wedge}^{\omega}$ is indeed a sound and complete algorithm to compute $F_{\wedge}^{\omega}$＇s subtyping relation．We conclude the proof of decidability of subtyping in $F_{\wedge}^{\omega}$ by establishing in section 3.5 that $A l g F_{\wedge}^{\omega}$ always terminates．

## Proposition 3.4.3 (Equivalence of ordinary and algorithmic subtyping)

Let $\Gamma \vdash S \in K$ and $\Gamma \vdash T \in K$. Then $\Gamma \vdash S \leq T$ if and only if $\Gamma^{n f} \vdash_{\text {Alg }} S^{n f} \leq$ $T^{n j}$.

Phoof: By the equivalence of ordinary and normal subtyping (theorem 3.3.9) and the equivalence of normal and algorithmic subtyping (lemma 3.4.2).

### 3.5 Termination of subtype checking

The last step in proving the decidability of the subtyping relation of $F_{\wedge}^{\omega}$ is proving the termination or well-foundedness of the relation defined by the $A l g F_{\wedge}^{\omega}$ subtyping rules. We show this by reducing the well-foundedness of $A l g F_{\wedge}^{\omega}$ to the strong normalization property of the $\rightarrow \beta \wedge+$ relation.

We begin by extending the language of types with the constructor + as follows.

| $\mathbb{T}^{+}::=$ | $X$ | type variable |
| ---: | :--- | :--- |
| $\mid$ | $\mathbb{T}^{+} \rightarrow \mathbb{T}^{+}$ | function type |
| $\mid$ | $\forall\left(X \leq \mathbb{T}^{+}: \mathbb{K}\right) \mathbb{T}^{+}$ | polymorphic type |
| $\mid$ | $\Lambda(X: \mathbb{K}) \mathbb{T}^{+}$ | operator abstraction |
| $\mid$ | $\mathbb{T}^{+} \mathbb{T}^{+}$ | operator application |
| $\mid$ | $\Lambda^{\mathbb{K}}\left[\mathbb{T}^{+} . . \mathbb{T}^{+}\right]$ | intersection at kind $\mathbb{K}$ |
| $\mid$ | $\mathbb{T}^{+}+\mathbb{T}^{+}$ | choice |

Since we have enriched the language of types with a new type constructor, we need to extend our kinding judgements (section 2.2) with the following kinding rule.

$$
\begin{equation*}
\frac{\Gamma \vdash_{+} S \in K \quad \Gamma \vdash_{+} T \in K}{\Gamma \vdash_{+} S+T \in K} \tag{K-Plus}
\end{equation*}
$$

$\rightarrow_{\beta \wedge+}$ is obtained from $\rightarrow_{\beta \wedge}$ by adding the reductions associated with the choice operator,$+ S+T \rightarrow_{\beta \wedge+} S$ and $S+T \rightarrow_{\beta \wedge+} T$. We also need the corresponding kinding rule saying that $\Gamma \vdash S+T \in K$ whenever $\Gamma \vdash S, T \in K$. As far as we are aware, choice operators have not been used before to analyze subtyping.

Notation 3.5.1 We write + modulo commutativity and associativity.
We now define a new reduction $\rightarrow \beta \wedge+$.
Definition 3.5.2 ( $\rightarrow_{\beta \wedge+}$ ) The reduction on types $\rightarrow_{\beta \wedge+}$ is obtained from $\rightarrow_{\beta \wedge}$ (definition 2.2.1) by adding the following two rules:

1. $S+T \rightarrow \beta \wedge+S$, and
2. $S+T \rightarrow_{\beta \wedge}+T$.

We also write $\rightarrow_{+}$to refer to these two new reduction rules.

As usual, $\rightarrow_{\beta \wedge+}$ is extended to become a compatible relation with respect to type formation, $\rightarrow_{\beta \wedge+}$ is the reflexive, transitive closure of $\rightarrow_{\beta \wedge+}$, and $=_{\beta \wedge+}$ is the reflexive, symmetric, and transitive closure of $\rightarrow_{\beta \wedge+}$.

Proposition 3.5.3 (Strong normalization for $\rightarrow_{\beta \wedge+}$ ) If $\Gamma \vdash_{+} T \in K$, then every $\beta \wedge+$-reduction sequence starting from $T$ is finite.

Proof: The result follows using the strategy used to prove that the reduction $\rightarrow \beta_{\wedge}$ is strongly normalizing on well kinded types (see theorem 2.5.10). We only need to modify the definition of saturated sets by adding the following closure condition:
if $T, U, R_{1} . . R_{n} \in S N^{+}$, then $T R_{1} . . R_{n} \in S$ and $U R_{1} . . R_{n} \in S$ imply $(T+U) R_{1} . . R_{n} \in S$.
Next, we define a measure for subtyping statements such that, given a subtyping rule, the measure of each hypothesis is smaller than that of the conclusion. Most measures for showing the well-foundedness of a relation defined by a set of inference rules involve a clever assignment of weights to judgements, often involving the number of symbols. We need a more sophisticated measure, since in AlgS-OAPP it is not necessarily the case that the size of the hypothesis is smaller than the size of the conclusion.

We introduce a new mapping from types to types in the extended language in order to define a new measure on subtyping statements. To motivate the definition of this new measure, we analyze the behavior of type variables during subtype checking. Assume that we want to check if $\Gamma \vdash_{\text {Alg }} S \leq T$, where $S$ is a variable or a type application. It can be the case that the judgement is obtained with an application of AlgS-TVar or AlgS-OApp, in which case we have to consider a new statement $\Gamma \vdash_{\text {Alg }} S^{\prime} \leq T$, where $S^{\prime}$ is obtained from $S$ by replacing a variable by its bound (and eventually normalizing). However, we do not replace every variable by its bound, as this would constitute an unsound operation with respect to subtyping.

Example 3.5.4 Two unrelated variables may have the same bound.

$$
\begin{aligned}
& X \leq T^{\star}: \star, Y \leq T^{\star}: \star \forall X \leq Y, \quad \text { but } \\
& X \leq T^{\star}: \star, Y \leq T^{\star}: \star \vdash T^{\star} \leq T^{\star} .
\end{aligned}
$$

Our new mapping, plus, includes in each type expression this nondeterministic behavior of its type variables.

Definition 3.5.5 (plus)
The mapping plus ${ }_{\Gamma}: \mathbb{T} \rightarrow \mathbb{T}^{+}$is defined as follows.

1. plus ${\Gamma_{\Gamma_{1}}, X \leq T: K, \Gamma_{2}}(X)=X+$ plus $_{\Gamma_{1}}(T)$,
2. plus $_{\Gamma_{\Gamma}}(T \rightarrow S)=$ plus $_{\Gamma}(T) \rightarrow$ plus $_{\mathrm{S}_{\mathrm{T}}}(S)$,
3. plus $s_{\Gamma}(\forall X \leq T: K . S)=\forall X \leq$ plus $s_{\Gamma}(T): K . p l u s_{\Gamma, X \leq T: K}(S)$,
4. $p l u s_{\Gamma}(\Lambda X: K . S)=\Lambda X: K . p l u s_{\Gamma, X: K}(S)$,
5. $p l u s_{\Gamma}(S T)=p l u s_{\Gamma}(S) p l u s_{\Gamma}(T)$,
6. $p l u s_{\Gamma}\left(\Lambda^{K}\left[S_{1} . . S_{n}\right]\right)=\Lambda^{K}\left[p l u s_{\Gamma}\left(S_{1}\right) . . p l u s_{\Gamma}\left(S_{n}\right)\right]$.

EXAMPLE 3.5 .6 plus $_{X \leq T^{\star}: \star, Y \leq X: \star, Z \leq Y: \star}(Z)=Z+Y+X+T^{*}$.
We need to show that plus is well defined on well kinded arguments.
Lemma 3.5.7 (Well-foundedness of plus)
If $\Gamma \vdash T \in K$, then $p l u s_{\Gamma}(T)$ is defined.
Proof: Observe that the $s i z e_{j}$ of the kinding judgements of the arguments strictly decreases in each recursive call. Consider

$$
\operatorname{rank}\left(p l u s_{\Gamma}(S)\right)=\operatorname{size}_{j}(\Gamma \vdash S \in \operatorname{kind}(\Gamma, S))
$$

where size, $(\Gamma \vdash S \in K)$ is the size of the derivation of the kinding judgement (see definition 2.4.8). The function kind can be defined straightforwardly using proposition 2.4.6, such that $\operatorname{kind}(\Gamma, S)=K$ if $\Gamma \vdash S \in K$, and gives a constant NoKind otherwise. Moreover, lemma 2.4.9 implies that the function kind is total. Given that $\Gamma \vdash S \in K$, by lemmas 2.4.2(1) and 2.4.6, the rank decreases in each recursive call and the least value is that of $\operatorname{size}\left(\vdash \mathrm{T}^{K} \in K\right)$.

Lemma 3.5.8 If $\Gamma \vdash T \in K$, then $\Gamma \vdash_{+} p^{p l u s_{\Gamma}}(T) \in K$.
Proof: By induction on the derivation of $\Gamma \vdash T \in K$, observing that $\Gamma \vdash T \in K$ implies $\Gamma \vdash_{+} T \in K$. It is straightforward to verify that $\vdash_{+}$satisfies weakening (see lemma 2.4.4). We consider here the case for K-TVar, the rest follows by straightforward induction. We are given, $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash$ ok. By lemma 2.4.2, there is a proper subderivation of $\Gamma_{1} \vdash T \in K$. Finally, the result follows by the induction hypothesis, weakening, and K-Plus.

Lemma 3.5.9 (Strengthening for plus)

1. Let $X \notin \operatorname{FTV}\left(\Gamma_{2}\right) \cup \operatorname{FTV}(S)$. Then $\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2} \vdash S \in K$ implies plus $\Gamma_{\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2}}(S)=$ plus $_{\Gamma_{1}, \Gamma_{2}}(S)$.
2. $\Gamma_{1}, x: T, \Gamma_{2} \vdash S \in K$ implies plus $\Gamma_{\Gamma_{1}, x: T, \Gamma_{2}}(S)=$ plus $_{\Gamma_{1}, \Gamma_{2}}(S)$.

## Proof:

1. By lemma 3.5.7, plus ${ }_{\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2}}(S)$ is defined, therefore we can reason by induction on the number of unfolding steps of plus. We proceed by case analysis on the form of $S$.
$S \equiv Y$. We have to consider two cases.
(a) $\Gamma_{1} \equiv \Delta_{1}, Y \leq T_{1}: K_{1}, \Delta_{2}$. Then, by definition,

$$
p^{p l u s_{\Gamma_{1}, X \leq T_{X} K_{X}, \Gamma_{2}}(Y)=Y+\text { plus }_{\Delta_{1}}\left(T_{1}\right) . . . ~}
$$

On the other hand, also by the defintion of plus,

$$
\operatorname{plus}_{\Gamma_{1}, \Gamma_{2}}(Y)=Y+\text { plus }_{\Delta_{1}}\left(T_{1}\right)
$$

(b) $\Gamma_{2} \equiv \Delta_{1}, Y \leq T_{1}: K_{1}, \Delta_{2}$. By the definition of plus,

$$
p l u s_{\Gamma_{1}, X \leq T_{X}} K_{X}, \Gamma_{2}(Y)=Y+\operatorname{plu}_{\Gamma_{1}, X \leq T_{X} K_{X}, \Delta_{1}}\left(T_{1}\right) .
$$

By lemma 2.4.1,

$$
\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2} \vdash \text { ok }
$$

and, by lemma 2.4.2(1),

$$
\Gamma_{1}, X \leq T_{X}: K_{X}, \Delta_{1} \vdash T_{1} \in K_{1}
$$

Moreover, since $X \notin \operatorname{FTV}\left(\Gamma_{2}\right)$, it follows that $X \notin \operatorname{FTV}\left(\Delta_{1}\right) \cup$ $\operatorname{FTV}\left(T_{1}\right)$. Then, applying the induction hypothesis we obtan

$$
Y+\text { plus }_{\Gamma_{\Gamma_{1}}, X \leq \tau_{X} \kappa_{X}, \Delta_{1}}\left(T_{1}\right)=Y+\text { plus }_{\Gamma_{1}, \Delta_{1}}\left(T_{1}\right),
$$

and the result follows by the definition of plus.
$S \equiv \forall Y \leq T_{1}: K_{1} \cdot T_{2}$. By the definition of plus,

$$
\begin{aligned}
& \text { plus }_{\Gamma_{1}, X \leq T_{X} K_{X}, \Gamma_{2}}\left(\forall Y \leq T_{1}: K_{1} \cdot T_{2}\right) \\
& =\forall Y \leq \text { plus }_{\Gamma_{1}, \leq T_{X}} K_{X}, \Gamma_{2}\left(T_{1}\right): K_{1}, p l u s_{\Gamma_{1}, X \leq T_{X}} K_{X}, \Gamma_{2}, Y \leq T_{1} K_{1}\left(T_{2}\right) .
\end{aligned}
$$

By generation for kinding (proposition 2.4.6),

$$
\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2}, Y \leq T_{1}: K_{1} \vdash T_{2} \in \star,
$$

and, since $X \notin \operatorname{FTV}\left(\Gamma_{2}, Y \leq T_{1}: K_{1}\right) \cup \operatorname{FTV}\left(T_{2}\right)$, by the induction hypothesis,

$$
\begin{aligned}
& \forall Y \leq \text { plus }_{\Gamma_{1}, \leq T_{X} K_{X}, \Gamma_{2}}\left(T_{1}\right) \cdot K_{1}, p l u s_{\Gamma_{1}, X \leq T_{X} K_{X}, \Gamma_{2}, Y \leq T_{1} K_{1}}\left(T_{2}\right) \\
& =\forall Y \leq \text { plus }_{\Gamma_{1}, \leq T_{X} K_{X}, \Gamma_{2}}\left(T_{1}\right): K_{1}, p l u s_{\Gamma_{1}, \Gamma_{2}, Y \leq T_{1} K_{1}}\left(T_{2}\right) .
\end{aligned}
$$

By lemma 2.4.1,

$$
\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2}, Y \leq T_{1}: K_{1} \vdash \mathrm{ok}
$$

by syntax directedness of context judgements (lemma 2.4.2(1)),

$$
\Gamma_{1}, X \leq T_{X}: K_{X}, \Gamma_{2} \vdash T_{1} \in K_{1} .
$$

Since $X \notin \operatorname{FTV}\left(\Gamma_{2}\right) \cup \operatorname{FTV}\left(T_{1}\right)$, by the induction hypothesis,

$$
\begin{aligned}
& \forall Y \leq \text { plus }_{\Gamma_{1}, \leq T_{X} K_{X}, \Gamma_{2}}\left(T_{1}\right): K_{1}, p l u s_{\Gamma_{1}, \Gamma_{2}, Y \leq T_{1} K_{1}}\left(T_{2}\right) \\
& =\forall Y \leq{ }^{\text {plus }}{ }_{\Gamma_{1}, \Gamma_{2}}\left(T_{1}\right): K_{1}, p l u s_{\Gamma_{1}, \Gamma_{2}, Y \leq T_{1} K_{1}}\left(T_{2}\right) \\
& =\text { plus }_{\Gamma_{1}, \Gamma_{2}}\left(\forall Y \leq T_{1}: K_{1}, T_{2}\right) .
\end{aligned}
$$

For all the other cases, the result follows by straightforward application of the induction hypothesis, using generation for kinding (proposition 2.4.6).
2. the definition of plus does not depend on the assumptions of term variables.

Lemma 3.5.10 (Weakening for plus) If $\Gamma^{\prime} \vdash$ ok, $\Gamma \subseteq \Gamma^{\prime}$, and $\Gamma \vdash S \in K$, then $p l u s_{\Gamma}(S)=p l u s_{\Gamma^{\prime}}(S)$.

Proof: The assumptions ensure that $\operatorname{plus}_{\Gamma}(S)$ is defined, so we can proceed by induction on the number of unfolding steps of the definition of plus. We proceed by case analysis on the form of $S$.
$S \equiv X$. By generation for kinding (proposition 2.4.6) and the fact that $\Gamma \subseteq \Gamma^{\prime}$,

$$
\begin{aligned}
& \Gamma \equiv \Gamma_{1}, X \leq T: K, \Gamma_{2} \quad \text { and } \\
& \Gamma^{\prime} \equiv \Gamma_{1}^{\prime}, X \leq T: K, \Gamma_{2}^{\prime}
\end{aligned}
$$

There are two cases to consider.

1. If $\Gamma_{1} \equiv \Gamma_{1}^{\prime}$, then the result follows by the definition of plus.
2. If $\Gamma_{1} \not \equiv \Gamma_{1}^{\prime}$, then $\Gamma_{1} \subseteq \Gamma_{1}^{\prime} \cup \Gamma_{2}^{\prime}$. By the definition of plus,

$$
p l u s_{\Gamma}(X)=X+p l u s_{\Gamma_{1}}(T)
$$

By lemmas 2.4.1 and 2.4.2(1), it follows that $\Gamma_{1} \vdash T \in K$. Hence, by the induction hypothesis,

$$
X+p l u s_{\Gamma_{1}}(T)=X+p l u s_{\Gamma^{\prime}}(T)
$$

Since $\Gamma^{\prime} \vdash$ ok, from lemma 2.4.2(1), it follows that $\Gamma_{1}^{\prime} \vdash T \in K$. Consequently, $\left(\{X\} \cup \mathrm{FTV}\left(\Gamma_{2}^{\prime}\right)\right) \cap \mathrm{FTV}(T)=\emptyset$ by the free variables lemma (lemma 2.4.3). Hence, starting from the last declaration in $\Gamma_{2}^{\prime}$, we can iterate the strengthening lemma for plus (lemma 3.5.9 items 1 and 2) to obtain

$$
X+p l u s_{\Gamma^{\prime}}(T)=X+p l u s_{\Gamma_{1}^{\prime}}(T)=p l u s_{\Gamma^{\prime}}(X)
$$

$S \equiv \forall X \leq T_{1}: K_{1} . T_{2}$. By the definition of plus,

$$
p l u s_{\Gamma}\left(\forall X \leq T_{1}: K_{1} \cdot T_{2}\right)=\forall X \leq p l u s_{\Gamma}\left(T_{1}\right): K_{1} \cdot p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right)
$$

By generation for kinding (proposition 2.4.6) and lemmas 2.4.1 and 2.4.2(1), it follows that $\Gamma \vdash T_{1} \in K_{1}$. Then, by the induction hypothesis,
$\forall X \leq p l u s_{\Gamma}\left(T_{1}\right): K_{1}, p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right)=\forall X \leq p l u s_{\Gamma^{\prime}}\left(T_{1}\right): K_{1}, p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right)$. By generation for kinding, $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. By weakening for kinding (lemma 2.4.4), $\Gamma^{\prime} \vdash T_{1} \in K_{1}$, and, by C-TVAR, $\Gamma^{\prime}, X \leq T_{1}: K_{1} \vdash$ ok. Applying again the induction hypothesis, it follows that

$$
\begin{aligned}
& \forall X \leq p l u s_{\Gamma^{\prime}}\left(T_{1}\right): K_{1} \cdot p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right) \\
& =\forall X \leq p l u s_{\Gamma^{\prime}}\left(T_{1}\right): K_{1} \cdot p l u s_{\Gamma^{\prime}, X \leq T_{1}: K_{1}}\left(T_{2}\right) \\
& =p l u s_{\Gamma^{\prime}}\left(\forall X \leq T_{1}: K_{1} \cdot T_{2}\right) .
\end{aligned}
$$

$S \equiv \Lambda X: K . T$. By the definition of plus,

$$
\operatorname{plus}_{\Gamma}(\Lambda X: K . T)=\Lambda X: K . p l u s_{\Gamma, X: K}(T) .
$$

By K-Meet, it follows that $\Gamma^{\prime} \vdash T^{K} \in K$, and, by C-TVar, $\Gamma^{\prime}, X \leq T^{K}: K \vdash$ ok. Finally, the result follows by the induction hypothesis.

In all other cases, the proof follows by straightforward application of the induction hypothesis.

The operation plus does not have the usual properties under substitution; as following example shows, the equality

$$
\operatorname{plus}_{\Gamma_{1}, X \leq s: K_{1}, \Gamma_{2}}\left(T_{2}\right)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]=p l u s_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right]}\left(T_{2}\left[X \leftarrow T_{1}\right]\right)
$$

does not hold in general.
Example 3.5.11 Consider the case where

$$
\Gamma_{1} \equiv Y \leq T^{*}: \star, \quad \Gamma_{2} \equiv \emptyset, \quad S \equiv Y, \quad T_{1} \equiv Y, \quad \text { and } \quad T_{2} \equiv X .
$$

Then

$$
\begin{aligned}
\operatorname{plus}_{Y \leq T^{\star}: \star, X \leq Y: \star}(X)\left[X \leftarrow p l u s_{Y \leq T^{\star}: \star}(Y)\right] & =\left(X+Y+T^{\star}\right)\left[X \leftarrow\left(Y+T^{\star}\right)\right] \\
& =Y+T^{\star}+Y+T^{\star} .
\end{aligned}
$$

On the other hand,

$$
\operatorname{plus}_{Y \leq T^{\star}: \star}(X[X \leftarrow Y])=p l u s_{Y \leq T^{\star} ;}(Y)=Y+T^{\star} .
$$

We therefore need a lemma which says that the well-typed types are wellbehaved under substitution with respect to the plus operation.

Lemma 3.5.12 (Substitution for plus) If $\Gamma_{1}, X \leq S: K_{1}, \Gamma_{2} \vdash T_{2} \in K_{2}$ and $\Gamma_{1} \vdash$ $T_{1} \in K_{1}$, then

$$
\text { plus }_{\Gamma_{1}, X \leq S: K_{1}, \Gamma_{2}}\left(T_{2}\right)\left[X \leftarrow \text { plus }_{\Gamma_{\Gamma_{1}}}\left(T_{1}\right)\right] \rightarrow \beta \wedge+\text { plus }_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{2}\right]}\left(T_{2}\left[X \leftarrow T_{1}\right]\right) .
$$

Proof: By induction on the size of the derivation of $\Gamma_{1}, X \leq S: K_{1}, \Gamma_{2} \vdash T_{2} \in K_{2}$. We proceed by case analysis on the form of $T_{2}$.
$T_{2} \equiv Y$. By the free variables lemma (lemma 2.4.3), $Y \in \operatorname{dom}\left(\Gamma_{1}, X \leq S: K_{1}, \Gamma_{2}\right)$. Then there are three cases to consider.

$$
\begin{aligned}
& Y \in \operatorname{dom}\left(\Gamma_{1}\right) \text {. Let } \Gamma_{1} \equiv \Delta_{1}, Y \leq U: K, \Delta_{2} \text {. Then } \\
& \text { plus }_{\Gamma_{1}, X \leq s: K_{1}, \Gamma_{2}}(Y)\left[X \leftarrow \text { plus }{\Gamma_{\Gamma_{1}}}\left(T_{1}\right)\right] \text {, } \\
& \text { by the definitions of plus and substitution, } \\
& =Y+\left(\text { plus }_{\Delta_{1}}(U)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]\right) \\
& \text { since } X \notin \operatorname{FTV}(U) \cup \operatorname{FTV}\left(\Delta_{1}\right), X \notin \operatorname{FTV}\left(\text { plus }_{\Delta_{1}}(U)\right) \text {. } \\
& =Y+{ }^{l}{ }^{l u s_{\Delta_{1}}}(U) \text {, } \\
& =\text { plus }_{\Gamma_{1}, \Gamma_{2}\left[X-T_{1}\right]}\left(Y\left[X \leftarrow T_{1}\right]\right) \text {. }
\end{aligned}
$$

$$
Y \equiv X . \text { Then }
$$

$$
\operatorname{plus}_{\Gamma_{1}, X \leq s: K_{1}, \Gamma_{2}}(X)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]
$$

by the definitions of $p l u s$ and substitution,
$=p l u s_{\Gamma_{1}}\left(T_{1}\right)+\left(p l u s_{\Delta_{1}}(U)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]\right)$, $\rightarrow+$ plus $_{\Gamma_{1}}\left(T_{1}\right)$.
On the other hand, plus $\Gamma_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right]}\left(X\left[X \leftarrow T_{1}\right]\right)$ $=p l u s_{\Gamma_{2}, \Gamma_{2}\left[X-T_{1}\right]}\left(T_{1}\right)$,
since $\operatorname{FTV}\left(T_{1}\right) \cup \operatorname{dom}\left(\Gamma_{1}\right)$, by strengthening for $p l u s(3.5 .9)$, $=$ plus $_{\Gamma_{1}}\left(T_{1}\right)$.
$Y \in \operatorname{dom}\left(\Gamma_{2}\right)$ Let $\Gamma_{2} \equiv \Delta_{1}, Y \leq U: K, \Delta_{2}$. Then plus $_{\Gamma_{1}, X \leq s: K_{1}, \Gamma_{2}}(Y)\left[X \leftarrow p l u s_{\Gamma_{2}}\left(T_{1}\right)\right]$,
by the definitions of plus and substitution,
$=Y+\left(p l u s_{\Gamma_{1}, X \leq s: K_{1}, \Delta_{1}}(U)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]\right)$,
by generation (2.4.6) and the induction hypothesis,
$\rightarrow \beta_{\wedge}+Y+p^{l u s_{\Gamma_{1}}, \Delta_{1}\left[X-T_{1}\right]}\left(U\left[X \leftarrow T_{1}\right]\right)$,
$=\operatorname{plus}_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right]}\left(Y\left[X \leftarrow T_{1}\right]\right)$.
$T_{2} \equiv \forall Y \leq S_{1}: K . S_{2}$. Let $\Gamma \equiv \Gamma_{1}, X \leq S: K_{1}, \Gamma_{2}$. Then

$$
\operatorname{plus}_{\Gamma_{\Gamma}}\left(\forall Y \leq S_{1}: K . S_{2}\right)\left[X \leftarrow \text { plus } s_{\Gamma_{1}}\left(T_{1}\right)\right],
$$

by the definitions of plus and substitution, $=\forall Y \leq p l u s_{\Gamma}\left(S_{1}\right)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]: K \cdot p l u s_{\Gamma, Y \leq s_{1}: K}\left(S_{2}\right)\left[X \leftarrow p l u s_{\Gamma_{1}}\left(T_{1}\right)\right]$,
by generation (proposition 2.4.6) and the induction hypothesis, $\rightarrow \beta_{\wedge} \forall \forall$ Splus $_{T_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right]}\left(S_{1}\left[X \leftarrow T_{1}\right]\right): K$.

$$
\text { plus }_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right], Y \leq S_{1}\left[X \leftarrow T_{1}\right]: K}\left(S_{2}\left[X \leftarrow T_{1}\right]\right)
$$

by the definitions of plus and substitution,
$=$ plus $_{\Gamma_{1}, \Gamma_{2}\left[X \leftarrow T_{1}\right]}\left(\left(\forall Y \leq S_{1}: K . S_{2}\right)\left[X \leftarrow T_{1}\right]\right)$.
Other cases. All the other cases are similar to the case $T_{2} \equiv \forall Y \leq S_{1}: K . S_{2}$.
Lemma 3.5.13 (Monotonicity of plus with respect to $\rightarrow_{\beta \wedge}$ ) If $\Gamma \vdash T \in K$, then

1. $\Gamma \rightarrow_{\beta \wedge} \Gamma^{\prime}$ implies plus $\Gamma_{\Gamma}(T) \rightarrow_{\beta \wedge+}$ plus $_{\Gamma^{\prime}}(T)$.
2. $T \rightarrow_{\beta \wedge} T^{\prime}$ implies plus $S_{\Gamma}(T) \rightarrow_{\beta \wedge+}{ }^{>0}{ }^{p l u s_{\Gamma}}\left(T^{\prime}\right)$.

Proof: By simultaneous induction on the size of the derivation of $\Gamma \vdash T \in K$. We proceed by case analysis on the form of $T$.

1. $\Gamma \rightarrow_{\beta \Lambda} \Gamma^{\prime}$.
$T \equiv X$. Let $\Gamma \equiv \Gamma_{1}, X \leq S: K_{1}, \Gamma_{2}$. Then we have to consider three cases.
(a) $\Gamma_{1} \rightarrow_{\beta \wedge} \Gamma_{1}^{\prime}$. Then plus $s_{\Gamma}(X)=X+$ plus $_{\Gamma_{1}}(S)$
by lemma 2.4.2 and part (1) of the induction hypothesis, $\rightarrow \beta \wedge X+$ plus $_{\Gamma_{1}^{\prime}}(S)=p l u s_{\Gamma_{1}^{\prime}}(X)$.
(b) $S \rightarrow_{\beta \wedge} S^{\prime}$. By lemma 2.4.2 and part (2) of the induction hypothesis.
(c) $\Gamma_{2} \rightarrow_{\beta \wedge} \Gamma_{2}^{\prime}$. By the definition of plus.
$T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}$. By generation for kinds (proposition 2.4.6), there are proper subderivations of $\Gamma \vdash T_{1} \in K_{1}$ and $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. Then, by part (1) of the induction hypothesis, it follows that

$$
\begin{array}{rll}
\text { plus } s_{\Gamma}\left(T_{1}\right) & \rightarrow \beta \wedge & p^{\prime} u s_{\Gamma^{\prime}}\left(T_{1}\right), \text { and } \\
\text { plus }_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right) & \rightarrow \beta \wedge & \text { plus }_{\Gamma^{\prime}, X \leq T_{1}: K_{1}}\left(T_{2}\right) .
\end{array}
$$

The result follows by the definitions of plus and $\rightarrow_{\beta \wedge}$.
Other cases. The rest of the cases are similar to the case $T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}$, using generation for kinding (proposition 2.4.6) and part 1 of the induction hypothesis.
2. $T \rightarrow_{\beta \wedge} T^{\prime}$.
$T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}$. We have to consider three cases.
(a) $T_{1} \rightarrow_{\beta \wedge} T_{1}^{\prime}$. By generation for kinding (proposition 2.4.6), there are proper subderivations of $\Gamma \vdash T_{1} \in K_{1}$ and $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. Then, by parts (2) and (1) of the induction hypothesis respectively, it follows that

$$
\begin{aligned}
& \text { plus } s_{\Gamma}\left(T_{1}\right) \rightarrow \rightarrow_{\beta \wedge}>0 \text { plus } s_{\Gamma}\left(T_{1}^{\prime}\right) \text {, and } \\
& \text { plus } s_{\Gamma, X \leq T_{1}: K_{1}}\left(T_{2}\right) \rightarrow \beta \wedge \quad \text { plus } \Gamma_{T, X \leq T_{1}^{\prime}: K_{1}}\left(T_{2}\right) .
\end{aligned}
$$

The result follows by the definitions of plus and $\rightarrow_{\beta \wedge}$.
(b) $T_{2} \rightarrow_{\beta \Lambda} T_{2}^{\prime}$. By part (2) of the induction hypothesis.
(c) $\forall X \leq T_{1}: K_{1} \cdot \wedge^{\star}\left[S_{1} . . S_{n}\right] \rightarrow_{\beta \wedge} \wedge^{*}\left[\forall X \leq T_{1}: K_{1} . S_{1} . . \forall X \leq T_{1}: K_{1} \cdot S_{n}\right]$.

$$
\begin{aligned}
& \operatorname{plu}_{\mathrm{T}}\left(\forall X \leq T_{1}: K_{1} \cdot \Lambda^{\star}\left[S_{1} . . S_{n}\right]\right) \\
& =\forall X \leq \operatorname{plus}_{\Gamma}\left(T_{1}\right): K . \wedge^{*}\left[p \text { plus }_{\Gamma, X \leq T_{1}: K_{1}}\left(S_{1}\right) . . \text { plus } s_{\Gamma, X \leq T_{1}: K_{1}}\left(S_{n}\right)\right] \\
& \rightarrow \beta \wedge+\Lambda^{*}\left[\forall X \leq \text { plus }_{\Gamma}\left(T_{1}\right): K . p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(S_{1}\right) . .\right. \\
& \text {.. } \left.\forall X \leq \text { plus }_{\Gamma}\left(T_{1}\right): K . p l u s_{\Gamma, X \leq T_{1}: K_{1}}\left(S_{n}\right)\right] \\
& =p l u s_{\Gamma}\left(\wedge^{*}\left[\forall X \leq T_{1}: K_{1} \cdot S_{1} . \forall X \leq T_{1}: K_{1} \cdot S_{n}\right]\right)
\end{aligned}
$$

$T \equiv T_{1} T_{2}$. We have to consider four cases.
(a) $T_{1} \rightarrow_{\beta \wedge} T_{1}^{\prime}$,
(b) $T_{2} \rightarrow_{\beta \wedge} T_{2}^{\prime}$,
(c) $T \equiv \wedge^{\star}\left[S_{1} . . S_{n}\right]$ and $\wedge^{\star}\left[S_{1} . . S_{n}\right] T_{2} \rightarrow_{B \wedge} \wedge^{\star}\left[S_{1} T_{2} . . S_{n} T_{2}\right]$.
(d) $T \equiv \Lambda X: K . S_{1}$ and $\left(\Lambda X: K . S_{1}\right) T_{2} \rightarrow \beta \wedge S_{1}\left[X \leftarrow T_{2}\right]$

Cases $2 \mathrm{a}, 2 \mathrm{~b}$, and 2 c follow using similar arguments to those used for the case $T \equiv \forall X \leq T_{1}: K_{1} . T_{2}$. Consider case 2 d .

$$
\begin{aligned}
& \text { plus }{ }_{\Gamma}\left(\left(\Lambda X: K . S_{1}\right) T_{2}\right) \\
& =\left(\Lambda X: K . p l u s_{\Gamma, X \leq T^{K}: K}\left(S_{1}\right)\right) p l u s_{\Gamma}\left(T_{2}\right) \\
& \rightarrow_{\beta \wedge} p^{p l u s_{\Gamma}, X \leq T^{K}: K}{ }_{K}\left(S_{1}\right)\left[X \leftarrow \text { plus } \boldsymbol{s}_{\Gamma}\left(T_{2}\right)\right], \\
& \text { by lemma 3.5.12, } \\
& \rightarrow \beta \wedge+p l u s_{\Gamma}\left(\mathcal{S}_{1}\left[X \leftarrow T_{2}\right]\right) .
\end{aligned}
$$

Other cases. The rest of the cases follows using a similar argument to the one used in the case $T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}$.

Lemma 3.5.14 Let $l u b_{\Gamma}(S)$ be defined and $\Gamma \vdash S \in K$. Then $p l u s_{\Gamma}(S) \rightarrow+>0$ plus $s_{\Gamma}\left(l u b_{\Gamma}(S)\right)$.

Proof: By induction on the structure of $S$. Since $l u b_{\Gamma}(S)$ is defined, it is enough to consider the following two cases.
$S \equiv X$. Let $\Gamma \equiv \Gamma_{1}, X \leq T: K, \Gamma_{2}$.

$$
\begin{aligned}
\operatorname{plus}_{\Gamma}(X) & =X+p l u s_{\Gamma_{1}}(T) \\
& =X+p l u s_{\Gamma}(T) \quad \text { by weakening (lemma 3.5.10) } \\
& \rightarrow+p l u s_{\Gamma}(T) \\
& =p l u s_{\Gamma}\left(l u b_{\Gamma}(X)\right)
\end{aligned}
$$

$S \equiv A T$. By the induction hypothesis.
Our measure to show the well-foundedness of $\operatorname{Alg} F_{\wedge}^{\omega}$ considers the $\beta \wedge+$-reduction paths of the plus versions of the types in the subtyping judgements. As we mentioned before, in AlgS-TVar and AlgS-OApp the types appearing in the hypothesis may be larger than those in their conclusions. Therefore, the well foundedness of the $A l g F_{\wedge}^{\omega}$ relation is not immediate. The next corollary gathers the previous results to serve our purposes.

Corollary 3.5.15

1. If $\Gamma \vdash X \in K$, then $p l u s_{\Gamma}(X) \rightarrow{ }_{\beta \wedge+}>0{ }^{p l u s_{\Gamma}}(\Gamma(X))$.
2. If $\Gamma \vdash A T \in K$ then $p l u s_{\Gamma}(A T) \rightarrow \beta_{\beta+}>0{ }^{p l u s_{\Gamma}}\left(l u b_{\Gamma}(A T)^{n f}\right)$.

Proor: Item 1 is a particular case of the previous lemma (lemma 3.5.14), and item 2 is a consequence of lemma 3.5 .14 and the monotonicity of plus with respect to $\rightarrow$ $\beta_{\text {^t }}$ (3.5.13(2)).

Finally, we can define our measure.

1. $w e i g h t\left(\Gamma \vdash_{A l g} S \leq T\right)=<\max -\operatorname{red}\left(p l u s_{\Gamma}(S)\right)+\max -\operatorname{red}\left(p l u s_{\Gamma}(T), \operatorname{size} e_{j}(\Gamma \vdash\right.$ $S \leq T)$ ) $>$,
2. weight $(\Gamma \vdash T \in K)=\langle 0,0\rangle$,
where max-red $(S)$ is the length of a maximal $\beta \wedge+$-reduction path starting from $S$, and $s i z e_{j}$ is defined in definition 2.4.8.

Pairs are ordered lexicographically. Note that $\langle 0,0\rangle$ is the least weight.
Proposition 3.5.17 (Well-foundedness of $A \lg F_{\wedge}^{\omega}$ ) If $\frac{J_{1} . . J_{n}}{J}$ is an $A l g F_{\wedge}^{\omega}$ rule, then $w e i g h t\left(J_{i}\right)<w e i g h t(J)$, for each $i \in\{1 . . n\}$.

Proof: By inspection of the rules of $A l g F_{\wedge}^{\omega}$.
Finally, we can state our main result.
Theorem 3.5.18 (Decidability of subtyping in $F_{\Lambda}^{w}$ )
For any context $\Gamma$ and for any two types $S$ and $T$, it is decidable whether $\Gamma \vdash S \leq T$.

### 3.6 Our decidability proof and full $F_{\leq}$

In the introduction to chapter 2 we mentioned that subtyping in $F_{\leq}$, a secondorder $\lambda$-calculus with bounded quantification defined by Curien and Ghelli in 1989, is undecidable. A question that comes to mind is: if we try to apply our proof of the decidability of subtyping in $F_{\wedge}^{\omega}$ to $F_{\leq}$, where will it fail?

If we consider the algorithm for the subtyping relation in [Ghe90], the place where our proof does not go through is when we try to prove that the algorithm terminates by calculating the maximal length of the plus versions of the types in the rule for subtyping quantified types. Remember that the subtyping rule for quantified types in full $F_{\leq}$is:

$$
\frac{\Gamma \vdash T_{1} \leq S_{1} \quad \Gamma, X \leq T_{1} \vdash S_{2} \leq T_{2}}{\Gamma \vdash \forall X \leq S_{1} \cdot S_{2} \leq \forall X \leq T_{1} \cdot T_{2}}
$$

Consider now the following case.

$$
\begin{aligned}
& \Gamma \equiv Y_{4} \leq T^{\star}, Y_{3} \leq Y_{4}, Y_{2} \leq Y_{3}, Y_{1} \leq Y_{2}, \\
& T_{1} \equiv Y_{1}, \\
& S_{1} \equiv T^{\star}, \\
& T_{2} \equiv X \rightarrow X, \quad \text { and } \\
& S_{2} \equiv X \rightarrow X .
\end{aligned}
$$

The plus versions of the types in the subtyping statements of this example are as follows.

$$
\begin{aligned}
& \text { plus }_{\Gamma, X \leq Y_{1}}\left(S_{2}\right) \equiv\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right) \rightarrow\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right) \\
& \text { plus }_{\Gamma, X \leq Y_{1}}\left(T_{2}\right) \equiv\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right) \rightarrow\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right) \\
& \text { plus }_{\Gamma}\left(\forall X \leq S_{1} \cdot S_{2}\right) \equiv \forall X \leq T^{\star} .\left(X+T^{\star}\right) \rightarrow\left(X+T^{\star}\right) \\
& \text { plus }_{\Gamma}\left(\forall X \leq T_{1} \cdot T_{2}\right) \equiv \forall X \leq Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star} . \\
& \qquad\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right) \rightarrow\left(X+Y_{1}+Y_{2}+Y_{3}+Y_{4}+T^{\star}\right)
\end{aligned}
$$

The length of a maximal + -reduction in each case is:

$$
\begin{array}{ll}
\max -\operatorname{red}\left(\text { plus }_{\Gamma_{,}, x \leq Y_{1}}\left(S_{2}\right)\right) & =10 \\
\max -\operatorname{red}\left(p l \text { plus }_{\Gamma}, x \leq Y_{1}\left(T_{2}\right)\right) & =10 \\
\max -\operatorname{red}\left(p l u s_{\Gamma}\left(\forall X \leq S_{1} \cdot S_{2}\right)\right) & =2 \\
\max -\operatorname{red}\left(p l u s_{\Gamma}\left(\forall X \leq T_{1} \cdot T_{2}\right)\right) & =14 .
\end{array}
$$

The weight of the conclusion $\Gamma \vdash \forall X \leq S_{1} . S_{2} \leq \forall X \leq T_{1} . T_{2}$, as defined in definition 3.5.16, is smaller than the weight of the hypothesis $\Gamma, X \leq T_{1} \vdash S_{2} \leq T_{2}$, because the maximal length of a + -reduction starting from the plus version of the conclusion is shorter than the maximal length of a +-reduction starting from the plus version of that hypothesis. To be more precise,

$$
\begin{aligned}
\max -\operatorname{red}\left(p l u s_{\Gamma}\left(\forall X \leq S_{1} . S_{2}\right)\right) & +\max -\operatorname{red}\left(p l u s_{\Gamma}\left(\forall X \leq T_{1}, T_{2}\right)\right) \\
& < \\
\max -\operatorname{red}\left(\text { plus }_{\Gamma_{\Gamma}, X \leq Y_{1}}\left(S_{2}\right)\right) & +\max -\operatorname{red}\left(p l u s_{\Gamma, X \leq Y_{1}}\left(T_{2}\right)\right) .
\end{aligned}
$$

## Chapter 4

## Typing in $F_{\wedge}^{\omega}$

### 4.1 Type checking and type inference

Given a context $\Gamma$, a term $e$, and a type $T$, type checking consists of analyzing whether the judgement $\Gamma \vdash e \in T$ is derivable from a given set of inference rules. Type checking algorithms for lambda calculi, unless they are formulated using Gentzen's sequent calculus style, involve guessing the type of subterms. For example, when $e$ is $e_{1} e_{2}$, the type of $e_{2}$ is not necessarily a subexpression of $T$, and in order to corroborate or to refute the assertion $\Gamma \vdash e \in T$ we need to infer a type for $e_{2}$.

In this section, we present an algorithm for inferring minimal types in $F_{\wedge}^{\omega}$. Given $\Gamma$ and $e$, the type $S$ constructed by the algorithm is a subtype of every $T$ such that $\Gamma \vdash e \in T$. In this way, we reduce the problem of whether $\Gamma \vdash e \in T$ to that of inferring a type $S$ such that $\Gamma \vdash e \in S$ and $\Gamma \vdash S \leq T$. Solving this problem involves not only the typing rules but all the inference rules of $F_{\wedge}^{\omega}$ : the rule TSubsumption depends on a subtyping judgement, the rule T-Var depends on an ok judgement, and the ok judgements depend on kinding judgements. Consequently, type checking uses the full power of the $F_{\wedge}^{\omega}$ system.

As an example, consider type checking the following judgement:

$$
\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash f a \in T_{2} .
$$

The application $f a$ can only be formed if $f$ has an arrow type. Using T-Var we can assign type $X$ to $f$, which means that in order to obtain an arrow type for $f$ we have to replace $X$ by its bound, which has the right form. Observe how this replacement is performed by T-Subsumption in the following derivation.

$$
\begin{gathered}
\frac{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash \mathrm{ok}}{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash f \in X} \frac{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash \mathrm{ok}}{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash X \leq T_{1} \rightarrow T_{2}} \\
\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash f \in T_{1} \rightarrow T_{2} \\
\text { T-SuB } \\
\frac{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash f \in T_{1} \rightarrow T_{2}}{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash f a \in T_{2}} \frac{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: T_{1} \vdash \text { ok }}{\Gamma, f} T_{2}, f: X, a: T_{1} \vdash a \in T_{1} \\
\text { T-APP }
\end{gathered}
$$

Note that, in the presence of T-Subsumption, we may actually perform the application when the type of $a$ is a subtype of $T_{1}$. Namely, if

$$
\frac{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: U_{1} \vdash a \in U_{1} \quad \Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: U_{1} \vdash U_{1} \leq T_{1}}{\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: U_{1} \vdash a \in T_{1}} \text { т-SUB }
$$

Moreover, we may want to check whether

$$
\Gamma, X \leq T_{1} \rightarrow T_{2}, f: X, a: U_{1} \vdash f a \in U_{2}
$$

where $T_{2}$ is a subtype of $U_{2}$.
The situation gets more complicated if $f$ has an intersection type. Suppose that

$$
\Gamma, X \leq T_{1} \rightarrow T_{2}, Y \leq S_{1} \rightarrow S_{2}, f: X \wedge Y \wedge \forall Z \leq V_{1}: K . V_{2}, a: U_{1} \vdash f a \in U_{2},
$$

where $U_{1}$ is a subtype of $T_{1}$ and $S_{1}$. An algorithm should not consider the type $\forall Z \leq V_{1}: K . V_{2}$ for $f$ since, in this case, $f$ is applied to a term and not to a type. Then it has to replace $X$ and $Y$ by their bounds, $T_{1} \rightarrow T_{2}$ and $S_{1} \rightarrow S_{2}$. Moreover, given that the type of $a, U_{1}$, is a subtype of both $S_{1}$ and $T_{1}$, it should check whether $S_{2} \wedge T_{2}$ is a subtype of $U_{2}$.

Another source of problems in the search for an algorithmic presentation of the typing rules is that types may not be in normal form. Consider the judgement

$$
\begin{equation*}
\Gamma, X \leq T_{1} \rightarrow T_{2}, Z \leq \Lambda Y: \star . Y, f: Z X, a: T_{1} \vdash f a \in T_{2}, \tag{4.1}
\end{equation*}
$$

In order to type the application, $f$ should be assigned type $T_{1} \rightarrow T_{2}$. To do that, $Z$ should be replaced by its bound in $Z X$. This replacement produces a type which is not in normal form, so $\Lambda Y: \star . Y X$ has to be normalised to obtain $X$. Finally, $X$ is replaced by its bound and then the application can be typed.

The main new source of difficulty is the interaction between the need for normalization and the presence of intersection types.

An algorithm to infer types should proceed structurally on the form of the term whose type is to be inferred. This requires us to remove the rules which make our typing rules non-deterministic: we should eliminate T-Subsumption and T-Meet from the original presentation, and modify the other rules in such a way that we can still type the same set of terms.

We give some preliminary definitions and results before presenting the rules of our new system:

- We define the mapping $f u b$, which performs the "replacements" which we motivated with the previous examples.
- We define the function arrows, to filter arrow types in order to deal with term application.
- We define the function alls to filter polymorphic types to deal with type application.

The function lub (definition 3.1.3) is a partial function which is only defined for type variables and type applications. Here, we extend the definition of lub to intersection types in such a way that it is defined if the least upper bound is defined for at least one of the types in the intersection.

Definition 4.1.1 (Homomorphic extension of lub to intersections, lub*)

$$
\begin{aligned}
\operatorname{lu} b_{\Gamma}^{*}(X) & =\Gamma(X), \\
\operatorname{lu} b_{\Gamma}^{*}(S T) & =\operatorname{lu} b_{\Gamma}^{*}(S) T, \\
\operatorname{lu} b_{\Gamma}^{*}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right) & =\Lambda^{K}\left[T_{1}^{\prime} . . T_{n}^{\prime}\right], \quad \text { if } \exists i \in\{1 . . n\} \text { such that } \operatorname{lu} b_{\Gamma}^{*}\left(T_{i}\right) \downarrow,
\end{aligned}
$$

where $T_{i}^{\prime \prime}$ is $l u b_{\Gamma}^{*}\left(T_{i}\right)$, if $l u b_{\Gamma}^{*}\left(T_{i}\right) \downarrow$, and $T_{i}$ otherwise.
Lemma 4.1.2 If $l u b_{\Gamma}^{*}(T)$ is defined, then $\Gamma \vdash T \leq l u b_{\Gamma}^{*}(T)$.
Proof: By induction on the complexity of $T$, using corollary 2.4.15.
Lemma 4.1.3 Let $l u b_{\Gamma}^{*}(T)$ be defined and $\Gamma \vdash T \in K$. Then $p l u s_{\Gamma}(T) \rightarrow \beta_{\beta+}>0$ plus $\left(l u b_{\Gamma}^{*}(T)\right)$.

Proof: The proof follows by induction on the structure of $T$. If $T \equiv X$ or $T \equiv S T$, then the argument is the same as in lemma 3.5.14. The case remaining to be checked is when $T \equiv \Lambda^{K}\left[T_{1} . . T_{n}\right]$. Then

$$
\begin{aligned}
p l u s_{\Gamma}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right) & =\Lambda^{K}\left[p l u s_{\Gamma}\left(T_{1}\right) . . p l u s_{\Gamma}\left(T_{n}\right)\right] \\
{p l u s_{\Gamma}}^{\left(l u b_{\Gamma}^{*}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right)\right)} & =\Lambda^{K}\left[p l u s_{\Gamma}\left(T_{1}^{\prime}\right) . . p l u s_{\Gamma}\left(T_{n}^{\prime}\right)\right],
\end{aligned}
$$

where $T_{1}^{\prime} \equiv T_{1}$ or $T_{i}^{\prime}=\operatorname{lu} b_{\Gamma}^{*}\left(T_{2}\right)$. Since $l u b_{\Gamma}^{*}(T)$ is defined, there exists $j \in\{1 . . n\}$ such that $l u b_{\Gamma}^{*}\left(T_{j}\right)$ is defined. Now, for every $k$ such that $\operatorname{lu} b_{\Gamma}^{*}\left(T_{k}\right)$ is defined, by the induction hypothesis, we have that

$$
p l u s_{\Gamma}\left(T_{k}\right) \rightarrow \beta \wedge+{ }^{>} p l u s_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T_{k}\right)\right) .
$$

Hence,

$$
p l u s_{\Gamma}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right) \rightarrow_{\beta \wedge t}>0{ }^{2} l u s_{\Gamma}\left(l u b_{\Gamma}^{*}\left(\Lambda^{K}\left[T_{1} . . T_{n}\right]\right)\right)
$$

We define the mapping $f l u b$ which given a type $T$ (and a context $\Gamma$ ) finds the smallest type larger than $T$ (with respect to the subtype relation) having structural information to perform an application.

Definition 4.1.4 (Functional Least Upper Bound) The functional least upper bound of a type $T$, in a context $\Gamma, f u b_{\Gamma}(T)$ is defined as follows.

$$
f u b_{\Gamma}(T)= \begin{cases}f u b_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T^{n f}\right)\right), & \text { if } l u b_{\Gamma}^{*}\left(T^{n f}\right) L ; \\ T^{n f}, & \text { otherwise. }\end{cases}
$$

The intuition behind the definition of the function $f u b$ is to find $T_{1} \rightarrow T_{2}$ starting form $Z X$ in the example 4.1 above. In other words, $f u b_{\mathrm{T}}(Z X)=T_{1} \rightarrow T_{2}$. For simplicity we assume $T_{1} \rightarrow T_{2}$ in normal form. Step by step,

$$
\begin{aligned}
f u b_{\Gamma}(Z X) & =f u b_{\Gamma}\left(l u b_{\Gamma}^{*}(Z X)\right) \\
& =f u b_{\Gamma}((\Lambda Y: K . Y) X) \\
& =f l u b_{\Gamma}\left(l u b_{\Gamma}^{*}\left(((\Lambda Y: K . Y) X)^{n f}\right)\right) \\
& =f l u b_{\Gamma}\left(l u b_{\Gamma}^{*}(X)\right) \\
& =f u b_{\Gamma}\left(T_{1} \rightarrow T_{2}\right) \\
& =T_{1} \rightarrow T_{2} .
\end{aligned}
$$

More generally, fub climbs the subtyping hierarchy until it finds an arrow, a quantifier, or an intersection of these two. To show that $f u b$ is well-defined we use a similar argument to that used in section 3.5 to show that the relation defined by $A l g F_{\wedge}^{\omega}$ is well-founded. We show in lemma 4.1.5 that a maximal $\beta \wedge+$-reduction path of the plus version of the argument of $f u b$ is strictly longer than a maximal $\beta \wedge+$-reduction path of the plus version of the argument of its recursive call.

Lemma 4.1.5 (Well-foundedness of fub)
If $\Gamma \vdash T \in K$, then $f u b_{\mathrm{r}}(T)$ is defined.
Proof: If $l u b_{\Gamma}^{*}\left(T^{n f}\right)$ is undefined, $f l u b$ terminates because $\rightarrow_{\beta \wedge}$ is strongly normalizing on well kinded types. Otherwise, define

$$
\operatorname{weight}^{\left(f u b_{\Gamma}(T)\right)=\max -\operatorname{red}\left(\operatorname{plus}_{\Gamma}(T)\right), ~, ~}
$$

where $\max -\mathrm{red}(S)$ is the length of a maximal $\beta \wedge+$-reduction path starting from $S$. Lemma 3.5.8 and the strong normalization property of $\rightarrow_{\beta \wedge+}$ imply that weight is well defined and always positive on well kinded types. Since $l u b_{\Gamma}^{*}\left(T^{n f}\right)$ is defined,

$$
\begin{array}{rll}
\operatorname{plus}_{\Gamma}(T) \xrightarrow{\rightarrow} \rightarrow \wedge_{+} & \operatorname{plus}_{\Gamma}\left(T^{n f}\right), & \text { by lemma 3.5.13(2), } \\
\rightarrow \beta \wedge+ & \operatorname{plus}_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T^{n f}\right)\right), & \text { by lemma 4.1.3. }
\end{array}
$$

Then the weight of the arguments of fub reduces in each recursive call, which proves that fub is well-founded.

Lemma 4.1.6 Let $\Gamma \vdash S, T \in \star$ and $S=\beta \wedge T$. Then $f u b_{\Gamma}(S) \equiv f u b_{\Gamma}(T)$.
Definition 4.1.7 (arrows and alls)

```
1. \(\operatorname{arrows}\left(T_{1} \rightarrow T_{2}\right)=\left\{T_{1} \rightarrow T_{2}\right\}\),
    \(\operatorname{arrows}\left(\wedge^{\star}\left[T_{1} . . T_{n}\right]\right)=\cup_{i \in\{1 . . n\}} \operatorname{arrows}\left(T_{i}\right)\),
    \(\operatorname{arrows}(T) \quad=\emptyset, \quad\) if \(T \not \equiv T_{1} \rightarrow T_{2}\) and \(T \not \equiv \wedge^{\star}\left[T_{1} . . T_{n}\right]\).
```

[^0]2. $\operatorname{alls}\left(\forall X \leq T_{1}: K . T_{2}\right)=\left\{\forall X \leq T_{1}: K . T_{2}\right\}$,
$\operatorname{alls}\left(\Lambda^{*}\left[T_{1} . . T_{n}\right]\right)=U_{1 \in\{1 . . n\}} \operatorname{alls}\left(T_{1}\right)$,
alls $(T) \quad=\emptyset, \quad$ if $T \not \equiv \forall X \leq T_{1}: K . T_{2}$ and $T \not \equiv \wedge^{\star}\left[T_{1} . . T_{n}\right]$.
The situation here is significantly more complex than in [Pie91] for $F_{\wedge}$, an extension of the second order $\lambda$-calculus. There it is enough to recursively search for arrows or polymorphic types in the context, because in $F_{\wedge}$ there is no reduction on types. The information to be searched for is explicit in the context, so the job done here by fub is simply an extra case in the definition of arrows and alls. Namely,
\[

$$
\begin{aligned}
\operatorname{arrows}(X) & =\operatorname{arrows}(\Gamma(X)) \quad \text { and } \\
\operatorname{alls}(X) & =\operatorname{alls}(\Gamma(X)) .
\end{aligned}
$$
\]

Moreover, to prove that fub is well-founded is similar for us in complexity to proving termination of subtype checking. The similarity comes from the fact that computing fub involves replacing variables by their bounds in a given context and normalizing with respect to $\rightarrow_{\beta \wedge}$, as in lemma 4.1.5. In contrast, in [Pie91] it is enough to observe that well-formed contexts cannot contain cycles of variable references.

Notation 4.1.8 We introduce a new notation for intersection types. We write $\Lambda^{K}[T \mid \phi(T)]$, meaning the intersection of all types $T$ such that $\phi(T)$ holds. Note that this is an alternative notation to $\Lambda^{K}\left[T_{1} . . T_{n}\right]$ such that $\phi\left(T_{7}\right)$ holds if and only if $i \in\{1 . . n\}$.

We can now define a type inference algorithm for $F_{\wedge}^{\omega}$.
Definition 4.1.9 (A type inference algorithm, inf)

$$
\begin{gather*}
\frac{\Gamma_{1}, x: T, \Gamma_{2} \vdash \mathrm{ok}}{\Gamma_{1}, x: T, \Gamma_{2} \vdash_{\mathrm{inf}} x \in T}  \tag{AT-VAR}\\
\frac{\Gamma, x: T_{1} \vdash_{\mathrm{nn}} e \in T_{2}}{\Gamma \vdash_{\text {in } f} \lambda x: T_{1} \cdot e \in T_{1} \rightarrow T_{2}}
\end{gather*}
$$

$$
\Gamma \vdash_{i n j} f \in T \quad \Gamma \vdash_{\text {inf }} a \in S
$$

$$
\begin{equation*}
\overline{\Gamma \vdash_{\imath n f} f a \in \wedge^{\star}\left[T_{\imath} \mid S_{\imath} \rightarrow T_{\imath} \in \operatorname{arrows}\left(f l u b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\imath}\right]} \tag{AT-APp}
\end{equation*}
$$

$$
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash_{\text {ınf }} e \in T_{2}}{\Gamma \vdash_{\text {inf }} \lambda X \leq T_{1}: K_{1} \cdot e \in \forall X \leq T_{1}: K_{1} \cdot T_{2}}
$$

$$
\Gamma \vdash_{\mathrm{inj}} f \in T
$$

$\overline{\Gamma \vdash_{\text {inf }} f S \in \wedge^{\star}\left[T_{\mathrm{i}}[X \leftarrow S] \mid \forall X \leq S_{\mathrm{i}}: K . T_{\mathrm{i}} \in \operatorname{alls}\left(f l u b_{\mathrm{T}}(T)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{i}}\right]}$

$$
\frac{\text { for all } i \in\{1 . . n\} \quad \Gamma \vdash_{ı n f} e\left[X \leftarrow S_{1}\right] \in T_{1}}{\Gamma \vdash_{ı n f} \text { for }\left(X \in S_{1} . . S_{n}\right) e \in \Lambda^{\star}\left[T_{1} . . \overline{T_{n}}\right]}
$$

The algorithmic information of rule AT-APP is that in order to find a type for $f a$ in $\Gamma$, we need to infer a type $S$ for $a$ and a type $T$ for $f$, and to take the intersection of all the $T_{1}^{\prime} s$ such that $T_{\mathbf{t}} \rightarrow S_{\mathbf{1}} \in \operatorname{arrows}\left(f u b_{\Gamma}(T)\right)$ and $\Gamma \vdash S \leq S_{1}$.

### 4.2 Minimal typing

In this section we show that $F_{\wedge}^{\omega}$ satisfies the minimal typing property (theorem 4.2.11). We first prove that the algorithm inf is sound with respect to $F_{\Lambda}^{w}$ : if $\Gamma \vdash_{\text {inf }} e \in T$, then $\Gamma \vdash e \in T$ (proposition 4.2.4). We then prove that every closed term is typeable using either set of typing rules (lemma 4.2.8). Finally, we prove that inf computes minimal types for $F_{\Lambda}^{\omega}$ terms (proposition 4.2.10).

Lemma 4.2.1 Let $\Gamma \vdash T \in \star$. Then $\Gamma \vdash T \leq f u b_{\Gamma}(T)$.
Proof: Since $f u b$ is well-founded, we can proceed by induction on the number of unfolding steps in $f u b_{\Gamma}(T)$. If $f u b_{\Gamma}(T)=T^{n f}$, the result follows by S-Conv. Otherwise, $f u b_{\Gamma}(T)=f u b_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T^{n f}\right)\right)$. By S-Conv,

$$
\Gamma \vdash T \leq T^{n f}
$$

By lemma 4.1.2,

$$
\Gamma \vdash T^{n f} \leq l u b_{\Gamma}^{*}\left(T^{n f}\right) .
$$

By the induction hypothesis,

$$
\Gamma \vdash l u b_{\Gamma}^{*}\left(T^{n f}\right) \leq f u b_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T^{n f}\right)\right) .
$$

Finally, by S-Trans, the result follows.

## Lemma 4.2.2 Let $\Gamma \vdash T \in \star$. Then

1. $\Gamma \vdash T \leq \wedge^{\star}\left[S \mid S \in \operatorname{arrows}\left(f u b_{\Gamma}(T)\right)\right]$.
2. $\Gamma \vdash T \leq \Lambda^{\star}\left[S \mid S \in \operatorname{alls}\left(f u b_{\Gamma}(T)\right)\right]$.

## Proof:

1. Using lemma 4.2.1, we reduce our problem to proving that

$$
\Gamma \vdash T \leq \wedge^{\star}[S \mid S \in \operatorname{arrows}(T)]
$$

which follows by induction on the structure of $T$.
2. Similar to 1 .

Lemma 4.2.3

1. If $\Gamma \vdash T \leq T_{1} \rightarrow T_{2}$, then $\Gamma \vdash \wedge^{*}\left[S \mid S \in \operatorname{arrows}\left(f u b_{\Gamma}(T)\right)\right] \leq T_{1} \rightarrow T_{2}$.
2. If $\Gamma \vdash T \leq \forall X \leq T_{1}: K . T_{2}$, then $\Gamma \vdash \wedge^{*}\left[S \mid S \in \operatorname{alls}\left(f l u b_{\Gamma}(T)\right)\right] \leq \forall X \leq T_{1}: K . T_{2}$.

## Proof:

1. By induction on the derivation of $\Gamma \vdash T \leq T_{1} \rightarrow T_{2}$. The last rule of a derivation of this subtyping statement can only be S-Conv, S-TVAR, STrans, or S-Meet-LB. The first three cases use similar arguments, therefore we consider here only the cases for S-Conv and S-Meet-LB.

S-Conv We are given that $T=\beta_{\wedge} T_{1} \rightarrow T_{2}$. By lemma 4.1.6 and the definition of $f u b$, we have that

$$
\begin{aligned}
\operatorname{arrows}\left(\text { flub }_{\Gamma}(T)\right) & =\operatorname{arrows}\left(f l u b_{\Gamma}\left(T_{1} \rightarrow T_{2}\right)\right), \\
& =\operatorname{arrows}\left(\left(T_{1} \rightarrow T_{2}\right)^{n f}\right)
\end{aligned}
$$

We now have two cases to analyze.
(a) If $\left(T_{1} \rightarrow T_{2}\right)^{n f}=T_{1}^{n f} \rightarrow T_{2}^{n f}$, then the result follows by S-MEET-LB and S-Conv.
(b) Otherwise, let $\left(T_{1} \rightarrow T_{2}\right)^{n f}=\Lambda^{\star}\left[T_{1}^{n f} \rightarrow U_{1} . . T_{1}^{n f} \rightarrow U_{n}\right]$, where $T_{2}^{n f}=$ $\wedge^{\star}\left[U_{1} . . U_{n}\right]$. Then, $\operatorname{arrows}\left(f u b_{\Gamma}(T)\right)=\left\{T_{1}^{n f} \rightarrow U_{1} . . T_{1}^{n j} \rightarrow U_{n}\right\}$.
Consequently,

$$
\wedge^{\star}\left[S \mid S \in \operatorname{arrows}\left(f u b_{\Gamma}(T)\right)\right]=\left(T_{1} \rightarrow T_{2}\right)^{n f},
$$ and the result follows by S-Conv.

S-Meet-LB We are given that

$$
\Gamma \vdash \wedge^{\star}\left[S_{1} . . T_{1} \rightarrow T_{2} . . S_{n}\right] \leq T_{1} \rightarrow T_{2} .
$$

By the definition of fub,

$$
\begin{aligned}
& f u b_{\Gamma}\left(\Lambda^{\star}\left[S_{1} \ldots T_{1} \rightarrow T_{2} . . S_{n}\right]\right) \\
& =\Lambda^{\star}\left[\ldots . T_{1}^{n j} \rightarrow A_{1} . . T_{1}^{n j} \rightarrow A_{m} \ldots . .\right.
\end{aligned}
$$

where $T_{2}^{\text {nf }}=\Lambda^{*}\left[A_{1} . . A_{m}\right] \quad$ or

$$
T_{2}^{n j}=A_{1}
$$

Now,

$$
\begin{aligned}
& \text { arrows }\left(f l u b_{\Gamma}\left(\wedge^{\star}\left[S_{1} . . T_{1} \rightarrow T_{2} . . S_{n}\right]\right)\right) \\
& \supseteq\left\{T_{1}^{n f} \rightarrow A_{1} . . T_{1}^{n j} \rightarrow A_{m}\right\}
\end{aligned}
$$

Then, if $T_{2}^{n f}=\Lambda^{\star}\left[A_{1} . . A_{m}\right]$, by lemma 2.4.18; and, if $T_{2}^{n f}=A_{1}$, by S-Meet-LB, we have that
$\Gamma \vdash \wedge^{\star}\left[S \mid S \in \operatorname{arrows}\left(f u b_{\Gamma}\left(\wedge^{\star}\left[S_{1} . . T_{1} \rightarrow T_{2} . . S_{n}\right]\right)\right)\right] \leq\left(T_{1} \rightarrow T_{2}\right)^{n f}$.
Finally, the result follows by S-Conv.
2. Similar to previous item.

Proposition 4.2.4 (Soundness of inf) If $\Gamma \vdash_{\text {inf }} e \in T$, then $\Gamma \vdash e \in T$.

Proof: By induction on the derivation of $\Gamma \vdash_{\text {inf }} e \in T$. The interesting cases are when the last applied rule is either AT-APP and AT-TAPP.

AT-App We are given that

$$
\Gamma \vdash_{\imath n f} f a \in \wedge^{\star}\left[T_{\imath} \mid S_{\imath} \rightarrow T_{\imath} \in \operatorname{arrows}\left(f l u b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\imath}\right]
$$

is derived from $\Gamma \vdash_{i n f} f \in T$ and $\Gamma \vdash^{n n f} a \in S$.
If $\wedge^{\star}\left[T_{1} \mid S_{1} \rightarrow T_{1} \in \operatorname{arrows}\left(f l u b_{\Gamma}(T)\right)\right.$ and $\left.\Gamma \vdash S \leq S_{2}\right]={ }_{\beta \wedge} T^{\star}$, then the result follows immediately using T-Meet. Otherwise, by the induction hypothesis, we have that $\Gamma \vdash f \in T$. By lemma 4.2.2(1), S-MeetLb, S-Trans, and T-Subsumption, $\Gamma \vdash f \in S_{\mathrm{B}} \rightarrow T_{1}$. By the induction hypothesis and T-Subsumption, $\Gamma \vdash a \in S_{1}$. By T-App, $\Gamma \vdash f a \in T_{i}$. Finally, by T-Meet,

$$
\Gamma \vdash f a \in \wedge^{\star}\left[T_{\mathrm{t}} \mid S_{\mathrm{t}} \rightarrow T_{\mathrm{t}} \in \operatorname{arrows}\left(\text { flub } b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{t}}\right] .
$$

AT-TApp We are given that

$$
\begin{aligned}
& \Gamma \vdash_{i n f} f S \in \\
& \wedge^{\star}\left[T_{\imath}[X \leftarrow S] \mid \forall X \leq S_{1}: K . T_{1} \in \operatorname{alls}\left(f u b_{\mathrm{T}}(T)\right) \text { and } \Gamma \vdash S \leq S_{\imath}\right]
\end{aligned}
$$

is derived from $\Gamma \vdash^{n j f} f \in T$.
If $\wedge^{\star}\left[T_{i} \mid S_{i} \rightarrow T_{3} \in \operatorname{arrows}\left(f u b_{\mathrm{T}}(T)\right)\right.$ and $\left.\Gamma \vdash S \leq S_{1}\right]=\beta_{\wedge} T^{*}$, then the result follows immediately, using T-Meet. Otherwise, assume

$$
\operatorname{alls}\left(f u b_{\Gamma}(T)\right) \equiv \wedge^{\star}\left[\forall X \leq S_{1}: K . T_{1} . \forall X \leq S_{n}: K . T_{n}\right] .
$$

By the induction hypothesis, we have that, $\Gamma \vdash f \in T$. By lemma 4.2.2(2), S-Meet-LB, S-Trans, and T-Subsumption, it follows that $\Gamma \vdash f \in \forall X \leq S_{1}: K . T_{1}$. Since $\Gamma \vdash S \leq S_{2}$, by T-App, $\Gamma \vdash f S \in$ $T_{i}[X \leftarrow S]$. Finally, by T-Meet,

$$
\begin{aligned}
\Gamma \vdash & f S \in \\
& \Lambda^{\star}\left[T_{\mathrm{t}}[X \leftarrow S] \mid \forall X \leq S_{\mathrm{t}}: K . T_{\mathrm{t}} \in \operatorname{alls}\left(f l b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{s}}\right] .
\end{aligned}
$$

## Lemma 4.2.5 (Term application)

If $\Gamma \vdash \wedge^{\star}\left[S_{1} \rightarrow T_{1} . . S_{n} \rightarrow T_{n}\right] \leq S \rightarrow T$ and $\Gamma \vdash U \leq S$, then $\Gamma \vdash \wedge^{*}\left[T, \mid \Gamma \vdash U \leq S_{j}\right] \leq T$.

Proof: There are two cases to be considered according to the normal form of $S \rightarrow T$. The case when $(S \rightarrow T)^{n f} \equiv S^{n f} \rightarrow T^{n f}$ is similar to but simpler than the one we consider here. Assume

$$
(S \rightarrow T)^{n f} \equiv \Lambda^{\star}\left[S^{n f} \rightarrow A_{1} . . S^{n f} \rightarrow A_{m}\right], \text { where } T^{n f} \equiv \Lambda^{\star}\left[A_{1} . . . A_{m}\right] .
$$

By the equivalence of ordinary and normal subtyping (theorem 3.3.9),

$$
\Gamma^{n f} \vdash_{n} \Lambda^{\star}\left[S_{1}^{n f} \rightarrow B_{1}^{1} . . S_{1}^{n f} \rightarrow B_{1}^{k_{1}} . . S_{n}^{n f} \rightarrow B_{n}^{1} . . S_{n}^{n f} \rightarrow B_{n}^{k_{n}}\right] \leq \Lambda^{\star}\left[S^{n f} \rightarrow A_{1} . . S^{n f} \rightarrow A_{m}\right]
$$

where $T_{1}^{n f}= \begin{cases}B_{1}^{1}, & \text { if it is not an intersection; } \\ \Lambda^{\star}\left[B_{2}^{1} . . B_{1}^{k_{1}}\right], & \text { otherwise. }\end{cases}$

By generation for normal subtyping (proposition 3.2.10), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ and $l_{\jmath} \in\left\{i . . k_{f}\right\}$ such that

$$
\Gamma^{n f} \vdash_{n} S_{\jmath}^{n f} \rightarrow B_{j}^{l j} \leq S^{n f} \rightarrow A_{1}
$$

Again, by generation for normal subtyping (proposition 3.2.10), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ and $l_{j} \in\left\{i . . k_{j}\right\}$ such that

$$
\begin{aligned}
& \Gamma^{n f} \vdash_{n} S^{n f} \leq S_{j}^{n f} \text { and } \\
& \Gamma^{n f} \vdash_{n} B_{j}^{l,} \leq A_{1}
\end{aligned}
$$

By NS-Trans and the equivalence of ordinary and normal subtyping (theorem 3.3.9), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ and $l_{j} \in\left\{i . . k_{j}\right\}$ such that

$$
\begin{aligned}
& \Gamma \vdash U \leq S, \quad \text { and } \\
& \Gamma^{n f} \vdash_{n} B_{3}^{\prime,} \leq A_{1} .
\end{aligned}
$$

By NS- $\exists$, for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ such that

$$
\begin{aligned}
& \Gamma \vdash U \leq S, \quad \text { and } \\
& \Gamma^{n j} \vdash_{n} \wedge^{\star}\left[B_{j}^{1} . . B_{j}^{k_{j}}\right] \leq A_{i} .
\end{aligned}
$$

By the equivalence of ordinary and normal subtyping (theorem 3.3.9), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ such that

$$
\Gamma \vdash U \leq S_{3} \text { and }
$$

$\Gamma \vdash T_{3} \leq A_{1}$.
By lemma 2.4.14, S-Conv, and S-Trans,

$$
\Gamma \vdash \wedge^{*}\left[T_{\jmath} \mid \Gamma \vdash U \leq S_{\jmath}\right] \leq T .
$$

Lemma 4.2.6 (Substitution for subtyping)
If $\Gamma_{1} \vdash S_{1} \leq T_{1}$ and $\Gamma_{1}, X \leq T_{1}: K_{1}, \Gamma_{2} \vdash S_{2} \leq T_{2}$, then $\Gamma_{1}, \Gamma_{2}\left[X \leftarrow S_{1}\right] \vdash$ $S_{2}\left[X \leftarrow S_{1}\right] \leq T_{2}\left[X \leftarrow S_{1}\right]$.

Proof: By straightforward induction on the derivation of $\Gamma_{1}, X \leq T_{1}: K_{1}, \Gamma_{2} \vdash$ $S_{2} \leq T_{2}$, using the weakening lemma (lemma 2.4.4), the type substitution lemma (lemma 2.4.11), and lemma 2.3.1.4(3).

Lemma 4.2 .7 (Type application)
If $\Gamma \vdash \wedge^{\star}\left[\forall X \leq S_{1}: K_{1} \cdot T_{1} . . \forall X \leq S_{n}: K_{n} . T_{n}\right] \leq \forall X \leq S: K . T$ and $\Gamma \vdash U \leq S$, then $\Gamma \vdash \wedge^{*}\left[T_{J}[X \leftarrow U] \mid \Gamma \vdash U \leq S_{\jmath}\right] \leq T[X \leftarrow U]$.

Proof: There are two cases to be considered according to the normal form of $\forall X \leq S: K . T$. The case when $(\forall X \leq S: K . T)^{n f} \equiv \forall X \leq S^{n f}: K . T^{n f}$ is similar to but simpler than the one we consider here. Assume

$$
(\forall X \leq S: K \cdot T)^{n f} \equiv \Lambda^{*}\left[\forall X \leq S^{n f}: K \cdot A_{1} \cdot . \forall X \leq S^{n f}: K \cdot A_{m}\right]
$$

where $T^{n f} \equiv \Lambda^{*}\left[A_{1} . . A_{m}\right]$. By the equivalence of ordinary and normal subtyping (theorem 3.3.9),
$\Gamma^{n f} \vdash_{n} \Lambda^{\star}\left[\forall X \leq S_{1}^{n f}: K_{1} \cdot B_{1}^{1} . \forall X X \leq S_{1}^{n f}: K_{1} \cdot B_{1}^{k_{1}} . . \forall X \leq S_{n}^{n f}: K_{n} \cdot B_{n}^{1} . \forall X \leq S_{n}^{n f}: K_{n} \cdot B_{n}^{k_{n}}\right]$ $\leq$

$$
\Lambda^{\star}\left[\forall X \leq S^{n f}: K . A_{1} . . \forall X \leq S^{n f}: K . A_{m}\right],
$$

$$
\text { where } T_{1}^{n f}= \begin{cases}B_{1}^{1}, & \text { if it is not an intersection; } \\ \wedge^{\star}\left[B_{1}^{1} \ldots B_{1}^{k_{1}}\right], & \text { otherwise. }\end{cases}
$$

By generation for normal subtyping (proposition 3.2.10), for each $\imath \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ and $l_{,} \in\left\{i . . k_{j}\right\}$ such that

$$
\Gamma^{n f} \vdash_{n} \forall X \leq S_{j}^{n f}: K, . B_{j}^{l,} \leq \forall X \leq S^{n f}: K . A_{1}
$$

Again, by generation for normal subtyping (proposition 3.2.10), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ and $l_{\jmath} \in\left\{i . . k_{3}\right\}$ such that

$$
\begin{aligned}
& K \equiv K,, \\
& S^{n f} \equiv S_{j}^{n f}, \quad \text { and } \\
& \Gamma^{n f}, X \leq S_{j}^{n f}: K \vdash_{n} B_{j}^{l,} \leq A_{1} .
\end{aligned}
$$

By NS- $\forall \exists$, for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ such that

$$
\Gamma^{n f}, X \leq S_{j}^{n f}: K \vdash \vdash_{n} T_{j}^{n f} \leq A_{1} .
$$

By the equivalence of ordinary and normal subtyping (theorem 3.3.9), for each $\imath \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ such that

$$
\Gamma, X \leq S_{j}: K \vdash T_{j} \leq A_{\imath} .
$$

Furthermore, by S-Conv and S-Trans,
$\Gamma \vdash U \leq S$.
Then, by the substitution lemma for subtyping (lemma 4.2.6), for each $i \in\{1 . . m\}$ there exist $j \in\{1 . . n\}$ such that
$\Gamma \vdash T_{j}[X \leftarrow U] \leq A_{,}[X \leftarrow U]$.
By NS- $\forall \exists$,

$$
\Gamma \vdash \Lambda^{\star}\left[T_{\jmath}[X \leftarrow U] \mid \Gamma \vdash U \leq S_{J}\right] \leq \Lambda^{\star}\left[A_{1}[X \leftarrow U] . . A_{m}[X \leftarrow U]\right] .
$$

By the definition of substitution,

$$
\Gamma \vdash \Lambda^{\star}\left[T,[X \leftarrow U] \mid \Gamma \vdash U \leq S_{\jmath}\right] \leq T^{n f}[X \leftarrow U] .
$$

Finally, by lemma 2.3.1.4(3), S-Conv, and S-Trans,

$$
\Gamma \vdash \Lambda^{\star}\left[T_{\jmath}[X \leftarrow U] \mid \Gamma \vdash U \leq S_{\jmath}\right] \leq T^{\prime}[X \leftarrow U]
$$

Usually, the next step to prove the accuracy of an algorithm, inf in our case, would be to prove a completeness result: if the term $e$ has type $T$ with respect to the context $\Gamma$ in the the typing system $F_{\wedge}^{\omega}$ then the algorithm inf finds a type $T^{\prime}$ for $e$ in $\Gamma$. In the present situation this result is not strong enough, since every closed term is typeable in both systems. One easily proves that

Lemma 4.2.8

1. If $e$ is closed in $\Gamma$, then there exists $T$ such that $\Gamma \vdash e \in T$.
2. If $e$ is closed in $\Gamma$, then there exists $T$ such that $\Gamma \vdash^{\text {inf }} \boldsymbol{e} \in T$.

We use the fact that inf is deterministic, which means that the rules are invertible, to prove the important property that it finds a minimal type.

Proposition 4.2.9 (Generation for inf)

1. If $\Gamma \vdash^{\mathrm{inf}},{ }_{x \in T}$, then $T \equiv \Gamma(x)$.
2. If $\Gamma \vdash_{i n f} \lambda x: T_{1}, e \in T$, then $T \equiv T_{1} \rightarrow T_{2}$, where $\Gamma, x: T_{1} \vdash_{\imath n f} e \in T_{2}$ as a subderivation.
3. If $\Gamma \vdash_{\text {in } f} f a \in T$, then

$$
T \equiv \wedge^{\star}\left[T_{\mathfrak{i}} \mid S_{\mathrm{t}} \rightarrow T_{\mathrm{t}} \in \operatorname{arrows}\left(f u b_{\Gamma}(U)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{t}}\right]
$$

where $\Gamma \vdash_{\text {inf }} f \in U$ and $\Gamma \vdash_{\text {inf }} a \in S$ as subderivations.
4. If $\Gamma \vdash^{\mathrm{inf}}, ~ \lambda X \leq T_{1}: K_{1} \cdot e \in T$, then

$$
T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}
$$

where $\Gamma, X \leq T_{1}: K_{1} \vdash_{1 n f} e \in T_{2}$ as a subderivation.
5. If $\Gamma \vdash_{\text {inf }} f S \in T$, then

$$
T \equiv \wedge^{\star}\left[T_{\imath}[X \leftarrow S] \mid \forall X \leq S_{\imath}: K . T_{\imath} \in \operatorname{alls}\left(f u b_{\mathrm{T}}(U)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{\imath}}\right]
$$

where $\Gamma \vdash_{\text {mf }} f \in U$ as a subderivation.
6. If $\Gamma \vdash^{\text {inf }}$ for $\left(X \in S_{1} . . S_{n}\right) e \in T$, then $T \equiv \Lambda^{\star}\left[T_{1} . . T_{n}\right]$, where $\Gamma \vdash_{\text {inf }} e\left[X \leftarrow S_{t}\right] \in$ $T_{2}$, for each $\imath \in\{1 . . n\}$, as subdemvations.

Proof: The form of the term in the antecedent uniquely determines the last rule of its derivation.

Proposition 4.2.10 (Minimal typing)
If $\Gamma \vdash e \in T$ and $\Gamma \vdash \vdash_{\text {inf }} e \in T^{\prime}$, then $\Gamma \vdash T^{\prime} \leq T$.

Proof: By induction on the derivation of $\Gamma \vdash e \in T$.
T-Var By generation for inf (proposition 4.2.9), $T^{\prime} \equiv T$, and then the result follows by S-Conv.

T-Abs We are given that

$$
\begin{aligned}
& e \equiv \lambda x: T_{1} \cdot e_{2}, \\
& T \equiv T_{1} \rightarrow T_{2}, \quad \text { and } \\
& \Gamma, x: T_{1} \vdash e_{2} \in T_{2} .
\end{aligned}
$$

By generation for $\inf$ (proposition 4.2.9),

$$
\begin{aligned}
& T^{\prime} \equiv T_{1} \rightarrow T_{2}^{\prime} \quad \text { and } \\
& \Gamma, x: T_{1} \vdash_{1 n j} e_{2} \in T_{2}^{\prime} .
\end{aligned}
$$

By the induction hypothesis, $\Gamma, x: T_{1} \vdash T_{2}^{\prime} \leq T_{2}$, and by strengthening (lemma 2.4.5), $\Gamma \vdash T_{2}^{\prime} \leq T_{2}$, from which it follows that $\Gamma \vdash T^{\prime} \leq T$.

T-App We are given that

$$
\begin{aligned}
& e \equiv f a, \\
& \Gamma \vdash f \in V \rightarrow T, \quad \text { and } \\
& \Gamma \vdash a \in V .
\end{aligned}
$$

By generation for inf (proposition 4.2.9),

$$
\begin{aligned}
& \Gamma \vdash_{\text {inf }} f \in U, \\
& \Gamma \vdash_{\text {inf }} a \in S \text {, and } \\
& T^{\prime} \equiv \Lambda^{\star}\left[T_{\mathrm{i}} \mid S_{\mathrm{i}} \rightarrow T_{\mathrm{i}} \in \operatorname{arrows}\left(\text { fub } b_{\Gamma}(U)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{t}}\right] .
\end{aligned}
$$

By the induction bypothesis,

$$
\begin{aligned}
& \Gamma \vdash U \leq V \rightarrow T, \quad \text { and } \\
& \Gamma \vdash S \leq V .
\end{aligned}
$$

By lemma 4.2.3(1),

$$
\Gamma \vdash \wedge^{\star}\left[S_{\mathrm{t}} \rightarrow T_{1} \mid S_{2} \rightarrow T_{1} \in \operatorname{arrows}\left(f l u b_{\Gamma}(U)\right)\right] \leq V \rightarrow T .
$$

Finally, by the term application lemma (lemma 4.2.5), it follows that

$$
\Gamma \vdash \wedge^{\star}\left[T_{\mathrm{t}} \mid \Gamma \vdash S \leq S_{\mathrm{a}}\right] \leq T,
$$

where $S_{t} \rightarrow T_{1} \in \operatorname{arrows}\left(f u b_{\Gamma}(U)\right)$.
In other words,

$$
\Gamma \vdash \wedge^{\star}\left[T_{1} \mid S_{1} \rightarrow T_{1} \in \operatorname{arrows}\left(\text { fub } b_{\Gamma}(U)\right)\right] \leq T
$$

T-TAbs We are given that

$$
\begin{aligned}
& e \equiv \lambda X \leq T_{1}: K_{1} \cdot e_{2} \\
& T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}, \quad \text { and } \\
& \Gamma, X \leq T_{1}: K_{1} \vdash e \in T_{2}
\end{aligned}
$$

By generation for $\inf$ (proposition 4.2.9),

$$
\begin{aligned}
& T^{\prime} \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}^{\prime} \text { and } \\
& \Gamma, X \leq T_{1}: K_{1} \vdash_{\imath n f} e_{2} \in T_{2}^{\prime}
\end{aligned}
$$

By the induction hypothesis, $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2}^{\prime} \leq T_{2}$. Then, by S-ALl it follows that $\Gamma \vdash T^{\prime \prime} \leq T$.

T-TAPP We are given that

$$
\begin{aligned}
& e \equiv f S \\
& T \equiv T_{2}[X \leftarrow S] \Gamma \vdash f \in \forall X \leq T_{1}: K . T_{2}, \quad \text { and } \\
& \Gamma \vdash S \leq T_{1}
\end{aligned}
$$

By generation for $\inf$ (proposition 4.2.9),

$$
\begin{aligned}
& T^{\prime} \equiv \Lambda^{\star}\left[U_{i} \mid \forall X \leq S_{i}: K_{2} \cdot U_{i} \in \operatorname{alls}\left(f l u b_{\Gamma}(U)\right) \text { and } \Gamma \vdash S \leq S_{2}\right], \text { and } \\
& \Gamma \vdash_{\imath n f} f \in U .
\end{aligned}
$$

By the induction hypothesis, $\Gamma \vdash U \leq \forall X \leq T_{1}: K . T_{2}$. By lemma 4.2.3(2),
$\Gamma \vdash \Lambda^{\star}\left[\forall X \leq S_{1}: K_{1} . U_{1} \mid \forall X \leq S_{i}: K_{1}, U_{1} \in\right.$ alls $\left(\right.$ flub $\left.\left.b_{\Gamma}(U)\right)\right] \leq \forall X \leq T_{1}: K . T_{2}$. Then, by the type application lemma (lemma 4.2.7), it follows that

$$
\Gamma \vdash \wedge^{*}\left[U_{2}[X \leftarrow S] \mid \Gamma \vdash S \leq S_{1}\right] \leq T_{2}[X \leftarrow S]
$$

where $\forall X \leq S_{1}: K_{1} . U_{1} \in$ alls $\left(\right.$ fiub $\left.b_{\Gamma}(U)\right)$.
Namely,

$$
\begin{aligned}
\Gamma \vdash & \Lambda^{\star}\left[U_{i}[X \leftarrow S] \mid \forall X \leq S_{i}: K_{i} \cdot U_{i} \in \text { alls }\left(f u b_{\Gamma}(U)\right) \text { and } \Gamma \vdash S \leq S_{i}\right] \\
& \leq T_{2}[X \leftarrow S] .
\end{aligned}
$$

T-For We are given that

$$
\begin{aligned}
& e \equiv \operatorname{for}\left(X \in S_{1} . . S_{n}^{\prime}\right) e_{2} \\
& \Gamma \vdash e_{2}[X \leftarrow S] \in T, \quad \text { and } \\
& S \in\left\{S_{1} . . S_{n}\right\}
\end{aligned}
$$

By generation for inf (proposition 4.2.9),

$$
\begin{aligned}
& T^{\prime} \equiv \Lambda^{\star}\left[T_{1} . . T_{m}\right], \quad \text { and } \\
& \Gamma \vdash_{\text {inf }} e_{2}[X \leftarrow S] \in T_{i} \quad \text { for each } \mathrm{i} \text { in }\{1 . . m\} .
\end{aligned}
$$

By the induction hypothesis, S-Meet-LB, and S-Trans, we have that

$$
\Gamma \vdash \wedge^{\star}\left[T_{1} . . T_{m}\right] \leq T .
$$

T-Meet By the induction hypothesis and S-Meet-G.
T-Sub By the induction hypothesis and S-Trans.
Finally, we have proved the following result.
Theorem 4.2.11 (Minimal typing for $F_{\wedge}^{\omega}$ ) Given a term $e$ and a context $\Gamma$, there exists $T$ such that for every $T^{\prime}$, if $\Gamma \vdash e \in T^{\prime}$, then $\Gamma \vdash T \leq T^{\prime}$.

### 4.3 Decidability of type checking and type inference

In the previous section we proved that the algorithm inf is sound and computes minimal types for the $F_{\wedge}^{\omega}$ typing system. The next step is to prove that the algorithm inf always terminates. This result completes the proof of decidability of type checking and type inference in $F_{\wedge}^{\omega}$.

We first define a measure for terms such that the type information inside the terms is considered to have constant value. The intuition behind the definition is to find a measure on terms which is invariant under type substitution (see lemma 4.3.2).

Definition 4.3.1 (size \|-\|)

$$
\begin{array}{ll}
\|x\| & =1, \\
\|\lambda x: T . e\| & =1+\|e\|, \\
\left\|e_{1} e_{2}\right\| & =\left\|e_{1}\right\|+\left\|e_{2}\right\|, \\
\|\lambda X \leq T: K . e\| & =1+\|e\|, \\
\|e T\| & =1+\|e\|, \\
\left\|\operatorname{for}\left(X \in T_{1} . . T_{n}\right) e\right\| & =1+\|e\| .
\end{array}
$$

Lemma 4.3.2 $\|e\|=\|e[X \leftarrow T]\|$.

## Proposition 43.3 (Well-foundedness of inf)

The inference rules for inf define a terminating algorithm.

Proof: In the case of AT-Var, the termination follows from the decidability of ok judgements (see corollary 2.4.10(1)). Furthermore, for each rule $R$ of inf, if $\Gamma \vdash e \in T$ is a hypothesis and $\Gamma \vdash e^{\prime} \in T^{\prime}$ is the conclusion of $R$, then $\|e\|<\left\|e^{\prime}\right\|$. Moreover, in the cases for AT-APP and AT-TAPP, $\Gamma \vdash f \in T$ by the soundness of inf (proposition 4.2.4), $\Gamma \vdash T \in \star$ by well-kindedness of typing (proposition 2.4.20). Hence $f u b_{\Gamma}(T)$ is defined by lemma 4.1.5. Furthermore, arrows and alls define finite sets, and, as we proved in section 3.5, subtyping is decidable. Hence, the algorithm inf always terminates.

We can now state and prove that type checking in $F_{\wedge}^{\omega}$ is decidable.
Theorem 4.3.4 (Decidability of type checking in $F_{\wedge}^{\omega}$ )
For any context $\Gamma$, and for any term $e$ and type $T$ closed in $\Gamma$, it is decidable whether $\Gamma \vdash e \in T$.

Proof: Infer a minimal type $T^{\prime}$ for $e$ in $\Gamma$ using inf, which is decidable by proposition 4.3.3, and check whether $\Gamma \vdash T^{\prime} \leq T$, which is also decidable by theorem 3.5.18.

Every term $e$ closed in a context $\Gamma$ has type $T^{\star}$. We are interested in finding types other than $T^{\star}$, namely non-trivial types. Since inf computes minimal types and $T^{*}$ is the largest type (modulo $=_{\beta \wedge}$ ), if a term has a non trivial type in a given context, then the algorithm inf finds it.

Theorem 4.3.5 (Decidability of type inference in $F_{\wedge}^{\omega}$ )
For any context $\Gamma$ and for any term $e$ closed in $\Gamma$, it is decidable whether there exists a type $T$ such that $\Gamma \vdash e \in T$ and $T \not \neq \beta \wedge T^{*}$.

Proof: Infer a minimal type $T$ for $e$ in $\Gamma$ using inf, which is decidable by proposition 4.3.3, and reduce $T$ to normal form which is decidable because $\rightarrow_{\beta \wedge}$ is strongly normalising (see theorem 2.5.10). Finally, check whether $T^{n f} \equiv T^{\star}$.

### 4.4 Subject reduction

The $F_{\wedge}^{\omega}$ system is layered in three syntactic categories: kinds, types, and terms. Since terms do not appear in either types or kinds, reductions in type expressions can be studied independently from the reductions of terms. In section 2.2 , we proved that reduction on types preserves kinding properties: the sub-language of types and kinds satisfies the subject reduction property (lemma 2.4.12):
if $\Gamma \vdash S \in K$ and $S \rightarrow \beta \wedge$, then $\quad \Gamma \vdash T \in K$.
In this section, we show the subject reduction property for typing judgements (proposition 4.4.7):

$$
\text { if } \Gamma \vdash e \in T \text { and } e \rightarrow \rightarrow_{f_{f o r}} e^{\prime} \text {, then } \Gamma \vdash e^{\prime} \in T \text {. }
$$

In other words, reductions on terms are also safe.

Lemma 4.4.1 If $Y \notin \operatorname{FV}(S)$, then

1. $e[Y \leftarrow T][X \leftarrow S] \equiv e[X \leftarrow S][Y \leftarrow T[X \leftarrow S]]$
2. $U[Y \leftarrow T][X \leftarrow S] \equiv U[X \leftarrow S][Y \leftarrow T[X \leftarrow S]]$

Proof: By induction on the structure of $e$ and $U$ respectively.
Lemma 4.4.2 (Substitution for typing)

1. If $\Gamma_{1} \vdash e_{1} \in S_{1}$ and $\Gamma_{1}, x: S_{1}, \Gamma_{2} \vdash e_{2} \in S_{2}$, then $\Gamma_{1}, \Gamma_{2} \vdash e_{2}\left[x \leftarrow e_{1}\right] \in S_{2}$.
2. If $\Gamma_{1} \vdash S \leq S_{1}$ and $\Gamma_{1}, X \leq S_{1}: K_{1}, \Gamma_{2} \vdash e_{2} \in S_{2}$, then $\Gamma_{1}, \Gamma_{2}[X \leftarrow S] \vdash$ $e_{2}[X \leftarrow S] \in S_{2}[X \leftarrow S]$.

## Proof:

1. By induction on the derivation of $\Gamma_{1}, x: S_{1}, \Gamma_{2} \vdash e_{2} \in S_{2}$.
2. By induction on the derivation of $\Gamma_{1}, X \leq S_{1}: K_{1}, \Gamma_{2} \vdash e_{2} \in S_{2}$, using the type substitution lemma (lemma 2.4.11) in the T-Var and T-Meet cases; the substitution lemma for subtyping (lemma 4.2.6) and lemma 4.4.1 in the case for T-TAPP; lemma 4.4.1 in the T-For case, and the substitution lemma for subtyping (lemma 4.2.6) in the T-Subsumption case.

## Lemma 4.4.3 $\Gamma \vdash \mathrm{T}^{\star} \leq T$ if and only if $T=\beta \wedge \mathrm{T}^{\star}$ and $\Gamma \vdash T \in \star$.

Proof: If $T=\beta \wedge T^{\star}$, then the result follows by S-Conv. Otherwise, if $\Gamma \vdash$ $T^{*} \leq T$, by the well-kindedness of subtyping (proposition 2.4.19), T-MEET, and uniqueness of kinds (lemma 2.4.7), $\Gamma \vdash T \in \star$. By the equivalence of ordinary and algorithmic subtyping (proposition 3.4.3), $\Gamma^{n f} \vdash_{\text {Alg }} T^{\star} \leq T^{n f}$, which can only be derived using AlgS- $\forall \exists$ where $T^{n f}$ is the empty intersection.

Given $\Gamma \vdash S \leq T$, generation for normal subtyping (proposition 3.2.10) and the equivalence of ordinary and normal subtyping (theorem 3.3.9) provide subtyping information about the normal forms of $S$ and $T$. We can also show that subtyping is structural for arrow types, quantified types and type operators, without reducing the terms in the subtyping relation to normal form. An implementation of a subtyping algorithm for $F_{\wedge}^{\omega}$ could take advantage of this fact by delaying normalizing steps, which might result in having to consider fewer recursive calls or calls with smaller arguments.

## Lemma 4.4.4 (Generation for ordinary subtyping)

1. $\Gamma \vdash T_{1} \rightarrow T_{2} \leq S_{1} \rightarrow S_{2}$ and $S_{2} \neq \beta \wedge T^{*}$ if and only if $\Gamma \vdash S_{1} \leq T_{1}$ and $\Gamma \vdash T_{2} \leq S_{2}$
2. $\Gamma \vdash \forall X \leq T_{1}: K_{T} . T_{2} \leq \forall X \leq S_{1}: K_{S} . S_{2}$ and $S_{2} \neq \beta \wedge T^{\star}$ if and only if $K_{S} \equiv K_{T}$, $T_{1}=\beta \wedge S_{1}$, and $\Gamma, X \leq T_{1}: K_{T} \vdash T_{2} \leq S_{2}$.
3. $\Gamma \vdash \Lambda X: K_{T} . T_{2} \leq \Lambda X: K_{S} . S_{2}$ and $S_{2} \neq \beta \wedge T^{*}$ if and only if $\Gamma, X: K_{S} \vdash T_{2} \leq$ $S_{2}$ and $K_{T} \equiv K_{S}$.

Proof: The three statements are proved using a similar argument. We consider here the proof of part 2. If $K_{S} \equiv K_{T}, T_{1}=_{\beta \wedge} S_{1}$, and $\Gamma, X \leq T_{1}: K_{T} \vdash T_{2} \leq S_{2}$, then, by S-All and S-Conv, $\Gamma \vdash \forall X \leq T_{1}: K_{T} \cdot T_{2} \leq \forall X \leq S_{1}: K_{S} . S_{2}$. Conversely, let

$$
\Gamma \vdash \forall X \leq T_{1}: K_{T} . T_{2} \leq \forall X \leq S_{1}: K_{S} . S_{2} \quad \text { and } \quad S_{2} \neq \beta \wedge T^{\star} .
$$

Lemma 4.4.3 implies that $T_{2}^{n f} \not \neq \beta \wedge T^{*}$. Then we have to consider four cases according to whether $S_{2}^{n f}$ and $T_{2}^{n f}$ are intersection types or not. We illustrate the proof argument considering just one case. Let

$$
\begin{aligned}
& \left(\forall X \leq T_{1}: K_{T} \cdot T_{2}\right)^{n f} \equiv \forall X \leq T_{1}^{n f}: K_{T} \cdot T_{2}^{n f}, \quad \text { and } \\
& \left(\forall X \leq S_{1}: K_{S} \cdot S_{2}\right)^{n f} \equiv \Lambda^{\star}\left[\forall X \leq S_{1}^{n f}: K_{S} \cdot A_{1} \cdot \forall X \leq S_{1}^{n f}: K_{S} \cdot A_{n}\right],
\end{aligned}
$$

where $S_{2}^{n f} \equiv \wedge^{\star}\left[A_{1} . . A_{n}\right]$. By the equivalence of ordinary and normal subtyping (theorem 3.3.9) and generation for normal subtyping (proposition 3.2.10), for each $i \in\{1 . . n\}$

$$
\Gamma^{n f} \vdash_{n} \forall X \leq T_{1}{ }^{n f}: K_{T} \cdot T_{2}^{n f} \leq \forall X \leq S_{1}{ }^{n f}: K_{S} \cdot A_{i}
$$

and, again generation for normal subtyping (proposition 3.2.10) implies that

$$
\begin{aligned}
& \Gamma^{n f}, X \leq T_{1}^{n f}: K_{T} \vdash_{n} T_{2}^{n f} \leq A_{i}, \quad \text { and } \\
& T_{1}^{n f} \equiv S_{1}^{n f} .
\end{aligned}
$$

By NS- $\forall$,

$$
\Gamma^{n f}, X \leq T_{1}^{n f}: K_{T} \vdash_{n} T_{2}^{n f} \leq S_{2}^{n f}
$$

and, by the equivalence of ordinary and normal subtyping (theorem 3.3.9),

$$
\Gamma, X \leq T_{1}: K_{T} \vdash T_{2} \leq S_{2} .
$$

Lemma 4.4.5 (Generation for typing)

1. If $\Gamma \vdash \lambda x: S_{1} . e \in S$, then there exists $S_{2}$ such that $\Gamma, x: S_{1} \vdash e \in S_{2}$ and $\Gamma \vdash S_{1} \rightarrow S_{2} \leq S$.
2. If $\Gamma \vdash \lambda X \leq S_{1}: K_{1} . e \in S$, then there exists $S_{2}$ such that $\Gamma, X \leq S_{1}: K_{1} \vdash e \in S_{2}$ and $\Gamma \vdash \forall X \leq S_{1}: K_{1} . S_{2} \leq S$.
3. If $\Gamma \vdash f \operatorname{for}\left(X \in\left\{U_{1} . . U_{n}\right\}\right) e \in T$, then there exist $T_{1} . . T_{n}$ such that, for each $i$ in $\{1 . . n\}, \Gamma \vdash e\left[X \leftarrow U_{i}\right] \in T_{i}$ and $\Gamma \vdash \wedge^{\star}\left[T_{1} . . T_{n}\right] \leq T$.

Proof: Each statement is proved by induction on the derivation of the typing statement in the antecedent. We exhibit here the proof of part 3. We proceed by case analysis on the last rule of the derivation of $\Gamma \vdash$ for $\left(X \in\left\{U_{1} . . U_{n}\right\}\right) e \in T$.

T-For We are given that $\Gamma \vdash e[X \leftarrow U] \in T$ for some $U \in\left\{U_{1} . . U_{n}\right\}$. Since every closed term has a type, we have that, for each $\imath$ in $\{1 . . n\}, \Gamma \vdash e\left[X \leftarrow U_{1}\right] \in$ $T_{v}$, and, by S-Meet-LB, $\Gamma \vdash \wedge^{\star}\left[T_{1} . . T\right.$.. $\left.T_{n}\right] \leq T$.

T-Meet Let $T \equiv \wedge^{\star}\left[S_{1} . . S_{k}\right]$. We are given that,
$\Gamma \vdash$ ok and
$\Gamma \vdash$ for $\left(X \in\left\{U_{1} . . U_{n}\right\}\right) e \in S_{j}$, for each $j$ in $\{1 . . k\}$.

By the induction hypothesis, for each $j \in\{1 . . k\}$ and each $i \in\{1 . . n\}$, there exist $T_{3}$, such that

$$
\begin{aligned}
& \Gamma \vdash e\left[X \leftarrow U_{8}\right] \in T_{j_{1}}, \quad \text { and } \\
& \Gamma \vdash \Lambda^{\star}\left[T_{j_{1}} . . T_{j_{n}}\right] \leq S_{j},
\end{aligned}
$$

and, by the minimal type property (theorem 4.2.11), there exist $T_{1} . . T_{n}$ such that

$$
\begin{aligned}
& \Gamma \vdash e\left[X \leftarrow U_{2}\right] \in T_{i}, \text { and } \\
& \Gamma \vdash T_{i} \leq T_{3},
\end{aligned}
$$

by lemma 2.4.18, it follows that $\Gamma \vdash \wedge^{\star}\left[T_{1} . . T_{n}^{\prime}\right] \leq \Lambda^{*}\left[T_{j_{1}} . . T_{\jmath_{n}}\right]$, and by S-Trans, $\Gamma \vdash \Lambda^{\star}\left[T_{1} . . T_{n}\right] \leq S_{g}$. Finally, by S-Meet-G, it follows that $\Gamma \vdash \Lambda^{\star}\left[T_{1} . . T_{n}\right] \leq \Lambda^{\star}\left[S_{1} . . S_{k}\right]$.

T-Sub We are given that

$$
\begin{aligned}
& \Gamma \vdash \text { for }\left(X \in\left\{U_{1} . . U_{n}\right\}\right) e \in S, \text { and } \\
& \Gamma \vdash S \leq T .
\end{aligned}
$$

The result follows by the induction hypothesis and S-Trans.
Since terms cannot occur in types, subject reduction for terms does not need to consider reductions in contexts.

Proposition 4.4.6 (One step subject reduction for typing judgements)
If $\Gamma \vdash e \in T$ and $e \rightarrow_{\rho f_{o r}} e^{\prime}$, then $\Gamma \vdash e^{\prime} \in T$.
Proof: Since every term has type $T^{\star}$, the interesting case is when $T \not \neq \beta \wedge T^{\star}$. This proposition follows by induction on the derivation of $\Gamma \vdash e \in T$. We consider the cases where $e$ is a redex; the other cases follow by straightforward application of the induction hypothesis.

T-App There are two possibilities for $e$ to be a redex.

1. $e \equiv\left(\lambda_{x}: S_{1} \cdot \epsilon_{1}\right) e_{2}, e^{\prime} \equiv e_{1}\left[x \leftarrow e_{2}\right]$, and $T \equiv T_{2}$. We are given that

$$
\Gamma \vdash \lambda x: S_{1} \cdot e_{1} \in T_{1} \rightarrow T_{2} \quad \text { and } \quad \Gamma \vdash e_{2} \in T_{1} .
$$

By the generation lemma for typing (lemma 4.4.5), there exists $S_{2}$ such that,

$$
\Gamma, x: S_{1} \vdash e_{1} \in S_{2} \text { and } \Gamma \vdash S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}
$$

Since $T_{2} \neq \beta \wedge T^{*}$, by the generation lemma for ordinary subtyping (lemma 4.4.4),

$$
\Gamma \vdash T_{1} \leq S_{1} \quad \text { and } \quad \Gamma \vdash S_{2} \leq T_{2}
$$

Then, by T-Subsumption, it follows that

$$
\Gamma, x: S_{1} \vdash e_{1} \in T_{2} \text { and } \Gamma \vdash e_{2} \in S_{1} .
$$

Finally, by the substitution lemma for typing (lemma 4.4.2(1)),

$$
\Gamma \vdash e_{1}\left[x \leftarrow e_{2}\right] \in T_{2} .
$$

2. $e \equiv\left(\operatorname{for}\left(X \in U_{1} . . U_{n}\right) e_{2}\right) e_{1}, e^{\prime} \equiv \operatorname{for}\left(X \in U_{1} . . U_{n}\right)\left(e_{2} e_{1}\right)$, and $T \equiv T_{2}$. We are given that

$$
\Gamma \vdash \operatorname{for}\left(X \in U_{1} . . U_{n}\right) e_{2} \in T_{1} \rightarrow T_{2} \quad \text { and } \quad \Gamma \vdash e_{1} \in T_{1} .
$$

By the generation lemma for typing (lemma 4.4.5), there exist $V_{1} . . V_{n}$ such that

$$
\begin{aligned}
& \Gamma \vdash e_{2}\left[X \leftarrow U_{2}\right] \in V_{2} \quad \text { for each } i \in\{1 . . n\} \text {, and } \\
& \Gamma \vdash \Lambda^{\star}\left[V_{1} . . V_{n}\right] \leq T_{1} \rightarrow T_{2} .
\end{aligned}
$$

We write $V_{t}^{n f} \equiv A_{i_{1}}, \quad$ if it is not an intersection,

$$
V_{1}^{n f} \equiv \Lambda^{*}\left[A_{\mathbf{t}_{1}} . . A_{4_{1},}\right], \quad \text { otherwise. }
$$

Note that $\Lambda^{\star}\left[V_{1} . . V_{n}\right]^{n f} \equiv \Lambda^{\star}\left[A_{1_{1}} . . A_{1_{k_{1}}} . . A_{n_{1}} . . A_{n_{k_{\mathrm{n}}}}\right]$. By the equivalence of ordinary and normal subtyping (theorem 3.3.9),

$$
\Gamma^{n f} \vdash_{n} \wedge^{\star}\left[A_{1_{1}} . . A_{1_{k_{1}}} . . A_{n_{1}} . . A_{\pi_{k_{n}}}\right] \leq\left(T_{1} \rightarrow T_{2}\right)^{n f}
$$

We have to consider two cases according to the form of $\left(T_{1} \rightarrow T_{2}\right)^{n f}$.
(a) $\left(T_{1} \rightarrow T_{2}\right)^{n f} \equiv T_{1}^{n f} \rightarrow T_{2}^{\text {nf }}$. By generation for normal subtyping (proposition 3.2.10), there exist $l \in\{1 . . n\}$ and $j \in\left\{1 . . k_{l}\right\}$ such that

$$
\Gamma^{n f} \vdash_{n} A_{1}, \leq T_{1}^{n f} \rightarrow T_{2}^{n f}
$$

and, by NS- $\exists$ or NS-Refl,

$$
\Gamma^{n f} \vdash_{n} V_{l}^{n f} \leq A_{l},
$$

by NS-Trans,

$$
\Gamma^{n f} \vdash_{n} V_{l}^{n f} \leq T_{1}^{n f} \rightarrow T_{2}^{n f}
$$

and, by the equivalence of ordinary and normal subtyping (theorem 3.3.9),
$\Gamma \vdash V_{1} \leq T_{1} \rightarrow T_{2}$.
Then, by T-Subsumption,

$$
\Gamma \vdash e_{2}\left[X \leftarrow U_{l}\right] \in T_{1} \rightarrow T_{2} .
$$

By T-App,
$\Gamma \vdash\left(e_{2}\left[X \leftarrow U_{l}\right]\right) e_{1} \in T_{2}$,
and since $X$ is not a free variable of $e_{1}$ we have that,
$\Gamma \vdash e_{2} e_{1}\left[X \leftarrow U_{l}\right] \in T_{2}$.
Finally, applying T-For, we have that
$\Gamma \vdash \operatorname{for}\left(X \in U_{1} . . U_{n}\right) e_{2} e_{1} \in T_{2}$.
(b) $\left(T_{1} \rightarrow T_{2}\right)^{n f} \equiv \Lambda^{\star}\left[T_{1}^{n f} \rightarrow B_{1} . . T_{1}^{n f} \rightarrow B_{r}\right]$, where $T_{2}^{n f} \equiv \Lambda^{\star}\left[B_{1} . . B_{r}\right]$. By generation for normal subtyping (proposition 3.2.10), for every $s \in\{1 . . r\}$ there exist $l \in\{1 . . n\}$ and $j \in\left\{1 . . k_{l}\right\}$ such that
$\Gamma^{n f} \vdash_{n} A_{l}, \leq T_{1}^{n f} \rightarrow B_{s}$,
and, by NS-ヨ or NS-Refl,

$$
\Gamma^{n f} \vdash_{n} V_{l}^{n f} \leq A_{l,},
$$

by NS-Trans, for every $s \in\{1 . . r\}$ there exists $l \in\{1 . . n\}$ such that

$$
\Gamma^{n f} \vdash_{n} V_{l}^{n f} \leq T_{1}^{n f} \rightarrow B_{s},
$$

and, by the equivalence of ordinary and normal subtyping (theorem 3.3.9),
$\Gamma \vdash V_{l} \leq T_{1} \rightarrow B_{3}$.
By T-Subsumption, for every $s \in\{1 . . r\}$ there exists $l \in\{1 . . n\}$
$\Gamma \vdash e_{2}\left[X \leftarrow S_{l}\right] \in T_{1} \rightarrow B_{s}$.
By T-App, for every $s \in\{1 . . r\}$ there exists $l \in\{1 . . n\}$
$\Gamma \vdash\left(e_{2}\left[X \leftarrow S_{l}\right]\right) e_{1} \in B_{s}$,
and since $X$ is not a free variable of $e_{1}$ we have that, for every $s \in\{1 . . r\}$ there exists $l \in\{1 . . n\}$
$\Gamma \vdash e_{2} e_{1}\left[X \leftarrow S_{l}\right] \in B_{3}$.
Applying T-For, we get that for every $s \in\{1 . . r\}$
$\Gamma \vdash \operatorname{for}\left(X \in U_{1} . . U_{n}\right) e_{2} e_{1} \in B_{s}$,
by T-Meet,
$\Gamma \vdash$ for $\left(X \in U_{1} . . U_{n}\right) e_{2} e_{1} \in T_{2}^{n f}$.
Finally, by S-Conv and T-Subsumption,
$\Gamma \vdash$ for $\left(X \in U_{1} . . U_{n}\right) e_{2} e_{1} \in T_{2}$.
T-TApp There are two possibilities for $e$ to be a redex. The case when $e \equiv$ $\left(\right.$ for $\left.\left(X \in U_{1} . . U_{n}\right) e_{2}\right) S$ follows a similar argument to the one used for the case $e \equiv\left(\right.$ for $\left.\left.\left(X \in U_{1} . . U_{n}\right) e_{2}\right) e_{1}\right)$ in T-ApP.

If $e \equiv\left(\lambda X \leq S_{1}: K_{S} . e_{2}\right) S \quad e^{\prime} \equiv e_{2}[X \leftarrow S]$, and $T \equiv T_{2}[X \leftarrow S]$, we have that $\Gamma \vdash \lambda X \leq S_{1}: K_{s} \cdot e_{1} \in \forall X \leq T_{1}: K_{T} . T_{2}$ and $\Gamma \vdash S \leq T_{1}$. By the generation lemma for typing (lemma 4.4.5), there exists $S_{2}$ such that

$$
\begin{aligned}
& \Gamma, X \leq S_{1}: K_{S} \vdash e_{2} \in S_{2} \text { and } \\
& \Gamma \vdash \forall X \leq S_{1}: K_{S} . S_{2} \leq \forall X \leq T_{1}: K_{T} \cdot T_{2} .
\end{aligned}
$$

Since $T_{2}[X \leftarrow S] \neq \beta \wedge T^{*}$, lemma 2.3.1.4(3) implies that $T_{2} \neq \beta \wedge T^{*}$. Then, by the generation lemma for ordinary subtyping (lemma 4.4.4),

$$
\Gamma, X \leq S_{1}: K_{S} \vdash S_{2} \leq T_{2}, \quad S_{1}=\beta_{\wedge} T_{1}, \quad \text { and } \quad K_{S} \equiv K_{T} .
$$

By T-Subsumption, $\Gamma, X \leq S_{1}: K_{S} \vdash e_{2} \in T_{2}$, and, by S-Trans and SConv, $\Gamma \vdash S \leq S_{1}$. Finally, by the substitution lemma for typing (lemma 4.4.2(2)), $\Gamma \vdash e_{2}[X \leftarrow S] \in T_{2}[X \leftarrow S]$.

T-For Let $e \equiv \operatorname{for}\left(X \in U_{1} . . U_{n}\right) e_{1}$, where $X \notin \operatorname{FTV}\left(e_{1}\right)$ and $e^{\prime} \equiv e_{1}$. We are given that $\Gamma \vdash e_{1}[X \leftarrow U] \in T$, with $U \in\left\{U_{1} . . U_{n}\right\}$. Since $e_{1} \equiv e_{1}[X \leftarrow U]$, the result holds.

We now have all the results needed in order to prove that reduction on terms preserves typing. The following proposition, the subject reduction property for $F_{\wedge}^{\omega}$ terms, is a consequence of the previous one.

Proposition 4.4.7 (Subject reduction for typing judgements)
If $\Gamma \vdash e \in T$ and $e \rightarrow \beta{ }_{\beta o r} e^{\prime}$, then $\Gamma \vdash e^{\prime} \in T$.
Proof: By induction on the derivation of $e \rightarrow_{\beta f_{o r}} e^{\prime}$, using proposition 4.4.6.

## Chapter 5

## A PER Model for $F_{\wedge}^{\omega}$

### 5.1 Introduction

This chapter is based on [CP93]. The differences come from having replaced the distributivity subtyping rules by reduction rules. Among simplest models for typed $\lambda$-calculi are those based on partial equivalence relations (PERs). A model in this style is essentially untyped: terms are interpreted by erasing all type information and interpreting the resulting pure $\lambda$-term as an element of the model. A type, in this setting, is just a subset of the model along with an appropriate notion of equivalence of elements. Coercions between types are interpreted as inclusion of PERs.

Our PER model for $F_{\wedge}^{\omega}$ extends the model of $F_{\wedge}$ given in [Pie91], which is based on Bruce and Longo's model for $F_{\leq}$[BL90]. The usual interpretation of a quantified type $\forall X$. TTin a PER model is the PER-indexed intersection of all possible instances of $T$. Bruce and Longo refined this definition to interpret $\forall X \leq S . \mathbb{T}$ as the intersection of all the instances of $T$ where $X$ is interpreted as a sub-PER of the interpretation of $S$. This intuition also serves for intersection types: $\wedge^{\star}\left[T_{1} . . T_{n}\right]$ is interpreted as the intersection of the PERs interpreting each of the $T_{i}$ 's. We generalize this model to $\omega$-order polymorphism (and subtyping) by interpreting type operators as functions over PERs.

To deal correctly with intersection types, we need to make one significant technical departure here from PER models of ordinary bounded quantification: instead of allowing the elements of our PERs to be drawn from the carrier of an arbitrary partial combinatory algebra $\mathcal{D}$, we require that $\mathcal{D}$ be a total combinatory algebra. This restriction is needed to validate instances of S-Conv, which have the form $\Gamma \vdash \mathrm{T}^{\star} \leq S \rightarrow \mathrm{~T}^{\star}$. For example, let $S=\mathrm{T}^{\star}$. The empty intersection $\mathrm{T}^{\star}$ is interpreted by the everywhere-defined PER, i.e., $\left\{T^{*} \rrbracket\right.$ relates every $m$ to itself. To validate the distributivity law, it must therefore be the case that $\llbracket T^{\star} \rightarrow T^{\star} \rrbracket$ relates every element to itself. But this will only be true if the application of any element to any other element is defined. This observation is due to QingMing Ma.

Cardelli and Longo [CL91] and Bruce and Mitchell [BM92] have given related models for variants of $F^{\omega}$ including subtyping, but without intersections.

The notation and fundamental definitions used here are based on papers of

Bruce and Longo [BL90], Freyd, Mulry, Rosolini, and Scott [FMRS90], and others.
A helpful basic reference for PER models of second-order $\lambda$-calculi is [Mit90b]; also see [BMM90] for more general discussion of second-order models and [Bar84, HS86] for general discussion of combinatory models.

### 5.2 Total combinatory algebras

A total combinatory algebra is a tuple $\mathcal{D}=\langle D, \cdot, k, s\rangle$ comprising a set $D$ of elements, an application function - with type $D \rightarrow(D \rightarrow D)$, and distinguished elements $k, s \in D$ such that, for all $d_{1}, d_{2}, d_{3} \in D$,

$$
\begin{aligned}
& k \cdot d_{1} \cdot d_{2}=d_{1} \\
& s \cdot d_{1} \cdot d_{2} \cdot d_{3}=\left(d_{1} \cdot d_{3}\right) \cdot\left(d_{2} \cdot d_{3}\right) .
\end{aligned}
$$

Throughout this section, we work with a fixed, but unspecified, total combinatory algebra $\mathcal{D}$. (C.f. [Sco76] for examples.)

The set of pure $\lambda$-terms is defined by the following grammar:

$$
M::=x|\lambda(x) M| M_{1} M_{2}
$$

The set of combinator terms is:

$$
C::=x\left|C_{1} C_{2}\right| K \mid S
$$

The bracket abstraction of a combinator term $C$ with respect to a variable $x$, written fun* $(x) C$, is defined as follows:

$$
\begin{array}{lll}
\text { fun }^{\star}(x) C & =K C & \text { when } x \notin \mathrm{FV}(C) \\
\text { fun }^{\star}(x) x & =S K K & \\
\text { fun }^{\star}(x) C_{1} C_{2} & =S\left(\text { fun }^{\star}(x) C_{1}\right)\left(\text { fun }^{\star}(x) C_{2}\right) & \text { when } x \in \operatorname{FV}\left(C_{1} C_{2}\right)
\end{array}
$$

The combinator translation of a pure $\lambda$-term $M$, written $|M|$, is defined as follows:

$$
\begin{array}{ll}
|x| & =x \\
|\lambda(x) M| & =\text { fun }^{\star}(x)|M| \\
\left|M_{1} M_{2}\right| & =\left|M_{1}\right|\left|M_{2}\right|
\end{array}
$$

A term environment $\eta$ is a finite function from term variables to elements of $D$. When $x \notin \operatorname{dom}(\eta)$, we write $\eta[x \leftarrow d]$ for the environment that maps $x$ to $d$ and agrees with $\eta$ everywhere else. We write $\eta \backslash x$ for the environment like $\eta$ except that $\eta(x)$ is undefined; $\eta \backslash \Gamma$ is like $\eta$ but undefined on all the variables in $\operatorname{dom}(\Gamma)$. We say that $\eta^{\prime}$ extends $\eta$ when $\operatorname{dom}(\eta) \subseteq \operatorname{dom}\left(\eta^{\prime}\right)$ and $\eta$ and $\eta^{\prime}$ agree on $\operatorname{dom}(\eta)$.

Let $C$ be a combinator term and $\eta$ a term environment such that $\mathrm{FV}(C) \subseteq$ $\operatorname{dom}(\eta)$. Then the interpretation of $C$ under $\eta$, written $\llbracket C \rrbracket_{\eta}$, is defined as follows:

$$
\begin{array}{ll}
\llbracket x \rrbracket_{\eta} & =\eta(x) \\
\llbracket C_{1} C_{2} \rrbracket_{\eta} & =\llbracket C_{1} \rrbracket_{\eta} \cdot \llbracket C_{2} \rrbracket_{\eta} \\
\llbracket K \rrbracket_{\eta} & =k \\
\llbracket S \rrbracket_{\eta} & =s .
\end{array}
$$

## Lemma 5.2.1

1. If $\eta^{\prime}$ extends $\eta$ and $\operatorname{FV}(C) \subseteq \operatorname{dom}(\eta)$, then $\llbracket C \rrbracket_{\eta}=\llbracket C \rrbracket_{\eta^{\prime}}$.
2. $\llbracket \mathrm{fun}{ }^{\star}(x) C \rrbracket_{\eta} \cdot m=\llbracket C \rrbracket_{\eta[x \leftarrow m]}$.

Proof: Standard.

### 5.3 Higher-order partial equivalence relations

A partzal equivalence relatzon (PER) on a combinatory algebra $\mathcal{D}$ is a symmetric and transitive relation $A$ on $D$. We write $m\{A\} n$ when $A$ relates $m$ and $n$. The domain of $A$, written $\operatorname{dom}(A)$, is the set $\{n \mid n\{A\} n\}$. (Note that $m\{A\} n$ implies $m \in \operatorname{dom}(A)$.) We write PER for the class of all PERs.

If $A$ and $B$ are relations, then $A \rightarrow B$ is the relation where $m\{A \rightarrow B\} n$ iff, for all $p, q \in D, p\{A\} q m \cdot p\{B\} n \cdot q$. It is not hard to show that $A \rightarrow B$ is a PER when $A$ and $B$ are PERs, and that the intersection of any set of PERs is a PER. To interpret type operators, we need to consider not only PERs, but arbitrary function spaces built on PER. An element of such a function space (including, as a special case, an element of PER itself), is called a hagher-order PER (HOPER). The interpretation of a kind $K$ is a suitable space of HOPERs:

$$
\begin{array}{ll}
\llbracket \star \rrbracket & =\text { PER } \\
\llbracket K_{1} \rightarrow K_{2} \rrbracket & =\llbracket K_{1} \rrbracket \rightarrow \llbracket K_{2} \rrbracket .
\end{array}
$$

We generalize the familiar graph-inclusion of relations to HOPERs as follows:

$$
\begin{array}{lll}
A \subseteq^{\star} B & \text { iff } & A, B \in \llbracket \star \rrbracket \text { and } \\
& m\{A\} n \text { implies } m\{B\} n \text { for all } m, n \in D ; \\
A \subseteq^{K_{1} \rightarrow K_{2}} B \text { iff } & A, B \in \llbracket K_{1} \rightarrow K_{2} \rrbracket \text { and } \\
& A P \subseteq^{K_{2}} B P \text { for all } P \in \llbracket K_{1} \rrbracket .
\end{array}
$$

Let $\left\{A_{\mathrm{i}} \in \llbracket K \rrbracket\right\}_{\mathrm{r} \in I}$ be a set of HOPERs indexed by a set $I$. Then $\cap_{t \in I}^{K} A_{\mathrm{t}}$ is the HOPER defined by

$$
\begin{array}{lll}
m\left\{\bigcap_{i \in I}^{\star} A_{\mathbf{t}}\right\} n & \text { iff } & \text { for every } i, m\left\{A_{\mathrm{t}}\right\} n \\
\cap_{\in I}^{K_{1} \rightarrow K_{2}} A_{1} & =\lambda P \in \llbracket K_{1} \rrbracket \cdot \bigcap_{t \in I}^{K_{2}} A_{i} P
\end{array}
$$

Lemma 5.3.1

1. Each $\subseteq^{K}$ is transitive.
2. If $A_{j} \in \llbracket K \rrbracket$ for each $\jmath \in I$, then $\bigcap_{\mathfrak{t}}^{K} \in I A_{\mathrm{t}} \in \llbracket K \rrbracket$.
3. If $A \subseteq^{K} B_{j}$ for each $j$, then $A \subseteq^{K} \bigcap_{1 \in I}^{K} B_{1}$.
4. $\bigcap_{t \in I}^{K} A_{\imath} \subseteq^{K} A$, for each $j$.
5. $\cap_{\mathrm{t} \in I}^{\star} A \rightarrow B_{1} \subseteq^{\star} A \rightarrow \cap_{\mathrm{t} \in I}^{\star} B_{1}$.
6. $\cap_{t \in I}^{*} \cap_{P \subseteq}^{*}{ }^{\kappa}{ }_{A} B_{1} \subseteq^{*} \cap_{P \subseteq}^{*}{ }^{\kappa}{ }_{A} \cap_{t \in I}^{*} B_{i}$.
7. $\bigcap_{1} \in I=K_{2}^{K_{1}} \lambda P \in \llbracket K_{1} \rrbracket . B_{1} P \subseteq^{K_{1} \rightarrow K_{2}} \lambda P \in \llbracket K_{1} \rrbracket . \bigcap_{1 \in I}^{K_{2}} B 1 . P$, if each $B_{1} \in \llbracket K_{1} \rightarrow K_{2} \rrbracket$.
8. $\cap_{1 \in I}^{K_{2}} B_{1} A \subseteq^{K_{2}}\left(\bigcap_{1 \in I}^{K_{1} \rightarrow K_{2}} B_{1}\right) A$, where $A \in \llbracket K_{1} \rrbracket$.

Indeed, in cases 4 through 8 the inclusions are equalities.
Proof: Straightforward.
Each collection $\llbracket K \rrbracket$ of HOPERs has a maximal element under the ordering $\varsigma^{K}$. This element is written $T^{K}$ and can be calculated as follows: $T^{*}$ is the total relation on $\mathcal{D}$ and $T^{K_{1} \rightarrow K_{2}}=\lambda P \in \llbracket K_{1} \rrbracket . T^{K_{2}}$.

Fact 5.3.2 Let $A \in \llbracket K \rrbracket$. Then:

1. $A \subseteq^{K} T^{K}$.
2. $\mathrm{T}^{K} \subseteq^{K} A$ implies $A=\mathrm{T}^{K}$.

### 5.4 HOPER interpretation of $F_{\wedge}^{\omega}$

An environment $\eta$ is a finite function from type variables to HOPERs and from term variables to elements of $D$. The notations for environment extension, restriction, and agreement are carried over from term environments. By an abuse of notation, type environments are used in place of term environments from now on.

The erasure of an $F_{\wedge}^{\omega}$ term $e$, written erase( $(e)$, is the pure $\lambda$-term defined as follows:

$$
\begin{array}{ll}
\operatorname{erase}(x) & =x \\
\operatorname{erase}(\lambda x: T . e) & =\lambda(x) \operatorname{erase}(e) \\
\operatorname{erase}\left(e_{1} e_{2}\right) & =\operatorname{erase}\left(e_{1}\right) \operatorname{erase}\left(e_{2}\right) \\
\operatorname{erase}(\lambda X \leq T: K . e) & =\operatorname{erase}(e) \\
\operatorname{erase}(e T) & =\operatorname{erase}(e) \\
\operatorname{erase}\left(\operatorname{for}\left(X \in T_{1} . . T_{n}\right) e\right) & =\operatorname{erase}(e) .
\end{array}
$$

Let $\eta$ be a term environment and $e$ an expression such that $\mathrm{FV}(e) \subseteq \operatorname{dom}(\eta)$. Then the interpretation of $e$ under $\eta$, written $\llbracket e \rrbracket_{\eta}$, is $\mathbb{\|}$ lerase $(e) \|_{\eta}$.

If $\eta$ is an environment and $T$ a type expression such that $\operatorname{FTV}(T) \subseteq \operatorname{dom}(\eta)$, then the interpretation of $T$ under $\eta$, written $\llbracket T \rrbracket_{\eta}$, is the HOPER defined as follows:

$$
\begin{array}{ll}
\llbracket X \rrbracket_{\eta} & =\eta(X) \\
\llbracket T_{1} \rightarrow T_{2} \rrbracket_{\eta} & =\llbracket T_{1} \rrbracket_{\eta} \rightarrow \llbracket T_{2} \rrbracket_{\eta} \\
\mathbb{\forall X \leq T _ { 1 } : K _ { 1 } \cdot T _ { 2 } \rrbracket _ { \eta }} & =\bigcap_{\left.P 巳^{K_{1}} \llbracket T_{1}\right]_{\eta}} \llbracket T_{2} \rrbracket_{\eta[X \leftarrow P]} \\
\llbracket \Lambda^{K}\left[T_{1} . . T_{n}\right] \rrbracket_{\eta} & =\cap_{1 \leq i \leq n}^{K} \llbracket T_{i} \rrbracket_{\eta} \\
\llbracket S T \rrbracket_{\eta} & =\llbracket S \rrbracket_{\eta} \llbracket T \rrbracket_{\eta} \\
\llbracket \Lambda X: K \cdot T \rrbracket_{\eta} & =\lambda P \in \llbracket K \rrbracket \cdot \llbracket T \rrbracket_{\eta \mid X \leftarrow P]}
\end{array}
$$

We say that an environment $\eta$ satisfies a context $\Gamma$, written $\eta \vDash \Gamma$, if $\operatorname{dom}(\eta)=$ $\operatorname{dom}(\Gamma)$ and

1. $\Gamma \equiv \emptyset$; or
2. $\Gamma \equiv \Gamma_{1}, x: T$, where $\eta \backslash x$ satisfies $\Gamma_{1}$ and either $\llbracket T \rrbracket_{\eta \backslash x} \uparrow$ or $\eta(x) \in \operatorname{dom}\left(\llbracket T \rrbracket_{\eta \backslash x}\right)$; or
3. $\Gamma \equiv \Gamma_{1}, X \leq T: K$, where $\eta \backslash X$ satisfies $\Gamma_{1}$ and either $\llbracket T \rrbracket_{\eta \backslash X} \uparrow$ or $\eta(X) \subseteq^{K}$ $\llbracket T \rrbracket_{\eta \backslash X}$.

Iterating the definition immediately yields that either $\llbracket T \rrbracket_{\eta \backslash \Gamma_{2} \backslash X} \uparrow$ or $\llbracket T \rrbracket_{\eta \backslash \Gamma_{2} \backslash X} \in$ $\llbracket K \rrbracket$, whenever $\eta \vDash \Gamma_{1}, X \leq T: K, \Gamma_{2}$. Also, note that if $\eta^{\prime}$ extends $\eta$ and FTV $(T) \subseteq$ $\operatorname{dom}(\eta)$, then either $\llbracket T \rrbracket_{\eta} \uparrow$ and $\llbracket T \rrbracket_{\eta^{\prime}} \uparrow$, or else both are defined and $\llbracket T \rrbracket_{\eta}=\llbracket T^{\prime} \rrbracket_{\eta^{\prime}}$.

Lemma 5.4.1 Let $T$ be a lype, $\Gamma$ a context, and $\eta$ an environment such that $\operatorname{FTV}(T) \subseteq \operatorname{dom}(\eta)$ and $\eta \vDash \Gamma$. If $\Gamma \vdash T \in K$, then $\llbracket T \rrbracket_{\eta} \downarrow$ and $\llbracket T \rrbracket_{\eta} \in \llbracket K \rrbracket$.

Proof: We need to check the desired result together with an additional fact:

1. If $\Gamma \vdash T \in K$, then $\llbracket T \rrbracket_{\eta}$ is defined and $\llbracket T \rrbracket_{\eta} \in \llbracket K \rrbracket$.
2. If $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash$ ok, then $\llbracket T \rrbracket_{\eta \backslash \Gamma_{2} \backslash X} \downarrow$ and $\llbracket T \rrbracket_{\eta \backslash \Gamma_{2} \backslash X} \in \llbracket K \rrbracket$.

The two are proved by simultaneous induction on derivations. We give only the interesting cases; the rest follow by straightforward use of the induction hypothesis and simple properties of HOPERs.

1. K-TVar We are given that $\Gamma \equiv \Gamma_{1}, X \leq T: K, \Gamma_{2}$ and that $\Gamma \vdash$ ok. By part 2 of the induction hypothesis, $\llbracket T \rrbracket_{\pi \backslash \Gamma_{2} \backslash X} \downarrow$. By the definition of satisfaction, $\left(\eta \backslash \Gamma_{2}\right)(X) \subseteq^{K} \llbracket T \rrbracket_{\eta \backslash \Gamma_{2} \backslash X}$, which implies in particular that $\eta(X) \in \llbracket K \rrbracket$. By the definition of interpretation, $\llbracket X \rrbracket_{\eta}=$ $\eta(X) \in \llbracket K \rrbracket$.

K-All We are given that $K \equiv \star$ and $T \equiv \forall X \leq T_{1}: K_{1} \cdot T_{2}$, and that $\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star$. By lemma 2.4.1, there exists a shorter derivation of $\Gamma, X \leq T_{1}: K_{1} \vdash$ ok, and, by part 2 of the induction hypothesis, we have that $\llbracket T_{1} \rrbracket \rrbracket$ and $\llbracket T_{1} \rrbracket_{\eta} \in \llbracket K_{1} \rrbracket$. Now, suppose $P \subseteq^{K_{1}} \mathbb{[} T_{1} \rrbracket_{\eta}$. Then the definition of satisfaction yields $\eta[X \leftarrow P] \vDash \Gamma, X \leq T_{1}: K_{1}$. By part 1 of the induction hypothesis, $\llbracket T_{2} \rrbracket_{\eta \mid X-P]} \downarrow$ and $\llbracket T_{2} \rrbracket_{\eta[X+P]} \in \llbracket \star \rrbracket$. Since PER is closed under intersections, $\llbracket T \rrbracket_{\eta}=\bigcap_{P \subseteq C^{K_{1}}\left[T_{1}\right]_{\eta}}^{*} \llbracket T_{2} \rrbracket_{\eta[X \leftarrow P]} \in \llbracket \star \rrbracket$.
K-OAbs Similar.
2. C-VAR We are given that $\Gamma \equiv \Gamma^{\prime}, x: S$, where $\Gamma^{\prime} \equiv \Gamma_{1}, X \leq T: K, \Gamma_{2}^{\prime}$ and that $\Gamma^{\prime} \vdash S \in \star$. By lemma 2.4.1, $\Gamma^{\prime} \vdash$ ok. By the definition of satisfaction, $\eta \backslash x \vDash \Gamma^{\prime}$. By the induction hypothesis, the result follows.
C-TVAR The case where $\Gamma_{2} \not \equiv \emptyset$ is similar to the previous case. When $\Gamma_{2} \equiv \emptyset$, we are given that $\Gamma \equiv \Gamma_{1}, X \leq T: K$ and that $\Gamma_{1} \vdash T \in K$. By the definition of satisfaction, $\eta \backslash X \vDash \Gamma^{\prime}$. By the induction hypothesis, the result follows.

In order to prove the soundness of subtyping we need some technical results about substitution and $\beta$-conversion.

## Lemma 5.4.2

Let $\eta$ be an environment with $X \notin \operatorname{dom}(\eta)$ and such that $\operatorname{FTV}(S[X \leftarrow T]) \subseteq$ $\operatorname{dom}(\eta)$ and $\llbracket S \rrbracket_{\eta\left[X-[T]_{\eta}\right]} \downarrow$. Then $\llbracket S[X \leftarrow T] \rrbracket_{\eta}=\llbracket S \rrbracket_{\eta\left[X-[T]_{\eta}\right.}$.

Proof: By induction on the structure of $S$.
Lemma 5.4.3 Let $\eta$ be an environment such that $\operatorname{FTV}(S) \subseteq \operatorname{dom}(\eta)$. If $S={ }_{\beta \wedge} T$ and $\llbracket S \rrbracket_{\eta} \downarrow$, then $\llbracket S \rrbracket_{\eta}=\llbracket T \rrbracket_{\eta}$.

Proof: By induction on the definition of $\beta \wedge$-conversion, it is easy to see that it suffices to show the statement for a one-step reduction $S \rightarrow_{\beta \wedge} T$. This is proved by induction on the structure of $S$. The only interesting cases are when S is a $\beta \wedge$-redex and $T$ its reduct. Let $S \equiv\left(\Lambda X: K . T_{2} T_{1}\right.$ and $T \equiv T_{1}\left[X \leftarrow T_{2}\right]$. Then

$$
\begin{aligned}
\llbracket\left(\Lambda X: K . T_{2} T_{1} \rrbracket_{\eta}\right. & \left.=\left(\lambda P \in \llbracket K \rrbracket \cdot \llbracket T_{2} \rrbracket_{\eta(X \leftarrow P)}\right) \llbracket T_{1}\right]_{\eta} & & \text { by definition of } \llbracket-\rrbracket_{\eta} \\
& =\llbracket T_{2} \rrbracket_{\eta\left[X \leftarrow\left[T_{1} 1_{\eta}\right]\right.} & & \\
& =\llbracket T_{2}\left[X \leftarrow T_{1} \rrbracket_{\eta}\right. & & \text { by lemma 5.4.2. }
\end{aligned}
$$

For the other redexes the result follows from lemma 5.3 .1 given that for items 4 through 8 the inclusions are equalities.

Our main semantic results are the soundness of subtyping and typing.
Theorem 5.4 .4 (Soundness of subtyping) If $\Gamma \vdash S \leq T$ and $\Gamma \vdash S \in K$, and if $\eta \models \Gamma$, then $\llbracket S \rrbracket_{\eta} \subseteq^{K} \llbracket T \rrbracket_{\eta}$.

Proof: The proof proceeds by induction on the structure of a derivation of $\Gamma \vdash S \leq T$. For the sake of readability, we often make implicit use of the fact that if $\Gamma \vdash S \leq T$ and $\Gamma \vdash S \in K$, then, by proposition 2.4.19 and lemmas 2.4.7 and 5.4.1, $\llbracket S \rrbracket_{\eta}$ and $\llbracket T \rrbracket_{\eta}$ are defined and belong to $\llbracket K \rrbracket$ whenever $\eta \vDash \Gamma$.

S-Conv We are given that $S=\rho_{\wedge} T$. Then, by lemma 5.4.3, $\llbracket S \rrbracket_{\eta}=\llbracket T \rrbracket_{\eta}$
S-Trans $\quad$ By the induction hypothesis and the transitivity of $\subseteq^{K}$ (lemma 5.3.1).
S-TVAR We are given $\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash$ ok. Now, $\llbracket X \rrbracket_{\eta}=\eta(X) \subseteq^{K} \llbracket T \rrbracket_{\eta \backslash X}$, because $\eta \vDash \Gamma$ and, as $\eta$ extends $\eta \backslash X, \llbracket T \rrbracket_{\eta \backslash X}=\llbracket T \rrbracket_{\eta}$.

S-Arrow We are given $\Gamma \vdash T_{1} \leq S_{1}$ and $\Gamma \vdash S_{2} \leq T_{2}$, with $\Gamma \vdash S_{1} \rightarrow S_{2} \in \star$. By the uniqueness of kinds (lemma 2.4.7), $K \equiv \star$. Now by the wellkindedness of subtyping (proposition 2.4.19) and syntax directedness of kinds (proposition 2.4.6) we have $\Gamma \vdash S_{2}, T_{1} \in \star$. By the induction hypothesis, $\llbracket S_{2} \rrbracket_{\eta} \subseteq^{\star} \llbracket T_{2} \rrbracket_{\eta}$ and $\llbracket T_{1} \rrbracket_{\eta} \subseteq^{\star} \llbracket S_{1} \rrbracket_{\eta}$. Hence, by the covariance on the right and contravariance on the left of the function space constructor on PERs (easily verified from its definition), $\llbracket S_{1} \rrbracket_{\eta} \rightarrow \llbracket S_{2} \rrbracket_{\eta} \subseteq^{\star} \llbracket T_{1} \rrbracket_{\eta} \rightarrow \llbracket T_{2} \rrbracket_{\eta}$, i.e. $\llbracket S_{1} \rightarrow S_{2} \rrbracket_{\eta} \subseteq^{\star} \llbracket T_{1} \rightarrow T_{2} \rrbracket_{\eta}$.
S-All $\quad$ We are given that

$$
\begin{aligned}
& \Gamma, X \leq U: K_{1} \vdash S_{2} \leq T_{2} \text { and } \\
& \Gamma \vdash \forall X \leq U: K_{1} . S_{2} \in \star .
\end{aligned}
$$

By proposition 2.4.6, $\Gamma, X \leq U: K_{1} \vdash S_{2} \in \star$. Let $P \in \llbracket U \rrbracket_{7}$. Then, by the definition of satisfaction, $\eta[X \leftarrow P] \models \Gamma, X \leq U: K_{1}$. Now, by the induction hypothesis, it follows that $\llbracket S_{2} \rrbracket_{\eta[X \leftarrow P]} \subseteq^{\star} \llbracket T_{2} \rrbracket_{\eta(X \leftarrow P]}$. Hence, $\cap_{P \subseteq}^{\star} \underline{K}_{1}[U]_{7}\left[S_{2} \rrbracket_{\tau[X+P]} \subseteq^{\star} \bigcap_{P \subseteq}^{\star} \underline{K}_{1}\left[\cup \rrbracket_{\eta}\right] T_{2} \rrbracket_{\eta \mid X+P]}\right.$. Consequently, $\mathbb{\|} X \leq U: K_{1} \cdot S_{2} \rrbracket_{\eta} \subseteq^{\star} \mathbb{\forall} X \leq U: K_{1} \cdot T_{2} \rrbracket_{\eta}$.

S-OAbs We are given $\Gamma, X \leq T^{K_{1}}: K_{1} \vdash S \leq T$ and $\Gamma \vdash \Lambda X: K_{1} . S \in K$. By the syntax-directedness of kinding, $K \equiv K_{1} \rightarrow K_{2}$ and $\Gamma, X \leq T^{K_{1}}: K_{1} \vdash$ $S \in K_{2}$ for some $K_{2}$. If $P \in \llbracket K_{1} \rrbracket_{\eta}$ then $\eta[X \leftarrow P] \vDash \Gamma, X \leq T^{K_{1}}: K_{1}$. Now by the induction hypothesis, $\llbracket S \rrbracket_{\eta[X-P]} \subseteq^{K_{2}} \llbracket T \rrbracket_{\eta[X-P]}$. Then $\lambda P \in \llbracket K_{1} \rrbracket \cdot \llbracket S \rrbracket_{\eta[X+P]} \subseteq^{K_{1} \rightarrow K_{2}} \lambda P \in \llbracket K_{1} \rrbracket \cdot \llbracket T \rrbracket_{n[X-P]}$. Consequently, $\llbracket \Lambda X: K_{1} \cdot S \rrbracket_{\eta} \subseteq^{K_{1} \rightarrow K_{2}} \llbracket \Lambda X: K_{1} . T \rrbracket_{\eta}$.
S-OAPP By induction hypothesis, using the syntax-directedness of kinding.
S-Meet-G By the induction hypothesis and lemma 5.3.1(3).
S-Meet-Lb By lemma 5.3.1(4).
The type context $\Gamma / T V$ obtained from a context $\Gamma$ is defined in the obvious way:

$$
\begin{aligned}
1 / T V & =\emptyset, \\
(\Gamma, x: T) / T V & =\Gamma / T V, \\
(\Gamma, X \leq T: K) / T V & =\Gamma / T V, X \leq T: K .
\end{aligned}
$$

Theorem 5.4.5 Let $\eta_{1} \models \Gamma$ and $\eta_{2} \models \Gamma$, such that $\eta_{1} / T V=\eta_{2} / T V$ and, for all $x \in \operatorname{dom}(\Gamma), \eta_{1}(x)\left\{\llbracket \Gamma(x) \rrbracket_{\eta}\right\} \eta_{2}(x)$, where $\eta=\eta_{1} / T V$. Then $\llbracket e \rrbracket_{\eta_{1}}\left\{\llbracket T \rrbracket_{\eta}\right\} \llbracket e \rrbracket_{\eta_{2}}$.

Proof: From $\Gamma \vdash e \in T$ it follows by the well-kindedness of typing (proposition 2.4.20) that $\Gamma \vdash T \in \star$. Note that $\operatorname{FTV}(T) \subseteq \operatorname{dom}(\Gamma / T V)$; then, by strengthening (lemma 2.4.5), $\Gamma / T V \vdash T \in \star$. Note also that $\eta \vDash \Gamma / T V$; by lemma 5.4.1, $\llbracket T \rrbracket_{\eta}$ is defined and in $\llbracket \star \rrbracket$. We often use this fact implicitly in the following. The proof now proceeds by induction on a derivation of $\Gamma \vdash e \in T$.

T-VAR From the assumption that for every $x$ in $\operatorname{dom}(\Gamma), \eta_{1}(x)\left\{\left[\Gamma(x) \rrbracket_{\eta}\right\} \eta_{2}(x)\right.$.
T-Abs We are given that $\Gamma, x: T_{1} \vdash e \in T_{2}$. Suppose that $p \in D$ and $q \in D$ are such that $p\left\{\left[\left[T_{1} \rrbracket_{\eta}\right\} q\right.\right.$. Then $\eta_{1}[x \leftarrow p] \vDash \Gamma, x: T_{1}$ and $\eta_{2}[x \leftarrow q] \vDash$ $\Gamma, x: T_{1}$. By the induction hypothesis, $\llbracket e \rrbracket_{\eta_{1}[x-p]}\left\{\llbracket T_{2} \rrbracket_{\eta}\right\} \llbracket e \rrbracket_{\eta_{2}[x-q]}$, that is, $\llbracket\left|\operatorname{erase}(e) \rrbracket_{\eta_{1}[x-p]}\left\{\llbracket T_{2} \rrbracket_{\eta}\right\} \llbracket\right|$ erase $(e) \mid \rrbracket_{\eta_{2}[x-q]}$. From lemma 5.2.1(2) it follows that \|fuñ $(\boldsymbol{x})|\operatorname{erase}(e)| \rrbracket_{\eta_{1}} \cdot p\left\{\left[T_{2} \rrbracket_{\eta}\right\}\right.$ Ifun ${ }^{\star}(x)$ erase $(e) \mid \rrbracket_{\eta_{2}} \cdot q$, that is, $\llbracket \lambda x: T_{1} \cdot e \rrbracket_{\eta_{1}} \cdot p\left\{\llbracket T_{2} \rrbracket_{\eta}\right\} \llbracket \lambda x: T_{1} . e \rrbracket_{\eta_{2}} . q$. Since $p$ and $q$ were chosen freely, we have that $\llbracket \lambda x: T_{1} . e \rrbracket_{\eta_{1}}\left\{\llbracket T_{1} \rrbracket_{\eta} \rightarrow \llbracket T_{2} \rrbracket_{\eta}\right\} \llbracket \lambda x: T_{1} \cdot e \rrbracket_{\eta_{2}}$, in other words $\llbracket \lambda x: T_{1} \cdot e \rrbracket_{\eta_{1}}\left\{\llbracket T_{1} \rightarrow T_{2} \rrbracket_{\eta}\right\} \llbracket \lambda x: T_{1} . e \rrbracket_{\eta_{2}}$.
T-APP By the induction hypothesis, using the fact that $\llbracket f a \rrbracket_{\eta}=\llbracket f \rrbracket_{\eta} \llbracket a \rrbracket_{\eta}$.
T-TAbs We are given that $\Gamma, X \leq T_{1}: K_{1} \vdash e \in T_{2}$. Suppose that $P \subseteq^{K_{1}} \llbracket T_{1} \rrbracket_{\eta}$. Then it follows that $\eta_{1}(X \leftarrow P] \vDash \Gamma, X \leq T_{1}: K_{1}$ and that $\eta_{2}[X \leftarrow P] \vDash$ $\Gamma, X \leq T_{1}: K_{1}$. Since $\llbracket e \rrbracket_{\eta_{1}}=\llbracket e \rrbracket_{\eta_{1}[X+P]}$, we have by the induction hypo-
 that $\llbracket e \rrbracket_{\eta_{1}}\left\{\bigcap_{P \subseteq C^{K_{1}}\left[T_{1}\right]_{\eta}}^{\star} \llbracket T_{2} \rrbracket_{\eta[X-P]}\right\} \llbracket e \rrbracket_{\eta_{2}}$. Now the result follows from the definition $\llbracket-\rrbracket_{\eta}$ and the fact that $\llbracket \lambda X \leq T_{1}: K_{1} \cdot e \rrbracket_{\eta}=\llbracket e \rrbracket_{\eta}=\llbracket e \rrbracket_{\eta}[X-P]$.
T-TApp We are given that $\Gamma \vdash f \in \forall X \leq T_{1}: K_{1} . T_{2}$ and that $\Gamma \vdash S \leq T_{1}$. By the induction hypothesis, $\llbracket f \rrbracket_{\eta_{1}}\left\{\llbracket \forall \leq T_{1}: K_{1} \cdot \rrbracket_{\eta}\right\} \llbracket f \rrbracket_{\eta_{2}}$, which means that, $\llbracket f \rrbracket_{\eta_{1}}\left\{\bigcap_{P \subseteq K_{1}}^{\star} \llbracket T_{2} \rrbracket_{\left.\eta \mid X \_P\right]}\right\} \llbracket f \rrbracket_{\eta_{2}}$. By the well-kindedness of typing, syntax directedness of kinds, and well-kindedness of subtyping, $\Gamma \vdash$ $S \in K_{1}$, and, by soundness of subtyping, $\llbracket S \rrbracket_{\eta} \subseteq^{K_{1}} \llbracket T_{1} \rrbracket_{\eta}$. So we have $\llbracket f \rrbracket_{\eta_{1}}\left\{\left[T_{2} \rrbracket_{\left.\eta_{[X}+[S]_{\left.\eta_{n}\right]}\right]}\right\} \llbracket \rrbracket_{\eta_{2}}\right.$, which, by lemma 5.4.2 and the fact that $\llbracket f \rrbracket_{\eta}=\llbracket f S \rrbracket_{\eta}$ for any $\eta$, is $\llbracket f S \rrbracket_{\eta_{1}}\left\{\llbracket T_{2}[X \leftarrow S] \rrbracket_{\eta}\right\} \llbracket f S \rrbracket_{\eta_{2}}$.
T-FOR Immediate from the induction hypothesis, because erase $(e[X \leftarrow S])=$ erase(e).

T-Meet We are given that $\Gamma \vdash$ ok and also $\Gamma \vdash e \in T_{\mathrm{i}}$ for each $i$ in $\{1 . . n\}$. The result follows by the induction hypothesis and the definitions of $\bigcap^{*}$ and $\llbracket-\mathbb{I}_{7}$.

T-Sub We are given that $\Gamma \vdash e \in S$ and that $\Gamma \vdash S \leq T$. By the induction hypothesis, $\llbracket e \rrbracket_{\eta_{1}}\left\{\llbracket S \rrbracket_{\eta}\right\} \llbracket e \rrbracket_{\eta_{2}}$. By well-kindedness of typing $\Gamma \vdash S \in \star$, and by the soundness of subtyping $\llbracket S \rrbracket_{\eta} \subseteq^{\star} \llbracket T \rrbracket_{\eta}$. Hence, $\llbracket e \rrbracket_{\eta_{1}}\left\{\llbracket T \rrbracket_{\eta}\right\}$ $[\mathrm{e}]_{m_{2}}$.

Corollary 5.4.6 (Soundness of typing) Let $\eta$ be an environment such that $\eta \vDash$ $\Gamma$. Then $\Gamma \vdash e \in T$ implies $\llbracket e \rrbracket_{\eta} \in \operatorname{dom}\left(\llbracket T \rrbracket_{\eta}\right)$.

Proof: Take $\eta_{1}=\eta_{2}=\eta$.

## Chapter 6

## Multiple Inheritance

### 6.1 Introduction

This chapter is extracted from [CP93]. The reader is invited to read [Bru94, FM94, PT94] for a complete account on the foundations of object-oriented programming. Here we intend to illustrate how the concept of multiple inheritance is captured by intersection types. We use records and record types which are not part of the syntax of $F_{\hat{\wedge}}^{\omega}$. The reader is referred to [Car92] for an implementation of records in a typed lambda calculus.

Informally, in class based object-oriented programming there are entities called objects which are organised in classes, and each class of objects is associated with a set of functions or methods. This set of methods is known as the interface of the objects of a class. The use of a method of the interface to access an object is called message passing. A suitable type theory for an object-oriented programming discipline should prevent access to objects other than through the corresponding interface. This protection against illegal access is known as encapsulation.

Existing classes may be used to create new ones. In this way, classes are organised in a hierarchy or genealogy, where ancestors are super-classes and descendants are subclasses. The mechanism through which a subclass of objects use methods of a superclass is known as inheritance. So far we used the word class as a synonym of collection. In the sequel the word class is used formally to refer to a term of the $F_{\wedge}^{\omega}$ language.

The common goal of studies in this area is to prove the safety of a type system describing a set of high-level syntactic constructs for object encapsulation, message passing, and inheritance. Our approach consists of translating the high-level syntax into a more conventional $\lambda$-calculus, whose own type-safety is established separately; the soundness of the typing rules for the object features then follows from the soundness of the target system. So, for example, the keyword new, which by itself does not represent any entity in an object-oriented programming language, is interpreted as a term which given suitable arguments creates an object. One advantage of this style is that we can verify type safety automatically using a type checker for the underlying $\lambda$-calculus.

The object model of Pierce and Turner [PT94], on which the present study
is based, encodes objects as expressions of $F_{\leq}^{w}$, an extension of Girard's System $F^{\omega}$ [Gir72] with bounded quantification. Given a description $M$ of a public interface - the names and types of a set of methods - the type object (M) denotes the type of objects satisfying this description. Technically, object interfaces are type operators of kind $\star \rightarrow \star$, maps from types to types, and Object $\in(\star \rightarrow \star) \rightarrow \star$ is a higher-order constructor. See sections 6.2 and 6.3 for details and [PT94] for a longer discussion. For example, if PointM describes the interface of one-dimensional point objects responding to the messages setX and getX then Object (PointM) is the type of points. Associated with each such collection of objects is a group of functions for sending messages, with types like:

```
Point'setX : All(M < PointM)
    Object(M) -> Int -> Object(M)
```

The bounded quantifier $\operatorname{All}(\mathrm{M}<\mathrm{Point} \mathrm{M})$ expresses the fact that the message setX can actually be sent to any object whose interface refines the interface of points. Given such an object and an integer representing its new x-coordinate, Point'setx returns a new object with an appropriately updated position. The foregoing accounts for the fundamental features of object encapsulation and interface refinement (and correctly handles their interaction; this is the difficult part). But it omits some characteristic features of popular object-oriented languages, notably inheritance.

In general terms, inheritance is a mechanism allowing the implementations of different sorts of objects that share some of their behavior to be factored so that the common behavior is written just once.

In our framework a class is a term containing the type of the internal representation of objects its objects, a default value for the private data and an implementation of the methods. Therefore, a class can be used in two ways: as a template for creating new objects, because it has a default value and the set of methods which is all that is needed to create an object, and as the basis for defining subclasses by incremental extension of the set of methods. If $M$ is an object interface, then Class $(M)$ is the type of classes that can be used to create objects of type 0 bject $(M)$. The polymorphic function new maps a class into a new object:

```
new : All(M:*->*) Class(M) -> Object(M)
```

Another function, extend, takes an existing class and a description of some new methods and constructs a new class combining the old and new behaviors:

```
extend : All(SuperM:*->*)
    All(SelfM<SuperM)
    Class(SuperM) -> ... -> Class(SelfM)
```

(The details hidden here by ... are revealed in the following section and section 6.3.) The bounded quantifier All(SelfM<SuperM) ensures that the interface of the new class refines that of the old: Object(SelfM) is a subtype of object(SuperM).

To handle multiple inheritance in this setting, we must enrich the extend function to take two or more superclasses as arguments. Consider the case where the new class inherits methods from two superclasses. This version - call it extend2 (there will be an analogous one for each $n$ ) - should have a type like:

```
extend2 : All(SuperM1:*->*) % the interface of one superclass
All(SuperM2:*->*) % the interface of the other superclass
All(SelfM<???) % the interface of the class being built
            Class(SuperM1) % the first superclass
    -> Class(SuperM2) % the second superclass
    -> ... % (how to build the new class)
    -> Class(SelfM) % the neछ class itself
```

But the upper bound of SelfM presents a problem: we must ensure that SelfM is a sublype of both SuperM1 and SuperM2, which falls outside the expressive scope of our target $\lambda$-calculus $F_{\leq}^{\omega}$.

Intuitively, what we want to write is

```
extend2 : All(SuperM1:*->*) All(SuperM2:*->*)
    All(SelfM < SuperM1 "and" SuperM2)
            Class(SuperM1)
        -> Class(SuperM2)
        -> ...
        -> Class(SelfM)
```

where, informally, "and" forms the conjunction of the two superclass specifications. Fortunately, a type constructor with exactly this meaning has already appeared in the literature. First-order type systems with intersection types have been investigated by the group in Torino [CDC78, BCD83] and elsewhere. (See [CC90] for background and further references.) A second-order $\lambda$-calculus with intersection types was studied by Pierce [Pie91]. The calculus needed here is the $\omega$-order extension of this system.

A type system combining intersection types with a powerful form of polymorphism is of independent interest. Reynolds [Rey88] has argued that intersection types can form the basis of elegant language designs. But his Forsythe language has only a first-order type system, and thus lacks some of the expressive possibilities of polymorphic languages like ML. Our work represents a step toward a synthesis of these styles of language design.

The following section shows some examples of multiple inheritance using a simple high-level syntax, and section 6.3 develops an implementation of inheritance in this setting.

### 6.2 An example of multiple inheritance

We begin by recalling the encodings of some basic concepts of object-oriented programming in $F_{\leq}^{w}$ and showing a simple example of multiple inheritance in this setting.

In this setting, an object interface specification is modelled as a function from types to types, describing the behaviors of a collection of methods as transformations on the object's internal state. For example, the interface of one-dimensional point objects supporting the messages getx, setX, and bump is captured by the type operator

```
# PointM = Fun(Rep){l setX: Rep>Int>>Rep,
*
#
PointM : *->*
```

which expresses the fact that the getx method of a point interrogates its internal state and returns an integer, that the set method transforms the internal state and a new position into an updated internal state, and that bump, which increases the position by one, maps one internal state to another. (The \# in the left-hand margin indicates that this expression has been checked by our implementation; the typechecker's response follows.) The abstraction over the type Rep of the internal state hides the actual internal state from outside view. Concretely, a point whose internal state type is $\{|x: \operatorname{Int}|\}$ - a one-field record containing an integer - will contain a record of methods with types

```
\{| setx: \{|x:Int|\} \(\rightarrow\) Int \(\rightarrow\{|x: \operatorname{Int}|\}\),
    getX: \(\{|x: I n t|\} \rightarrow\) Int,
    bump: \(\{|x: \operatorname{Int}|\} \rightarrow\) \(\rightarrow|x: \operatorname{Int}|\} \quad \mid\}\)
```

while a point whose internal state type is richer, say $\{\mid \mathrm{x}:$ Int, $\mathrm{y}:$ Int|\}, will have correspondingly richer concrete types for its methods:

```
{| setX: {|x:Int,y:Int|} -> Int -> {|x:Int,y:Int|},
    getX: {|x:Int,y:Int|} > Int,
    bump: {|x:Int,y:Int|} -> {|x:Int,y:Int|} |}
```

Externally, we expect the difference between these two to be invisible; thus, the public interface to the methods, PointM, abstracts away from any particular representation type. Both point objects are elements of the type object (PointM). (For present purposes, it is not important how Object itself is defined. C.f. [PT94, HP95].)

New objects are created by applying the polymorphic function nea to a class. Given an interface $M$ and a class for this interface - that is, a class whose instances are objects with interface $M$ - ner creates and returns such an object. New classes, in turn, are created by applying the polymorphic function extend to an existing class along with a specification of an incremental change to its behavior:

```
extend = <val>
    : All(SuperM)
        All(SelfM<SuperM)
        All(SelfDiffR)
            (Class SuperM)
        -> SelfDiffR
```

```
-> (All(FinalR)
    (Extractor FinalR SelfDiffR)
    -> (SuperM FinalR)
    ->(SelfM FinalR)
    ->(SelfM FinalR))
-> (Class SelfM)
```

In detail, the arguments expected by extend comprise:

- The interface Superm of the existing class.
- The interface SelfM of the new class that will be returned by extend.
- The type SolfDiffr, which describes the difference between the representation of the superclass (whatever it may be) and the representation of the new class. In conventional terminology, this is the set of new instance variables introduced by the subclass.
- The superclass itself - an element of Class (SuperM) (our typechecker prints it as Class Superm).
- An initial value - an element of SelfDiffR - for the new part of the state.
- A polymorphic "method builder" function.

Given all these, extend returns a class for the interface Selfm.
The method builder function, which does the work of constructing the vector of methods to be used in instances of the new class, must itself take several parameters:

- The "final" representation type FinalR, which is fixed at the moment when new is applied to a class.
- An "extractor," which provides a mapping back and forth between the final representation type and the local representation type, allowing the local methods to access the part of the state that interests them.
- The "super methods" of the existing class.
- The "self methods" of the new class, which are used to model the characteristic object-oriented feature of "sending a message to self."

Given these, the method builder must return a collection of methods for the new object.

For uniformity, let us assume that there is just one base class - the class of "things," whose instances are objects with no behavior at all:

```
# ThingM = Fun(Rep) {l |};
```

ThingM : *->*
thingClass $=\langle$ val> : Class ThingM

To build a class of points extending thingClass, we first choose the "local" part of the representation of points.
\# PointDiffR = \{| x:Int |\};
PointDiffR : *
Now we create pointClass by applying extend as follows (see section 6.3 for more details).

```
# pointClass =
# extend
# ThingM % superclass interface
# PointM % interface for ner class
# PointDiffR % local state type
# thingClass % the superclass itself
# {x=0 } % initial value for local state
# (fun(FinalR) % "method builder" function...
# fun(e: Extractor FinalR PointDiffR) % mapping a "state extractor"
# fun(super: ThingM FinalR) % and the "super methods"
# fun(self: PointM FinalR) % and the "self methods"
# fgetX = fun(s:FinalR) % to a getX method
* (e.get s).x, % that returns
# % the local x field
# setX = fun(s:FinalR) % and a setX method
                                fun(i:Int) e.put s {x=i},% that overurites
    % the x field
# bump = fun(s:FinalR) % and a bump method
# self.setX s % that calls setX on self
# (plus (self.getX s) 1) % to set x to one more
# });
    % than self.getX
pointClass = <val> : Class PointM
```

Of course, this definition of pointclass is quite verbose. It is not hard to design higher-level syntax for ohjects, message passing, and class extension that looks like ordinary object-oriented source code, but since we are building a foundational model here, we prefer the low-level notation.

Similarly, we can define the interface for "colored objects" - objects supporting the messages sotC and getC - as follows:

```
# ColoredM = Fun(Rep) {l setC: Rep->Color->Rep, getC: Rep->Color 1};
ColoredM : *->*
```

Again, one instance variable suffices to represent the color of a colored object:

```
# ColoredDiffR = {| c:Color |};
ColoredDiffR : *
```

A class of colored objects can now be created by extending thingClass as we did to build pointClass:

```
* coloredClass =
* extend ThingM ColoredM ColoredDiffR thingClass
* {c = black }
* (fun(FinalR)
# fun(e: Extractor FinalR ColoredDiffR)
* fun(super: ThingM FinalR)
* fun(self: ColoredM FinalR)
* [getC = fun(s:FinalR) (e.get s).c,
# setC = fun(s:FinalR) fun(newc:Color) e.put s {c=newc}
# });
coloredClass = <val> : Class ColoredM
```

Now we have reached the point where we can use multiple inheritance to combine the classes of point objects and colored objects, yielding a new class of colored points. The interface of colored points contains all the messages of both superclasses:

```
# CPointM = Fun(Rep) {| setX: Rep->Int->Rep,
# getX: Rep->Int,
# bump: Rep->Rep.
# setC: Rep->Color->Rep,
* getC: Rep->Color 1};
CPointM : *->*
```

For this simple implementation, no additional instance variables are needed: we can set CPointDiffR = \{| l\}.

To make the example more interesting, we take the methods getx, setC, and getC unchanged from the superclasses, while overriding the definition of setX so that, in addition to setting the $\boldsymbol{x}$ coordinate as usual, it also sets the color to, say, blue:

```
cpointClass =
    extend2 PointM ColoredM CPointM
        CPointDiffR pointClass coloredClass { }
        (fun(FinalR)
            fun(e: Extractor FinalR CPointDiffR)
            fun(super1: PointM FinalR)
            fun(super2: ColoredM FinalR)
            fun(self: CPointM FinalR)
            {setX = fun(s:FinalR) fun(i:Int)% the ner setX method:
                    let s1 = superi.setX s i in % use pointClass's setX
                                    % to set position
            let s2 = super2.setC s1 blue % and coloredClass's setC
                                    % to set color
            in s2 end end,
            getX = super1.getX, % copy all the remaining
            bump = super1.bump. % methods from the
            setC = super2.setC,
                                    % appropriate superclass
```

            get \(C=\) super2.get \(C\)
    ```
# f);
cpointClass = <val> : Class CPointM
```

Here, the low level at which we are working is reflected in the fact that the old methods getX, bump, setc, and getC must be copied explicitly from the superclasses to the new class. Introducing high-level syntax for multiple inheritance would, of course, raise all the usual questions (must each inherited method appear in only one of the superclasses? if it appears in more than one, which should be copied to the subclass? etc.), for which the usual solutions will apply.

To test what we have done, let's build a colored point and send it some messages:

```
* p = new CPointM cpointClass;
p = <val> : Object CPointM
* Colored'getC CPointM p;
black : Color
# p1 = Point'bump CPointM p;
p1 = <val> : Object CPointM
# Point'getX CPointM p1;
1 : Int
* Colored'getC CPointM p1;
blue : Color
```

Note that sending our colored point the bump method has the effect of changing its color to blue: the overridden behavior of the sotx method is observable in the behavior of bump method, even though bump was not redefined in the subclass.

### 6.3 Encoding multiple inheritance

We close with a full implementation of the extend2 function, generalising the extend function in section 7 of [PT94]. As we suggested in the introduction, an intersection type must be used at one point (marked *** in the definition of extend) to oblain a sound typing; the rest is straightforward.

This implementation of classes and inheritance makes the local state of each class inaccessible both to clients of objects and to methods defined in subclasses. Other variations are possible; we chose this one to simplify the presentation of section 6.2.

If $M$ is an object interface - an operator of kind *->* - then Class $(M)$ is the set of classes whose instances have type Object (M). Each such class consists of a local representation type MyR (whose identity is hidden by an existential quantifier), an element initstate $\in$ MyR that is used as the initial value of the state in new objects created from this class, and a function buildM that can be used to construct the methods of the new objects:

```
# {l initstate: R,
# buildM: ClassMethods M R 1};
Class : (*->*)->*
```

To cope with different representations of local state in subclasses, the methodbuilding function is abstracted on two parameters: a type FinalR representing the "full" state of an eventual subclass, and an "extractor" giving access to the components of interest to the methods being built. The method builder is also abstracted on a collection of self-methods of the same types as its own methods. Given these, it yields a concrete collection of methods specialized to work properly in an object with representation type FinalR:

```
# ClassMethods =
* Fun(MyM:*->*)
* Fun(MyR)
* All(FinalR)
# (Extractor FinalR MyR) ->
* (MyM(FinalR)) ->
# (MyM(FinalR));
ClassMethods : (*->*)->*->*
```

Finally, an extractor is just a pair of maps, get and put.

```
* Extractor = Fun(SS) Fun(TT) {| get: SS->TT, put: SS->TT->SS 1};
Extractor : *->*->*
```

Intuitively, get extracts the "superclass part" of an element of a subclass's state, while put overwrites the superclass part, yielding a new subclass state.

For example, the point class of section 6.2 can be defined directly (rather than as an extension of thingClass) as follows:

```
* pointClass =
# < {|x:Intl},
* {initstate = {x=0},
* buildM = fun(FinalR)
# fun(e: Extractor FinalR {|x:Int|})
# fun(self: PointM FinalR)
# {getX = fun(s:FinalR) (e.get s).x,
# setX = fun(s:FinalR) fun(i:Int) e.put s {x=i},
* bump = fun(s:FinalR) e.put s {x = plus 1 (e.get s).x}
# }}
* > : Class PointM;
pointClass = <val> : Class PointM
```

(We use the ascii syntax " $<R, b>: T$ " for introducing elements of existential types: $R$ is the hidden witness type, b is the body, and T is the existential type where the result is to live. The corresponding elimination form is written "open $e$ as $\langle R, x\rangle$ in b.")

A class with two superclasses generates objects whose internal states have three parts: one for each superclass and one for the new components local to
the class itself. For example, an instance of cpointClass contains a point state of type \{|x:Int|\}, a colored-object state of type \{|c:Color|\}, and an empty local state. The extend2 function takes two classes, an initial local state, and a function for incrementally building a collection of new methods from the old ones, and constructs a subclass of this form.

```
extend2 =
    fun(SuperM1: *->*)
fun(SuperM2: *->*)
    fun(MyM < SuperM1/\SuperM2)
    fun(MyLocalR: *)
    fun(superClass1: Class SuperM1)
    fun(superClass2: Class SuperM2)
    fun(myinitstate: MyLocalR)
    fun(mymethods:
    All(FinalR)
        (Extractor FinalR MyLocalR) ->
        (SuperM1(FinalR)) ->
        (SuperM2(FinalR)) ->
        (MyM(FinalR)) ->
        (MyM(FinalR)))
        open superClass1
            as <SuperR1,superData1> in
                                    %open the first superclass
        open superClass2
            as <SuperR2,superData2> in
    let MyR =
            Triple SuperR1 SuperR2 MyLocalR in %(a triple)
        <
            MyR,
            {initstate =
            triple SuperR1 SuperR2 MyLocalR
                    (superData1.initstate)
                    (superData2.initstate)
                    myinitstate,
        buildM =
        fun(FinalR)
        fun(e: Extractor FinalR MyR)
        fun(self: MyM(FinalR))
            let eself =
                composeExtractors
                FinalR MyR MyLocalR e
```

```
            (extract3of3 SuperR1 SuperR2 MyLocalR) in
        let esuperi =
        composeExtractors
            FinalR MyR SuperR1 e
            (extractlof3 SuperR1 SuperR2 MyLocalR) in
        let esuper2 =
    composeExtractors
            FinalR MyR SuperR2 e
            (extract2of3 SuperR1 SuperR2 MyLocalR) in
                mymethods FinalR eself %returning
                    %methods built by mymethods
        (superData1.buildM FinalR esuperl self)%when applied to
                                    %concrete methods
        (superData2.buildM FinalR esuper2 self)%of the superclasses
        self %and the self-methods
        end and ond}
        > : Class MyM
    end end end;
extend2 = <val>
        : All(SuperM1)
        All(SuperM2)
        All(MyM<SuperM1/\SuperM2)
        All(MyLocalR)
            (Class SuperM1)
            -> (Class SuperM2)
            -> MyLocalR
            -> (All(FinalR)
                (Extractor FinalR MyLocalR)
            -> (SuperM1 FinalR)
            ->(SuperM2 FinalR)
            -> (MyM FinalR)
            ->(MyM FinalR))
            -> (Class MyM)
```

This definition uses a utility function for composing extractors in the obvious way:

```
* composeExtractors =
* fun(T1) fun(T2) fun(T3)
* fun(e1: Extractor T1 T2)
* fun(e2: Extractor T2 T3)
* fget = fun(t1:T1) e2.get (e1.get t1),
# put = fun(t1:T1) fun(t3:T3)
# e1.put t1 (e2.put (e1.get t1) t3)};
composeExtractors = <val>
```

                        : All(T1)
        All(T2)
        All(T3)
                                    (Extractor T1 T2)
                -> (Extractor T2 T3)
    ```
-> {|get:T1->T3, put:T1->T3->T1|}
```

For forming triples, we use the type abbreviation

```
# Triple = Fun(T1) Fun(T2) Fun(T3) {| fst:T1, snd:T2, thd:T3 1};
Triple : *->*->*->*
with the constructor
* triple =
* fun(T1) fun(T2) fun(T3)
* fun(t1:T1) fun(t2:T2) fun(t3:T3)
* {fst=t1, snd=t2, thd=t3};
triple = <val>
        : All(T1)
        All(T2)
        All(T3)
            T1 -> T2 -> T3 -> {|fst:T1, snd:T2, thd:T3|}
```

and the projections

```
* extract1of3 =
* fun(T1) fun(T2) fun(T3)
# fget = fun(p: Triple T1 T2 T3) p.fst,
# put = fun(p: Triple T1 T2 T3)
# fun(t:T1)
* {fst=t, snd=p.snd, thd=p.thd} };
extract1of3 = <val>
    : All(T1)
    All(T2)
    All(T3)
    {lget: (Triple T1 T2 T3) ->T1,
        put: (Triple T1 T2 T3)->T1->{|fst:T1, snd:T2, thd:T3|}|}
```

and extract2of3 and extract3of3, which are defined similarly.
A slightly different formulation of the extend2 function provides an alternative perspective on its behavior. The original extend2 is parametric on three class interfaces, SuparM1, Superm2, and MyM, where MyM is constrained to refine both SuperM1 and SuperM2. The type of the following function extend2' emphasizes the fact that MyM is typically formed by adding some new methods to those given by SuperM1 and SuperM2: it is parameterized on SuperM1, SuperM2, and a "partial interface" MyOwnM, which is conjoined with the other two to form MyM:

```
* extend2' =
# fun(SuperM1: *->*) % first superclass interface
# fun(SuperK2: *->*) % second superclass interface
# fun(MyOm|M: *->*) % new methods specification
* let MyM = SuperM1/\SuperM2/\MyOmnM in % nev class interface
# % ...(the rest, as before)...
extend2' = <val>
```

```
: All(SuperM1)
    All(SuperM2)
    All (MyOmM)
    A11(MyLocalR)
        (Class SuperM1)
        -> (Class SuperM2)
        -> MyLocalR
        -> (All(FinalR)
            (Extractor FinalR MyLocalR)
            ->(SuperM1 FinalR)
            -> (SuperM2 FinalR)
            -> (SuperM1/\(SuperM2/\My0unM) FinalR)
            ->(SuperM1/\(SuperM2/\MyOunM) FinalR))
        -> (Class (SuperM1/\(SuperM2/\MyOmm)))
```

Note that all of the quantifiers in this version are unbounded: bounded quantification has been replaced by unbounded quantification and intersection.

## Part II

## First-Order Subtyping

## Chapter 7

## Implicit and Explicit Subtyping

### 7.1 Introduction

In the analysis of $\lambda$-calculi we can distinguish between two main groups of systems, namely, explicitly typed systems, usually called à la Church and implicitly typed systems also called à la Curry. In the implicitly typed systems type free lambda terms are assigned a type and this is why these calculi à la Curry are sometimes called systems of type assignment. On the other hand, in the explicitly typed systems the terms are not terms of the type-free $\lambda$-calculus but terms themselves containing type information. To illustrate the difference we write the canonical example of typing the corresponding identity term in both styles.

$$
\begin{gathered}
\vdash_{\text {Curry }} \lambda x . x \in \sigma \rightarrow \sigma \\
\vdash_{\text {Church }} \lambda x: \sigma . x \in \sigma \rightarrow \sigma .
\end{gathered}
$$

Observe that the Church style term has extra typing information, namely ': $\sigma$ '. This explicit mention of types in a term makes it easier to decide whether a term has a certain type. For some systems à la Curry this question is undecidable. See [Bar92] for some examples. In these systems the problem of finding a type for a given term involves solving sets of equations. (See [Wan87] for an elegant and concise algorithm of type inference for simply typed $\lambda$-calculus à la Curry).

The idea of subtype appears quite naturally in programming languages. If we think of types as sets, we can easily picture what a subtype could be. Informally, we can say that a type $\sigma$ is a subtype of $\tau(\sigma \leq \tau)$ if any element of $\sigma$ can be seen as an element of $\tau$. We say can be seen as and not directly is because the act of considering an element of type $\sigma$ as an element of type $\tau$ might hide some transformation. Consider for example the types Int and Real of integers and real numbers respectively. Usually, on a computer, integer numbers are represented in a different way than real numbers are; even if we might think of the integers as a subset of the real numbers, there is a translation going on. The act of considering an element of type $\sigma$ as an element of type $\tau$ will be called coercion. In other words, we say that an element of type $\sigma$ is coerced into an element of type $\tau$. Somehow an element of type $\sigma$ has enough information to be seen as an element of type $\tau$.

While dealing with coercions we can again distinguish between an explicit style and an implicit style. A style with explicit coercions means that coercions are explicitly indicated and in an implicit style, as the name suggests, coercions are left implicit. In systems including subtyping there is usually a rule for typing coerced terms. Then, in an explicit style the coercion rule might look as follows.

$$
\frac{\Gamma \vdash M \in \sigma \quad \sigma \leq \tau}{\Gamma \vdash c_{\sigma \tau}<M>\epsilon \tau}
$$

(Coercion)
Similarly, in an implicit style the corresponding rule is as follows.

$$
\frac{\Gamma \vdash M \in \sigma \quad \sigma \leq \tau}{\Gamma \vdash M \in \tau}
$$

From the previous discussion it follows that we can split subtyping systems into four main groups combining implicit or explicit typing with implicit or explicit coercions. Explicit coercions have been used as a way of giving semantics to systems with implicit coercions in [CG92]. In [CL91], PER models for Quest, a higher order lambda calculus with subsumption, and Quest $_{C}$, a higher order lambda calculus with coercion, are studied.

An implicit coercion is motivated by the fact that the same term can be considered as belonging to two different types without performing any change in the term, as for example is the case when one of the types is included in the other (with the intuitive idea of set inclusion), while an explicit coercion wishes to state explicitly that there is a transformation going on. We can think, for example, of a function $f$ with the real numbers as domain, and a (sub)set $A$ of real numbers. If $x$ is a variable of type $A$, then we would like to use $f$ on $x$ as well, without performing any extra calculation to apply $f$ to $x$.

The system $\lambda_{\leqslant}$(lambda sub), an extension of the simply typed $\lambda$-calculus à la Church with subtyping, is presented in section 7.4. The extension consists of adding the previously mentioned Subsumption rule, in other words, cocrcions are left implicit. The subtyping relation mentioned in the rule is based on a finite set of subtyping axioms, closed under reflexivity and transitivity, and extended to arrow types in the standard way. We show that $\lambda_{\leqslant}$satisfies the minimal types property, and we exhibit an algorithm to compute minimal types ( $A l g \lambda_{\leqslant}$). Moreover, we show that type checking and type inference are decidable.

The subtyping relation is studied in section 7.2 , where a method to establish whether two types are in the subtype relation is given and proven sound and complete with respect to the definition of the subtyping relation. The decidability of the predicate $\sigma \leq \tau$ was already stated in [Mit84]. Types in the subtype relation are looked at through the magnifying glass to establish the relation between the structure of $\sigma$ and $\tau$ when $\sigma$ is less than or equal to $\tau$.

In section 7.5, $\lambda_{C}$ (lambda coerce), another extension of the simply typed lambda calculus with subtyping, is introduced. This time the rule added is the previously mentioned Coercion rule. Basic properties of this system are established, and, in section 7.6 we show that the "invisible" coercions in a $\lambda \leqslant$ typing statement can be uniformly reconstructed producing a legal statement of $\lambda_{C}$. The fact that we translate typing statements instead of typing derivations as in [CG92]
and [BCGS91], avoids coherence problems.
Finally, in section 7.7, a translation of $\lambda_{C}$ into the simply typed lambda calculus $\lambda \rightarrow$ is developed. This means that a system with two different kinds of judgements, typing judgements and subtyping judgements, is translated into a system without subtyping. The idea is to mimic $\lambda_{C}$ inside $\lambda \rightarrow$. The translation of the typing system is straightforward; the Coercion rule is omitted. The translation of the subtyping statements is as follows: the subtyping axioms are collected as a so called environment (like a signature in ELF [AH87]), and the subtyping rules are perfectly captured by computational properties of the $\lambda$-calculus. A proof of a subtyping statement is then a $\lambda \rightarrow$-term containing constants of the environment. This translation together with the translation from $\lambda_{\leqslant}$into $\lambda_{C}$, imply that subtyping can be coded into a system without subtyping.

The $\lambda \rightarrow$ that we define in section 7.7 is not exactly the one presented in [Bar92]. We prefer a formulation in which constants are syntactically different from variables, the rules prevent abstraction over constants, and there is a typing rule for constants, so that nothing that is ilegal can be derived from the rules without extra proviso in the metalanguage.
Convention 7.1.1 Throughout this chapter the metavariables $\alpha, \beta, \gamma$ and $\delta$ will range over type variables, $\sigma, \tau$, and $\rho$ will range over types, $M, N$, and $P$ will range over terms, $x, y$, and $z$ over term variables, $\Gamma$ will range over contexts, and $\Sigma$ over environments.

### 7.2 The subtyping relation

## The relation $\leqslant c$

In the present section we define the subtyping relation, $\leqslant_{c}$, and an algorithm, Subtype, to check whether two types are in the subtyping relation. In proposition 7.2.7, we prove the correctness of the algorithm Subtype with respect to the definition of $\leqslant c$.

Let $\mathbb{V}$ be a set of type variables, $\mathbb{T}$ a set of types defined by

$$
\mathbb{T}::=\mathbb{V} \mid \mathbb{T} \rightarrow \mathbb{T}
$$

and let $C \subset \mathbb{V} \times \mathbb{V}$ a finite set of subtyping axioms, where if $(\alpha, \beta) \in C$ then $\alpha, \beta$ are different variables.

We will restrict our attention to the particular case when $C \subset \mathbb{V} \times \mathbb{V}$, given that the more general case when $C \subset \mathbb{T} \times \mathbb{T}$ could allow typing non-terminating terms like for example ( $\lambda x: \sigma . x x)(\lambda x: \sigma . x x)$.
Definition 7.2 .1 (Subtyping) The relation $\leqslant_{c} \subset \mathbb{T} \times \mathbb{T}$ is the smallest relation closed under the following rules.

$$
\begin{array}{cll}
(\alpha, \beta) \in C \Rightarrow \alpha \leqslant C \beta & & \text { S-Incl, } \\
\sigma \leqslant C \sigma & & \text { S-Refl, } \\
\sigma \leqslant c \tau, \tau \leqslant C \rho \Rightarrow \sigma \leqslant C \rho & \text { S-Trans, } \\
\sigma \leqslant C \sigma^{\prime}, \tau^{\prime} \leqslant C \tau \Rightarrow \sigma^{\prime} \rightarrow \tau^{\prime} \leqslant C \sigma \rightarrow \tau & \text { S-Arrow. }
\end{array}
$$

The S-Arrow rule deserves a close look. If we consider the relation $\leqslant_{c}$ as an ordering, then $\rightarrow$ is monotonic in the second argument and antimonotonic in the first argument. Intuitively, if every value of type $\sigma$ can be treated as a value of type $\sigma^{\prime}$, then every function which maps $\sigma^{\prime}$ to $\tau$ also maps $\sigma$ to $\tau$.

In what follows we define the algorithm Subtype, which is a decision procedure for the $\leqslant c$ relation; as it is shown in proposition 7.2.7. But first we need the following definition.

Definition 7.2.2 (Transitive Closure of $C$ )

1. $\begin{aligned} & (\alpha, \beta) \in C \Rightarrow(\alpha, \beta) \in \operatorname{Trans}(C), \\ & (\alpha, \beta) \text { and }(\beta, \gamma) \in \operatorname{Trans}(C) \Rightarrow(\alpha, \gamma) \in \operatorname{Trans}(C) .\end{aligned}$
2. $\operatorname{trans}(\sigma, \tau, C)=$ true if and only if $(\sigma, \tau)$ belongs to $\operatorname{Trans}(C)$.

We can now write down the algorithm.
Definition 7.2 .3 (Subtype) Subtype $: \mathbb{T} \times \mathbb{T} \times 2^{\mathbf{V} \times \mathbf{v}_{\rightarrow}}$ Bool

```
Subtype \((\sigma, \tau, C)=\)
    if \(\sigma \equiv \tau\)
    then true
    else if \(\sigma\) and \(\tau\) are variables
        then trans \((\sigma, \tau, C)\)
        else if \(\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}\) and \(\tau \equiv \tau_{1} \rightarrow \tau_{2}\)
        then \(\operatorname{Subtype}\left(\tau_{1}, \sigma_{1}, C\right)\) and \(\operatorname{Subtype}\left(\sigma_{2}, \tau_{2}, C\right)\)
        else false
```

Where $\equiv$ is the syntactic equality.
Since $C$ is finite, $\operatorname{Trans}(C)$ is also finite. Consequently, $\operatorname{trans}(\sigma, \tau, C)$ is decidable. Moreover, the recursive calls have arguments of strictly smaller size. Hence, the algorithm Subtype always terminates.

Definition 7.2.4 The Shadow of a type is defined as follows.


The difference between the usual underlying tree structure and the shadow of a type expression is that different type variables have different underlying trees but the same shadow. Then two type expressions that only differ in their atomic subexpressions (type variables), have the same shadow.

Lemma 7.2.5 Let $\alpha, \beta \in \mathbb{V}$ and $\sigma, \tau \in \mathbb{T}$. Then,

1. If $\operatorname{trans}(\alpha, \beta, C)$, then $\alpha \leqslant_{c} \beta$.
2. If $\sigma \leqslant_{C} \tau$, then $\operatorname{Shadow}(\sigma)=\operatorname{Shadow}(\tau)$.
3. If $\alpha \leqslant c \beta$, then $\operatorname{trans}(\alpha, \beta, C)$ or $\alpha \equiv \beta$.

## Proof:

1. By induction on the definition of $\operatorname{Trans}(C)$.
2. By induction on the derivation of $\sigma \leqslant c \tau$.
3. By induction on the derivation of $\alpha \leqslant c \beta$.

Lemma 7.2.6 Let $\sigma_{1}, \sigma_{2}, \tau_{1}$, and $\tau_{2} \in \mathbb{T}$. Then

$$
\sigma_{1} \rightarrow \sigma_{2} \leqslant C \quad \tau_{1} \rightarrow \tau_{2} \text { if and only if } \tau_{1} \leqslant c \sigma_{1} \text { and } \sigma_{2} \leqslant c \tau_{2}
$$

Proof: From right to left, it is just the S-Arrow rule. From left to right, the proof follows by induction on the derivation of $\sigma_{1} \rightarrow \sigma_{2} \leqslant C \quad \tau_{1} \rightarrow \tau_{2}$. Since $C$ only contains pairs of type variables, the S-Incl rule could not have been the last rule of the derivation.

S-Refl $\quad \sigma_{1} \rightarrow \sigma_{2} \equiv \tau_{1} \rightarrow \tau_{2}$ and this means that $\tau_{1} \equiv \sigma_{1}$ and $\sigma_{2} \equiv \tau_{2}$. Hence, by S-Refl, it follows that $\tau_{1} \leqslant c \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$.

S-Trans We are in the case that for some $\rho, \sigma_{1} \rightarrow \sigma_{2} \leqslant c \rho$ and $\rho \leqslant c \tau_{1} \rightarrow \tau_{2}$. By lemma 7.2.5(2), $\rho$ is of the form $\rho_{1} \rightarrow \rho_{2}$. Then, by the induction hypothesis, $\rho_{1} \leqslant C \sigma_{1}, \sigma_{2} \leqslant C \rho_{2}, \tau_{1} \leqslant C \rho_{1}$, and $\rho_{2} \leqslant C \tau_{2}$. Then, by S-Trans, we conclude that $\tau_{1} \leqslant c \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$.

S-Arrow If the last rule was S-Arrow, then the only possibility for the hypothesis is $\tau_{1} \leqslant C \sigma_{1}$ and $\sigma_{2} \leqslant C \tau_{2}$.

We can now show that the algorithm Subtype is correct with respect to definition 7.2.1. The correctness is split into two parts, usually called soundness and completeness. Soundness means that if Subtype $(\sigma, \tau, C)=$ true, then it is the case that $\sigma \leqslant_{C} \tau$. Conversely, completeness means that if $\sigma \leqslant_{C} \tau$, then the algorithm outputs true when called with arguments $\sigma, \tau$ and $C$.

Proposition 7.2.7 (Soundness and completeness of Subtype)
Subtype $(\sigma, \tau, C)=$ true if and only if $\sigma \leqslant_{C} \tau$.

## Phoof:

$\Rightarrow)$ By induction on the complexity of $\sigma$ and $\tau$.
Case 1. $\sigma, \tau \in \mathbb{V}$. Then we have to consider the following two cases.
Case 1a. If $\sigma \equiv \tau$, then, by S-Refl, $\sigma \leqslant C \tau$.

Case 1b. If $\operatorname{trans}(\sigma, \tau, C)=$ true, then, by lemma 7.2.5(1), we know that $\sigma \leqslant c \tau$.
Case 2. If either $\sigma$ or $\tau$ is a variable and the other one is not, then the algorithm never yields true.
Case 3. Neither $\sigma$ nor $\tau$ is a variable. Again we have to consider two cases.
$\sigma \equiv \tau$. Then, by S-Refl, $\sigma \leqslant C \tau$.
$\sigma \not \equiv \tau$. Say $\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$ and $\tau \equiv \tau_{1} \rightarrow \tau_{2}$. Then it is the case that $\operatorname{Subtype}\left(\tau_{1}, \sigma_{1}, C\right)=$ true and $\operatorname{Subtype}\left(\sigma_{2}, \tau_{2}, C\right)=$ true.
By the induction hypothesis, $\tau_{1} \leqslant C \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$. Hence, due to the $S$-Arrow rule, $\sigma_{1} \rightarrow \sigma_{2} \leqslant c \tau_{1} \rightarrow \tau_{2}$.
$\Leftrightarrow$ By induction on the complexity of $\sigma$.
$\sigma \in \mathbb{V}$. Then, by lemma 7.2.5(2), $\tau$ is also a variable. By lemma 7.2.5(3), it follows that $\operatorname{trans}(\sigma, \tau, C)=$ true or $\sigma \equiv \tau$, and in both cases we have that $\operatorname{Subtype}(\sigma, \tau, C)=$ true.
$\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. Then, by lemma 7.2.5(2), $\tau$ is of the form $\tau_{1} \rightarrow \tau_{2}$, and, because of lemma 7.2.6, we know that $\tau_{1} \leqslant c \quad \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$. Then $\operatorname{Subtype}\left(\tau_{1}, \sigma_{1}, C\right)=$ true and $\operatorname{Subtype}\left(\sigma_{2}, \tau_{2}, C\right)=$ true, by the induction hypothesis. Hence, $\operatorname{Subtype}(\sigma, \tau, C)=$ true.

A closer look at the algorithm uncovers some proof theoretic properties of the subtyping relation $\leqslant c$. Observe that in the algorithm the S-Trans rule is considered only at the level of variables, in other words, the S-Trans rule is never used as the last rule of a proof of a statement of the form $\sigma_{1} \rightarrow \sigma_{2} \leqslant C \tau_{1} \rightarrow \tau_{2}$. The corollary is then, that, if there exists a proof of $\sigma \leqslant \sigma \tau$, then there exists also a proof of $\sigma \leqslant_{c} \tau$ in which the applications of the S-Trans rule are only on statements of the form $\alpha \leqslant_{c} \beta$ and $\beta \leqslant c \gamma$, where $\alpha, \beta$, and $\gamma$ are type variables. This fact can be read as follows: the system in which the S-Trans rule is replaced by

$$
\text { S-Trans' } \alpha \leqslant c \beta, \beta \leqslant c \gamma \Rightarrow \alpha \leqslant c \gamma, \text { where } \alpha, \beta, \gamma \in \mathbb{V} \text {. }
$$

can prove the same subtyping statements as the original system defined in 7.2.1.
From the proof theoretic point of view there is another possible refinement that consists of restricting the application of the S-Refl rule to type variables. In other words, we could replace S-Refl by

## S-Refl' $\alpha \leqslant_{C} \alpha$ for all $\alpha \in \mathbb{V}$.

But, from an algorithmic point of view, this is not a very satisfactory choice, because the proofs with the S-Refl rule can be shorter. The use of the S-Refl rule instead of the S-Refl' rule avoids superfluous recursive calls. For example, to prove $\alpha \rightarrow(\beta \rightarrow \alpha) \leqslant c \alpha \rightarrow(\beta \rightarrow \alpha)$ requires two applications of the S-Arrow rule and three applications of the S-Refl' rule, while it can be proved in one step with the original S-Refl rule.

About the sets $\{\tau \in \mathbb{T} \mid \tau \leqslant C \sigma\}$ and $\{\tau \in \mathbb{T} \mid \sigma \leqslant C \tau\}$
In this section we focus our attention on the sets of types which are smaller and bigger than a given type with respect to $\leqslant c$. We define simultaneously the functions after and before that, given a type, retrieve the set of bigger and smaller types respectively, as we prove in lemma 7.2.9(3).

Definition 7.2 .8 after, before $: \mathbb{T} \rightarrow 2^{T}$.

$$
\begin{aligned}
\text { before }(\alpha) & =\{\alpha\} \cup\{\beta \in \mathbb{V} \mid \operatorname{trans}(\beta, \alpha, C)=\operatorname{true}\}, & \text { if } \alpha \in \mathbb{V} . \\
\operatorname{after}(\alpha) & =\{\alpha\} \cup\{\beta \in \mathbb{V} \mid \operatorname{trans}(\alpha, \beta, C)=\operatorname{true}\}, & \text { if } \alpha \in \mathbb{V} . \\
\operatorname{before}(\sigma \rightarrow \tau) & =\left\{\sigma^{\prime} \rightarrow \tau^{\prime} \in \mathbb{T} \mid \sigma^{\prime} \in \operatorname{after}(\sigma) \text { and } \tau^{\prime} \in \operatorname{before}(\tau)\right\} . & \\
\operatorname{after}(\sigma \rightarrow \tau) & =\left\{\sigma^{\prime} \rightarrow \tau^{\prime} \in \mathbb{T} \mid \sigma^{\prime} \in \text { before }(\sigma) \text { and } \tau^{\prime} \in \operatorname{after}(\tau)\right\} . &
\end{aligned}
$$

Lemma 7.2.9 Let $\sigma, \tau \in \mathbb{T}$.

1. $\sigma \in \operatorname{before}(\sigma)$ and $\sigma \in \operatorname{after}(\sigma)$.
2. $\sigma \in \operatorname{before}(\tau) \Leftrightarrow \tau \in \operatorname{after}(\sigma)$
3. $\sigma \leqslant_{C} \tau \Leftrightarrow \sigma \in$ before $(\tau)$.
4. $\{\tau \in \mathbb{T} \mid \tau \leqslant C \sigma\}$ and $\{\tau \in \mathbb{T} \mid \sigma \leqslant c \tau\}$ are finite sets.

Proof:

1. Straightforward.
2. By induction on the structure of $\sigma$
3. $\Rightarrow) \mathrm{By}$ induction on the structure of $\sigma$ using proposition 7.2.7 and 1 .
$\Leftrightarrow$ By induction on the structure of $\sigma$.
4. By items 2 and 3 , we know that

$$
\begin{aligned}
& \{\tau \in \mathbb{T} \mid \tau \leqslant c \sigma\}=\operatorname{before}(\sigma), \text { and } \\
& \{\tau \in \mathbb{T} \mid \sigma \leqslant c \tau\}=\operatorname{after}(\sigma),
\end{aligned}
$$

Since $C$ is finite, before $(\sigma)$ and $\operatorname{after}(\sigma)$ are finite sets.

## About the form of types in the $\leqslant_{C}$ relation

In order to study types in the subtyping relation it is useful fo have a language which enables us to refer to a specific subexpresion of a given type. Having in mind the underlying tree structure of a type, say $\sigma$, we define the notion of binary code. Each binary code uniquely determines a subtree of the underlying tree of $\sigma$, which in its turn, is linked to a subexpresion of $\sigma$.

1. A binary code is a possibly empty sequence of zeros and ones.
2. A positive binary code is a binary code with an even number of ones.
3. A negative binary code is a binary code with an odd number of ones.

Definition 7.2.11 The subexpression of code $b$ in the type expression $\sigma$, notation $\operatorname{Sub}(b, \sigma)$, is defined as follows. $S u b:\{0,1\}^{*} \times \mathbb{T} \rightarrow \mathbb{T}$

$$
\begin{aligned}
\operatorname{Sub}\left(\prod, \sigma\right) & =\sigma \\
\operatorname{Sub}(1 b, \sigma \rightarrow \tau) & =\operatorname{Sub}(b, \sigma) \\
\operatorname{Sub}(0 b, \sigma \rightarrow \tau) & =\operatorname{Sub}(b, \tau)
\end{aligned}
$$

Observe that Sub is a partial function; not every binary code indicates a subexpression of a given type. For example, $\operatorname{Sub}(10, \alpha)$ with $\alpha \in \mathbb{V}$ is undefined.

Notation 7.2 .12 we will write $b(\sigma)$ instead of $\operatorname{Sub}(b, \sigma)$. We frequently use code instead of binary code.

## Definition 7.2.13

1. $b$ is called a code in $\sigma$ if $b(\sigma)$ is defined.
2. $b$ is called a binary leaf code in $\sigma$ if $b(\sigma) \in \mathbb{V}$.

Intuitively, a binary code in a type $\sigma$ is a path starting from the root of the underlying tree of $\sigma$, where left is indicated with 1 , and right with 0 . Note that each code in $\sigma$ uniquely determines a subexpression of $\sigma$. Then we can say that a subexpression is positive if it has a positive code, and negative otherwise. Note that then in the path from the root of the underlying tree of $\sigma$ to the root of a positive (respectively negative) subexpression we have chosen an even (respectively odd) number of times the left branch of an arrow node.

Lemma 7.2.14 $\operatorname{Shadow}(\sigma)=\operatorname{Shadow}(\tau)$ if and only if every leaf code of $\sigma$ is a leaf code of $\tau$.

Proof: From left to right, the result follows by straightforward induction on the structure of $\sigma$. From right to left. By induction on the structure of $\sigma$.
$\sigma \in \mathbb{V}$. [] is the only (leaf) code of $\sigma$. Since [] is also a leaf code of $\tau$, it follows that $\tau$ is a variable. Hence, $\operatorname{Shadow}(\sigma)=\operatorname{Shadow}(\tau)$.
$\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. The leaf codes of $\sigma$ are of the form $1 b_{1}$ and $0 b_{2}$, for every leaf code $b_{1}$ of $\sigma_{1}$ and for every leaf code $b_{2}$ of $\sigma_{2}$. Since $1 b_{1}$ and $0 b_{2}$ are also leaf codes of $\tau, \tau$ is of the form $\tau_{1} \rightarrow \tau_{2}$. Then $b_{1}$ is a leaf code of $\tau_{1}$ and $b_{2}$ of $\tau_{2}$. Then by the induction hypothesis and the definition of Shadow, it follows that Shadow $(\sigma)=\operatorname{Shadow}(\tau)$.

## Proposition 7.2.15

If for every positive leaf code $b$ in $\sigma, b(\sigma) \leqslant c b(\tau)$, and for every negative leaf code $b$ in $\sigma, b(\tau) \leqslant c b(\sigma)$, then $\sigma \leqslant c \tau$.

Proof: By induction on the complexity of $\sigma$.
$\sigma \in \mathbb{V}$. Then the only code in $\sigma$ is the empty code, and as the empty code is positive, we have that []$(\sigma) \leqslant c[](\tau)$, but []$(\sigma)$ is $\sigma$ and []$(\tau)$ is $\tau$.
$\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. Then the codes in $\sigma$ are of the form $1 b_{1}$ and $0 b_{2}$, where $b_{1}$ is a code in $\sigma_{1}$ and $b_{2}$ is a code in $\sigma_{2}$.
Since $b$ is a leaf code of $\sigma, b(\sigma)$ is a variable, and since $b(\sigma) \leqslant c b(\tau)$, by the correctness of the algorithm Subtype, $b(\tau)$ is also a variable. Hence, $b$ is a leaf code of $\tau$. By lemma 7.2.14, it follows that $\operatorname{Shadow}(\sigma)=\operatorname{Shadow}(\tau)$. Then we know that $\tau$ is of the form $\tau_{1} \rightarrow \tau_{2}$. Our goal is to prove that $\sigma_{1} \rightarrow \sigma_{2} \leqslant C \tau_{1} \rightarrow \tau_{2}$. For that, it is enough to show that $\tau_{1} \leqslant C \sigma_{1}$ and $\sigma_{2} \leqslant C \tau_{2}$.

- Let $b_{1}$ be a negative leaf code in $\sigma_{1}$. By the definition of code, $b_{1}\left(\sigma_{1}\right)=1 b_{1}(\sigma)$, and by assumption, since $1 b_{1}$ is a positive code, also $1 b_{1}(\sigma) \leqslant C 1 b_{1}(\tau)$, and, as $1 b_{1}(\tau)=b_{1}\left(\tau_{1}\right)$, we conclude $b_{1}\left(\sigma_{1}\right) \leqslant c b_{1}\left(\tau_{1}\right)$.
- Let $b_{1}$ be a positive leaf code in $\sigma_{1}$. By definition of code, $b_{1}\left(\sigma_{1}\right)=1 b_{1}(\sigma)$, then as $1 b_{1}$ is a negative code in $\sigma, 1 b_{1}(\tau) \leqslant c$ $1 b_{1}(\sigma)$, and, as $1 b_{1}(\tau)=b_{1}\left(\tau_{1}\right)$, we have that $b_{1}\left(\tau_{1}\right) \leqslant C b_{1}\left(\sigma_{1}\right)$.

We conclude that $\tau_{1} \leqslant c \sigma_{1}$ by the induction hypothesis. Similarly, it follows that $\sigma_{2} \leqslant c \tau_{2}$.

Lemma 7.2.16 Suppose $\sigma \leqslant_{c} \tau$. Then,
$b$ is a code in $\sigma$ if and only if $b$ is a code in $\tau$.
Proof: By induction on the complexity of $\sigma$.
$\sigma \in \mathbb{V}$. Then, by lemma 7.2.5(2), $\tau$ is also a variable. Then the only possible code is the empty code, and [] is a code in every element of $\mathbb{T}$.
$\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. Then, by lemma 7.2.5(2), $\tau$ is of the form $\tau_{1} \rightarrow \tau_{2}$. By lemma 7.2.6, $\tau_{1} \leqslant c \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$.
$\Rightarrow)$ Let $b$ be a code in $\sigma$, then the following cases have to be considered.
Case 1. $b \equiv 0 b^{\prime}$ with $b^{\prime}$ a code in $\sigma_{2}$. Then, by the induction hypothesis, $b^{\prime}$ is also a code in $\tau_{2}$, but this means that $0 b^{\prime}$ is a code in $\tau$.

Case $2 . b \equiv 1 b^{\prime}$ with $b^{\prime}$ a code in $\sigma_{1}$. By the induction hypothesis, $b^{\prime}$ is a code in $\tau_{1}$. Hence, $1 b^{\prime}$ is a code in $\tau$.
$\Leftrightarrow$ Similar to the proof of $\Rightarrow$ ), interchanging the roles of $\sigma$ and $\tau$.

Proposition 7.2.17 Suppose $\sigma \leqslant_{c} \tau$. Then, for every leaf code $b$ in $\sigma$ if $b$ is positive, then $b(\sigma) \leqslant c b(\tau)$ and if $b$ is negative, then $b(\tau) \leqslant c b(\sigma)$.

Proof: By induction on the complexity of $\sigma$.
$\sigma \in \mathbb{V}$. This means that the only code in $\sigma$ is the empty code. Hence $b(\sigma)$ is $\sigma$ and $b(\tau)$ is $\tau$. The empty code is positive and, by hypothesis, $\sigma \leqslant_{c} \tau$, so there is nothing else to prove.
$\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. Then, by lemma 7.2.5(2), $\tau$ is of the form $\tau_{1} \rightarrow \tau_{2}$. By lemma 7.2.6, $\tau_{1} \leqslant c \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$. We are in the case that $b \equiv d b^{\prime}$ with $d=1$ and $b^{\prime}$ a code in $\sigma_{1}$, or $d=0$ and $b^{\prime}$ a code in $\sigma_{2}$. According to the possible codes in $\sigma$ we have to consider the following two cases.

- $b$ is positive.

Case 1. $d \equiv 0$ and $b^{\prime}$ positive. As $b^{\prime}$ is a code in $\sigma_{2}$, by the induction hypothesis, $b^{\prime}\left(\sigma_{2}\right) \leqslant c b^{\prime}\left(\tau_{2}\right)$, what, by definition of code, can be read as $0 b^{\prime}(\sigma) \leqslant c 0 b^{\prime}(\tau)$.
Case 2. $d \equiv 1$ and $b^{\prime}$ negative. By lemma 7.2.16, $b^{\prime}$ is also a code in $\tau_{1}$ and, by the induction hypothesis, $b^{\prime}\left(\sigma_{1}\right) \leqslant c b^{\prime}\left(\tau_{1}\right)$, what, by definition of code, is $1 b^{\prime}(\sigma) \leqslant c 1 b^{\prime}(\tau)$.

- $b$ is negative.

Case 1. $d \equiv 0$ and $b^{\prime}$ negative. By the induction hypothesis, $b^{\prime}\left(\tau_{2}\right) \leqslant c b^{\prime}\left(\sigma_{2}\right)$, what means that $0 b^{\prime}(\tau) \leqslant c 0 b^{\prime}(\sigma)$.
Case 2. $d \equiv 1$ and $b^{\prime}$ positive. Lemma 7.2.16 implies that $b^{\prime}$ is also a code in $\tau_{1}$. Then, by the induction hypothesis, $b^{\prime}\left(\tau_{1}\right) \leqslant c b^{\prime}\left(\sigma_{1}\right)$. Finally, by the definition of code, it follows that $1 b^{\prime}(\tau) \leqslant c 1 b^{\prime}(\sigma)$.

## Theorem 7.2.18

$\sigma \leqslant c \tau$ if and only if for every leaf code $b$ in $\sigma$
if $b$ is positive, then $b(\sigma) \leqslant c b(\tau)$ and
if $b$ is negative, then $b(\tau) \leqslant c b(\sigma)$.

## Proof: By propositions 7.2.15 and 7.2.17.

This theorem suggests yet another way to check whether $\sigma \leqslant c \tau$, by only looking at the leaves of the underlying trees of $\sigma$ and $\tau$.

### 7.3 Simply typed $\lambda$-calculus

We use a slightly different version of $\lambda \rightarrow$ than the one in [Bar92], the difference being that our version contains constants as pseudo-terms that are syntactically different from variables. Constants are assigned a type in an environment as in [AH87], and there is a rule for typing constants.

Definition 7.3.1 The typed $\lambda$-calculus, $\lambda \rightarrow$, is defined as follows.

1. The set of pseudo-terms $\Lambda=\Lambda(\lambda \rightarrow)$ is defined by the following syntax.

$$
\Lambda::=V|K| \lambda V: \mathbb{T} . \Lambda \mid \Lambda \Lambda
$$

where $V$ is a set of (term) variables and $K$ is a set of constants such that $V$ and $K$ are disjoint sets.
2. An environment is a set of statements with only distinct constants as subjects. The symbol $\Sigma$ is used for environments.
The set of types $\mathbb{T}$ and the concepts of statement, typing assumption, subject, context, derivable statement and legal term are as in definition 7.4.1.

Definition 7.3.2 (Typing rules)

$$
\begin{gather*}
\Gamma \vdash_{\Sigma} k \in \sigma, \quad \text { if } k: \sigma \in \Sigma  \tag{T-Cons}\\
\Gamma \vdash_{\Sigma} x \in \sigma, \quad \text { if } x: \sigma \in \Gamma  \tag{T-VAR}\\
\frac{\Gamma, x: \sigma \vdash_{\Sigma} M \in \tau}{\Gamma \vdash_{\Sigma} \lambda x: \sigma \cdot M \in \sigma \rightarrow \tau}  \tag{T-ABS}\\
\frac{\Gamma \vdash_{\Sigma} M \in \sigma \rightarrow \tau \quad \Gamma \vdash_{\Sigma} N \in \sigma}{\Gamma \vdash_{\Sigma} M N \in \tau} \tag{T-APP}
\end{gather*}
$$

## Basic properties of $\lambda \rightarrow$

Let us mention the following properties of $\lambda \rightarrow$ without giving their proofs. The interested reader can find more about these results in [Bar92]. There the $\lambda \rightarrow-$ system presented does not have constants, but the proofs of the propositions below are straightforward extensions of the proofs given in [Bar92]; nevertheless the strong normalization property deserves a more careful examination. Let us use $\vdash$ for derivability in the $\lambda \rightarrow$-system presented in [Bar92] where we consider $K \cup V$ as the set of variables. Note that if $\Gamma \vdash_{\Sigma} M \in \sigma$ then $\Sigma, \Gamma \vdash M \in \sigma$. Then the strong normalization property for the system in which our constants are treated as free variables implies the corresponding result for the system with constants.

Let $F V(M)$ denote, as usual, the set of free variables of $M$ and $\operatorname{Dom}(\Gamma)$ the domain of $\Gamma$, i.e. the set of subjects of $\Gamma$.

Lemma 7.3.3

1. (Free Variable) If $\Gamma \vdash_{\Sigma} M \in \sigma$, then $F V(M) \subset \operatorname{Dom}(\Gamma)$.
2. (Weakening for $\lambda \rightarrow$ )

Let $\Gamma$ and $\Gamma^{\prime}$ be contexts such that $\Gamma \subseteq \Gamma^{\prime}$. Then if $\Gamma \vdash_{\Sigma} M \in \sigma$, then $\Gamma^{\prime} \vdash_{\Sigma} M \in \sigma$.

## Proposition 7.3.4

1. (Generation for $\lambda \rightarrow$ )
(a) If $\Gamma \vdash_{\Sigma} k \in \sigma$, then $k: \sigma \in \Sigma$.
(b) If $\Gamma \vdash_{\Sigma} x \in \sigma$, then $x: \sigma \in \Gamma$.
(c) If $\Gamma \vdash_{\Sigma} M N \in \sigma$, then there exists $\tau$ such that $\Gamma \vdash_{\Sigma} M \in \tau \rightarrow \sigma$ and $\Gamma \vdash_{\Sigma} N \in \tau$.
(d) If $\Gamma \vdash_{\Sigma} \lambda x: \sigma . M \in \rho$, then there exists $\tau$ such that $\rho \equiv \sigma \rightarrow \tau$ and $\Gamma, x: \sigma \vdash_{\Sigma} M \in \tau$.
2. (Unicity of types for $\lambda \rightarrow$ ) If $\Gamma \vdash_{\Sigma} M \in \sigma$ and $\Gamma \vdash_{\Sigma} M \in \sigma^{\prime}$, then $\sigma \equiv \sigma^{\prime}$.
3. (Strong normalization for $\lambda \rightarrow$ ) If $\Gamma \vdash_{\Sigma} M \in \sigma$, then $M$ is strongly normalizing.

## $7.4 \quad \lambda_{\leqslant}$, a system with implicit coercions

We define the system $\lambda_{\leqslant}$(lambda sub), an extension of the simply typed $\lambda$-calculus with subtyping. The difference between the simply typed $\lambda$-calculus and $\lambda_{\leqslant}$is the following rule.

$$
\frac{\Gamma \vdash M \in \sigma \quad \sigma \leqslant_{C} \tau}{\Gamma \vdash M \in \tau}
$$

(T-Subsumption)
An immediate consequence of the addition of this rule is the loss of the unicity of types property. Fortunately, the system has instead the minimal type property. Namely, if $\Gamma \vdash M \in \sigma$, then there exists $\tau$ such that $\Gamma \vdash M \in \tau$ and $\tau \leqslant C \sigma$. That property is relevant in the design of type checking and type inference algorithms. Consider the case of type checking. Knowing that if a term is typeable, then it has a minimal type, we try to identify a fragment of the system in which every typeable term is assigned a minimal type. In our case, we define a subsystem of $\lambda_{\leqslant}, A \lg \lambda_{\leqslant}$, which has the unicity of types property and is syntax directed, in such a way that that $A l g \lambda_{\leqslant}$defines an algorithm to compute minimal types in $\lambda_{\leqslant}$.

We give now the formal definition of a simply typed $\lambda$-calculus with implicit coercions, $\lambda_{\leqslant}$.
Definition 7.4.1 The typed $\lambda$-calculus with implicit coercions, $\lambda_{\leqslant}$, is defined as follows.

1. The set of types $\mathbb{T}=$ Type $\left(\lambda_{\leqslant}\right)$is defined by

$$
\mathbb{T}::=\mathbb{V} \mid \mathbb{T} \rightarrow \mathbb{T}
$$

where $\mathbb{V}$ is a set of (type) variables.
2. The set of pseudo-terms $\Lambda=\Lambda\left(\lambda_{\leqslant}\right)$is defined as follows.

$$
\Lambda::=V|\lambda V: \mathbb{T} . \Lambda| \Lambda \Lambda,
$$

where $V$ is a set of (term) variables.
3. A statement is of the form $M \in \sigma$ ( $M$ is of type $\sigma$ ) with $M \in \Lambda$ and $\sigma \in \mathbb{T}$. The term M is called the subject of the statement. A typing assumption is an expression of the form $x: \sigma$. The variable $x$ is called the subject of the typing assumption.
4. A context is a set of typing assumptions with distinct variables as subjects.

## Definition 7.4 .2 (Typing rules)

$$
\begin{gather*}
\Gamma \vdash_{\lambda_{\leqslant}} x \in \sigma \quad \text { if } x: \sigma \in \Gamma  \tag{T-VAR}\\
\frac{\Gamma, x: \sigma \vdash_{\lambda_{\leqslant}} M \in \tau}{\Gamma \vdash_{\lambda_{\leqslant}} \lambda_{x}: \sigma \cdot M \in \sigma \rightarrow \tau}  \tag{T-ABS}\\
\frac{\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma \rightarrow \tau}{\Gamma \vdash_{\lambda_{\leqslant}} M N \in \tau} \quad \Gamma \vdash_{\lambda_{\leqslant}} N \in \sigma  \tag{T-APP}\\
\frac{\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma \quad \sigma \leqslant \sigma \tau}{\Gamma \vdash_{\lambda_{\leqslant}} M \in \tau}
\end{gather*}
$$

(T-Subsumption)

Definition 7.4.3 A statement $M \in \sigma$ is derivable from the context $\Gamma$, we write $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma-\Gamma$ yields $M$ of type $\sigma-$, if $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma$ can be obtained using the rules T-Var, T-Abs, T-App, and T-Subsumption in definition 7.4.2. A $\lambda_{\leqslant}$-term $M$ is legal, if there exist $\Gamma$ and $\sigma$ such that $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma$, In other words, a legal term is the subject of a derivable statements.

The typing rules in definition 7.4.2, are not syntax directed. In order to describe a type inference algorithm, we need an alternative presentation of the typing rules in which the term to be typed uniquely determines the last rule of the derivation of its typing statement. In the next section, we define $A \lg \lambda_{\leqslant}$, an algorithmic presentation of $\lambda_{\leqslant}$. This presentation has the property of finding a minimal type for $\lambda_{\leqslant}$.

Definition 7.4 .4 (A type inference algorithm)

$$
\begin{gather*}
\Gamma \vdash_{A \mid g \lambda_{\xi}} x \in \sigma \quad \text { if } x: \sigma \in \Gamma  \tag{T-VAR}\\
\frac{\Gamma, x: \sigma \vdash_{A \mid g \lambda_{\leqslant}} M \in \tau}{\Gamma \vdash_{A \mid g \lambda_{\leqslant}} \lambda x: \sigma . M \in \sigma \rightarrow \tau} \tag{T-Abs}
\end{gather*}
$$

$$
\frac{\Gamma \vdash_{A \mid g \lambda_{\xi}} M \in \sigma \rightarrow \tau \quad \Gamma \vdash_{A \mid g \lambda_{\leqslant} \leqslant} N \in \rho \quad \rho \leqslant C \sigma}{\Gamma \vdash_{A \mid g \lambda_{\leqslant}} M N \in \tau}
$$

Proposition 7.4.5 (Generation for $\operatorname{Alg} \lambda \leqslant$ )

1. If $\Gamma \vdash_{A^{1 g \lambda_{\leqslant}}} x \in \sigma$, then $x: \sigma \in \Gamma$.
2. If $\Gamma \vdash_{\text {Alg } \lambda_{\leqslant}} \lambda x: \tau . M \in \sigma$, then there exists $\rho$ such that $\Gamma, x: \tau \vdash_{A_{19} \lambda_{\leqslant}} M \in \rho$ and $\sigma \equiv \tau \rightarrow \rho$.
3. If $\Gamma \vdash_{A 1 g \lambda_{\leqslant}} M N \in \sigma$, then there exist $\rho$ and $\rho^{\prime}$ such that $\Gamma \vdash_{A!g \lambda_{\leqslant}} M \in \rho \rightarrow \sigma$, $\rho^{\prime} \leqslant c \rho$, and $\Gamma \vdash^{1_{\rho} \lambda_{\leqslant}} N \in \rho^{\prime}$.

Proof: Since the system is syntax directed, the form of each judgement uniquely determines the last rule of its derivation.

Proposition 7.4 .6 (Unicity of types for $\mathrm{Alg} \lambda_{\leqslant}$) If $\Gamma \vdash_{\text {Alg } \lambda_{\leqslant}} M \in \sigma$ and $\left.\Gamma \vdash_{\text {Alg }}\right)_{\leqslant} M \in \sigma^{\prime}$, then $\sigma \equiv \sigma^{\prime}$.

Proof: By induction on the complexity of $M$, using that the system is syntax directed.

Lemma 7.4 .7 (Well-foundedness of $\operatorname{Alg} \lambda_{\leqslant}$) The $A \lg \lambda_{\leqslant}$rules (7.4.4) define a terminating algorithm.

Proof: Since $\Gamma$ is finite T-Var cannot cause non-termination. In rules T-APP $\leqslant$ and T-Abs, the size of the subject in each of the premises is strictly smaller than the size of the subject in the corresponding conclusion. Moreover, the relation $\leqslant_{C}$ is decidable because the algorithm Subtype, which is sound and complete with respect to $\leqslant_{c}$, always terminates.

Proposition 7.4 .8 (Decidability of type inference for $\operatorname{Alg} \lambda_{\leqslant}$) For any $\Gamma$ and $M$ it is decidable whether there exists $\sigma$ such that $\Gamma \vdash_{\text {Alg才 }} M \in \sigma$.
Proof: By the well-foundedness of $A \lg \lambda_{\leqslant}$.
Proposition 7.4 .9 (Decidability of type checking for $\operatorname{Alg} \lambda_{\leqslant}$) Given $\Gamma, M$, and $\sigma$, it is decidable whether $\Gamma \vdash_{\text {Alg } \lambda_{\leqslant}} M \in \sigma$.

Proof: Because of the unicity of types property of $\operatorname{Alg} \lambda_{\leqslant}$, the decidability of type inference (7.4.8) implies the decidability of type checking.

To prove the strong normalization property for $A \lg \lambda \leqslant$ we use the corresponding result for $\lambda \rightarrow$ in section 7.3. We first provide some definitions that allow us to relate $A l g \lambda_{\leqslant}$-terms to $\lambda \rightarrow$-terms in such a way that $\beta$-reductions are preserved.

Definition 7.4.10 Let $\delta_{0} \in \mathbb{T}(\lambda \rightarrow) .{ }_{-}^{\delta_{0}}: \mathbb{T}\left(\right.$ Alg $\left.\lambda_{\leqslant}\right) \rightarrow \mathbb{T}(\lambda \rightarrow)$.

$$
\begin{array}{rlr}
\alpha^{\delta_{0}} & =\delta_{0} & \text { if } \alpha \in \mathbb{V} . \\
(\sigma \rightarrow \tau)^{\delta_{0}} & =\sigma^{\delta_{0} \rightarrow \tau^{\delta_{0}}} \quad
\end{array}
$$

The homomorphic extension to contexts is defined as follows.

$$
\begin{aligned}
\left\}^{\delta_{0}}\right. & =\{ \} \\
(\Gamma \cup\{x: \sigma\})^{\delta_{0}} & =\Gamma^{\delta_{0}} \cup\left\{x: \sigma^{\delta_{0}}\right\}
\end{aligned}
$$

Definition 7.4.11 $-\downarrow: \Lambda\left(A \lg \lambda_{\leqslant}\right) \rightarrow \Lambda(\lambda \rightarrow)$

$$
\begin{aligned}
x \downarrow & =x \\
(\lambda x: \sigma . M) \downarrow & =\lambda x: \sigma^{\delta_{0}} . M \downarrow \\
(M N) \downarrow & =M \downarrow N \downarrow
\end{aligned}
$$

The choice of $\delta_{0}$ is irrelevant, the essential feature is that it is fixed.
Lemma 7.4.12 Let $\sigma, \tau \in \mathbb{T}$. If $\operatorname{Shadow}(\sigma)=\operatorname{Shadow}(\tau)$, then $\sigma^{\delta_{0}} \equiv \tau^{\delta_{0}}$.
Lemma 7.4.13 Let $M \in \Lambda\left(A l g \lambda_{\leqslant}\right)$. If $\Gamma \vdash_{\text {Alg } \lambda_{\Sigma}} M \in \sigma$, then $\Gamma^{\delta_{0}} \vdash_{\Sigma} M \downarrow \in \sigma^{\delta_{0}}$.
Proof: By induction on the derivation of $\Gamma \vdash_{A \operatorname{tid} \lambda_{\xi}} M \in \sigma$. Consider the case of the $\mathrm{T}-\mathrm{APP} \leqslant$ rule. Then the situation is as follows.

$$
\frac{\Gamma \vdash_{A t g \lambda_{\leqslant}} P \in \tau \rightarrow \sigma \quad \Gamma \vdash_{A!g \lambda_{\leqslant}} N \in \rho \quad \rho \leqslant c \tau}{\Gamma \vdash_{A!g \lambda_{\leqslant}} P N \in \sigma,}
$$

where $M \equiv P N$. By the induction hypothesis, the definition of ${ }_{-}^{\delta_{0}}$, and lemmas 7.2.5(2) and 7.4.12, we have that

$$
\Gamma^{\delta_{0}} \vdash_{\Sigma} P \downarrow \in \tau^{\delta_{0}} \rightarrow \sigma^{\delta_{0}} \text { and } \Gamma^{\delta_{0}} \vdash_{\Sigma} N \downarrow \in \tau^{\delta_{0}} .
$$

Finally, by T-App and the definition of $-\downarrow$, it follows that $\Gamma^{\delta_{0}} \vdash_{\Sigma} P N \downarrow \in \sigma^{\delta_{0}}$.
Lemma 7.4.14 (Substitution) Let $M, N$ in $\Lambda\left(A l g \lambda_{\leqslant}\right)$. Then,

$$
(M[x:=N]) \downarrow \equiv M \downarrow[x:=N \downarrow] .
$$

Proof: By induction on the complexity of $M$.
Lemma 7.4.15 (Reduction preservation)

$$
\text { Let } M, N \text { in } \Lambda\left(A \lg \lambda_{\leqslant}\right) \text {. If } M \rightarrow_{\beta} N \text {, then } M \downarrow \rightarrow_{\beta} N \downarrow .
$$

Proof: The proof is by straightforward induction on the complexity of $M$. In particular, the case when $M$ is a redex is a consequence of lemma 7.4.14.

Proposition 7.4.16 (Strong normalization for $\operatorname{Alg} \lambda_{\leqslant}$) If $\Gamma \vdash_{\text {Alg } \lambda_{\delta}} M \in \sigma$, then $M$ is strongly normalizing.

Proof: The result follows from lemmas 7.4.13 and 7.4.15, using a similar argument as in theorem 7.7.12.

The system $\operatorname{Alg} \lambda_{\leqslant}$does not satisfy the subject reduction property. Consider the following simple example.
Let $\alpha \leqslant c \gamma$, then $z: \alpha \vdash_{A \mid q \lambda_{\xi}}(\lambda x: \gamma . x) z \in \gamma$ and $(\lambda x: \gamma . x) z \rightarrow_{\beta} z$, but $z: \alpha Y_{\text {Alp } \lambda_{\leqslant}} z: \gamma$. This example illustrates the fact that a step of $\beta$-reduction of a term may reduce its original type. The reason being that, in order to type ( $\lambda x: \gamma . x) z, \alpha \leqslant_{C} \gamma$ is used, and such information can only be used by the application rule, T-APPsThe $\beta$-reduction step "erases" the application. Therefore the subtyping information cannot be used any longer. Nevertheless, the following monotonic subject reduction property holds. The following result is necessary to prove proposition 7.4.18.

Lemma 7.4.17 If $\Gamma, x: \sigma \vdash_{\text {Aig }} M \in \tau, \Gamma \vdash_{\text {Aig } \lambda_{\leqslant}} N \in \sigma^{\prime}$, and $\sigma^{\prime} \leqslant C \sigma$, then there exists $\tau^{\prime}$ such that $\Gamma \vdash_{A \mid g \lambda_{K}} M[x:=N] \in \tau^{\prime}$ and $\tau^{\prime} \leqslant C \tau$.
Proof: By induction on the complexity of $M$.
Proposition 7.4.18 (Monotonic subject reduction)
If $\Gamma \vdash_{A \operatorname{lq} \lambda_{\leqslant}} M \in \sigma$ and $M \rightarrow_{\beta} M^{\prime}$, then there exists $\tau$ such that $\Gamma \vdash_{A \lg )_{\leqslant}} M^{\prime} \in \tau$ and $\tau \leqslant c \sigma$.
Proof: By straightforward induction on the complexity of $M$, using lemma 7.4.17. Let us consider the case when $M$ is a redex and $M^{\prime}$ its reduct, that is the only case that demands some work. Then the situation is as follows.

$$
\Gamma \vdash_{A \mid l_{2} \lambda_{\leqslant}}\left(\lambda x: \rho . M_{1}\right) M_{2} \in \sigma .
$$

By generation (proposition 7.4.5), we have that

$$
\Gamma, x: \rho \vdash_{A \mid g \lambda_{\leqslant}} M_{1} \in \sigma, \Gamma \vdash_{\text {Alg } \lambda_{\leqslant}} M_{2} \in \rho^{\prime} \text { and } \rho^{\prime} \leqslant C \rho .
$$

By lemma 7.4.17, there exists $\sigma^{\prime}$ such that $\Gamma \vdash_{A \mid g \lambda_{\leqslant}} M_{1}\left[x:=M_{2}\right] \in \sigma^{\prime}$ and $\sigma^{\prime} \leqslant c \sigma$.
Observe that because of the unicity of types property $M^{\prime}$ cannot have type $\sigma$ as well.

Here we show that $A \lg \lambda_{\leqslant}$describes an effective procedure to compute minimal types in $\lambda_{\leqslant}$.

## Proposition 7.4.19

1. (Soundness) If $\Gamma \vdash_{\text {Alp } \lambda_{\leqslant}} M \in \sigma$, then $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma$.
2. (Completeness and minimal typing) If $\Gamma \vdash_{\lambda_{\leqslant}} M \in \tau$, then there exists $\sigma$ such that $\sigma \leqslant c \tau$ and $\Gamma \vdash_{\text {Aig } \lambda_{\leqslant}} M \in \sigma$.

## Proof:

1. By induction on the derivation of $\Gamma \vdash_{\text {Ab } \lambda_{\leqslant}} M \in \sigma$.
2. By induction on the derivation of $\Gamma \vdash_{\lambda_{K}} M \in \sigma$. We consider the case for T-App, the other cases follow with similar or simpler arguments. We are given that

$$
\begin{aligned}
& M \equiv M_{1} M_{2}, \\
& \Gamma \vdash_{\lambda_{\leqslant}} M_{1} \in \tau \rightarrow \sigma, \text { and } \\
& \Gamma \vdash_{\lambda_{\leqslant}} M_{2} \in \tau .
\end{aligned}
$$

By the induction hypothesis, there exist $\rho_{1}$ and $\rho_{2}$ such that

$$
\begin{aligned}
& \Gamma \vdash_{A A_{1} A_{5}} M_{1} \in \rho_{1} \text { where } \rho_{1} \leqslant C \tau \rightarrow \sigma, \text { and } \\
& \Gamma \vdash_{A \theta_{\rho} \lambda_{5}} M_{2} \in \rho_{2} \text { where } \rho_{2} \leqslant C \tau .
\end{aligned}
$$

By the correctness of the algorithm Subtype (7.2.3), we know that $\rho_{1} \equiv$ $\tau_{1} \rightarrow \sigma_{1}$, and by lemma 7.2.6, we have that $\tau \leqslant c \tau_{1}$ and $\sigma_{1} \leqslant c \sigma$. By STrans, $\rho_{2} \leqslant C \tau_{1}$. Finally, by T-APP $\leqslant$, we have that $\Gamma \vdash_{\text {Ag } \lambda_{\xi}} M_{1} M_{2} \in \sigma_{1}$.

The last proposition says that $\lambda_{\leqslant}$and $A l g \lambda_{\leqslant}$type the same set of terms, in other words, the set of legal terms of $\lambda_{\leqslant}$is equal to that of $A \lg \lambda_{\leqslant}$. The difference is that they may assign different types to the same term. Note that item 1 says that $A l g \lambda_{\leqslant}$-typing statements are also $\lambda_{\leqslant}$-typing statements, the converse is not true. Consider the following simple example.

Let $C=\{(\alpha, \beta)\}$. Then $x: \alpha \vdash_{\lambda_{\leqslant}} x \in \beta$, but $x: \alpha \vdash_{\text {Aig } \lambda_{\leqslant}} x \in \beta$ is not a derivable statement.

Observe that the typing information present in the $\lambda \leqslant$ terms is essential for the minimal type property. Consider the following example in the system presented in [Mit84], i.e. a simply typed $\lambda$-calculus à la Curry with implicit coercions to see that it might be the case that neither the unicity of types property nor the minimal type property are satisfied.

Let $C=\{(\alpha, \beta)\}$ and let $\alpha, \beta$, and $\gamma$ be different type variables. Then the identity function, $\lambda x . x$, has as type scheme $\sigma \rightarrow \tau$ where $\sigma \leqslant_{c} \tau$. In particular we have that

$$
\Gamma \vdash \lambda x . x: \alpha \rightarrow \beta \text { and } \Gamma \vdash \lambda x . x: \gamma \rightarrow \gamma,
$$

but there is no type $\rho$ such that

$$
\Gamma \vdash \lambda x . x: \rho, \rho \leqslant_{C} \alpha \rightarrow \beta, \text { and } \rho \leqslant_{C} \gamma \rightarrow \gamma .
$$

Unlike the system $A l g \lambda_{\leqslant}$the system $\lambda_{\leqslant}$satisfies the subject reduction property.
Proposition 7.4.20 (Subject reduction for $\lambda_{\leqslant}$)
If $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma$ and $M \rightarrow_{\beta} M^{\prime}$, then $\Gamma \vdash_{\lambda_{\leqslant}} M^{\prime} \in \sigma$.
Proof: By lemma 7.4.19(2), we know that there exists $\tau$ such that $\Gamma \vdash_{\text {Atp } \lambda_{<}} M \in \tau$ and $\tau \leqslant_{C} \sigma$. By monotonic subject reduction (7.4.18), $\Gamma \vdash_{A i q \lambda_{\leqslant}} M \in \tau^{\prime}$, for some $\tau^{\prime} \leqslant C \tau$. Then, by lemma 7.4.19(1), it follows that $\Gamma \vdash_{\lambda_{\leqslant}} M \in \tau^{\prime}$. Finally, since $\tau^{\prime} \leqslant C \sigma$, by T-Subsumption, it follows that $\Gamma \vdash_{\lambda_{\leqslant}} M^{\prime} \in \sigma$.

## $7.5 \lambda_{C}$, a system with explicit coercions

Definition 7.5.1 The typed $\lambda$-calculus with explicit coercions, $\lambda_{C}$, is defined as follows. The set of pseudo-terms $\Lambda=\Lambda\left(\lambda_{C}\right)$ is defined by the following grammar.

$$
\Lambda::=V|\lambda V: \mathbb{T} . \Lambda| \Lambda \Lambda \mid Q<\Lambda>
$$

where $V$ is a set of (term) variables and $Q$ is a set of constants with $c_{\sigma, \tau} \in Q$ if and only if $\sigma \leqslant c \tau$.

The set of types $\mathbb{T}$ and the concepts of statement, typing assumption, subject, context, derivable statement, and legal term are as in definition 7.4.1.

$$
\begin{equation*}
\Gamma \vdash_{\lambda_{C}} x \in \sigma, \quad \text { if } x: \sigma \in \Gamma \tag{T-VAR}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\Gamma, x: \sigma \vdash_{\lambda_{c}} M \in \tau}{\Gamma \vdash_{\lambda_{c}} \lambda x: \sigma . M \in \sigma \rightarrow \tau}  \tag{T-Abs}\\
\frac{\Gamma \vdash_{\lambda_{c}} M \in \sigma \rightarrow \tau \quad \Gamma \vdash_{\lambda_{c}} N \in \sigma}{\Gamma \vdash_{\lambda_{c}} M N \in \tau}  \tag{T-APP}\\
\frac{\Gamma \vdash_{\lambda_{c}} M \in \sigma}{\Gamma \vdash_{\lambda_{C}} c_{\sigma, \tau}<M>\epsilon \tau} \sigma \leqslant \sigma \tag{T-Coerce}
\end{gather*}
$$

The standard notions of reduction and substitution are extended with the following rules.

1. If $M \rightarrow{ }_{\beta} M^{\prime}$, then $c_{\sigma, \tau}<M>\rightarrow_{\beta} c_{\sigma, \tau}<M^{\prime}>$.
2. $c_{\sigma, \tau}<N>[x:=M]=c_{\sigma, \tau}<N[x:=M]>$.

Lemma 7.5.3 (Weakening for $\lambda_{C}$ ) Let $\Gamma$ and $\Gamma^{\prime}$ be contexts such that $\Gamma \subset \Gamma^{\prime}$. Then, if $\Gamma \vdash_{\lambda_{C}} M \in \sigma$, then $\Gamma^{\prime} \vdash_{\lambda_{C}} M \in \sigma$.

Proof: By induction on the derivation of $\Gamma \vdash_{\lambda_{C}} M \in \sigma$.
Proposition 7.5.4 (Generation for $\lambda_{C}$ )

1. If $\Gamma \vdash_{\lambda_{C}} x \in \sigma, x ; \sigma \in \Gamma$.
2. If $\Gamma \vdash_{\lambda_{C}} M N \in \sigma$, there exists $\tau$ such that $\Gamma \vdash_{\lambda_{C}} M \in \tau \rightarrow \sigma$ and $\Gamma \vdash_{\lambda_{C}} N \in \tau$.
3. If $\Gamma \vdash_{\lambda_{C}} \lambda x: \rho . M \in \sigma$, there exists $\tau$ such that $\sigma \equiv \rho \rightarrow \tau$ and $\Gamma, x: \sigma \vdash_{\lambda_{C}} M \in \tau$.
4. If $\Gamma \vdash_{\lambda_{C}} c_{\rho, \tau}<M>\in \sigma, \Gamma \vdash_{\lambda_{C}} M \in \rho, \tau \equiv \sigma$, and $\rho \leqslant_{C} \tau$.

Proof: Since the system is syntax directed, the form of the subject uniquely determines the last rule of the derivation of the typing statement.

Lemma 7.5.5 Let $M \in \Lambda\left(\lambda_{C}\right)$.
If $\Gamma, x: \tau \vdash_{\lambda_{C}} M \in \sigma$ and $\Gamma \vdash_{\lambda_{c}} N \in \tau$, then $\Gamma \vdash_{\lambda_{C}} M[x:=N] \in \sigma$.
Proof: By induction on the complexity of $M$.
Proposition 7.5.6 (Subject reduction for $\lambda_{C}$ )

$$
\text { If } \Gamma \vdash_{\lambda_{C}} M \in \sigma \text { and } M \rightarrow_{\beta} M^{\prime} \text {, then } \Gamma \vdash_{\lambda_{C}} M^{\prime} \in \sigma .
$$

Proof: By induction on the complexity of $M$. Let us consider the case when $M$ is an application and in particular a redex. Then, $M \equiv(\lambda x: \tau . P) N$ and $M^{\prime} \equiv P[x:=N]$. By generation, we have that $\Gamma, x: \tau \vdash_{\lambda_{c}} P \in \sigma$ and $\Gamma \vdash_{\lambda_{c}} N \in \tau$. Finally, due to lemma 7.5 .5 , we get $\Gamma \vdash_{\lambda_{c}} P[x:=N] \in \sigma$.

It is instructive to compare these last two results with lemma 7.4.17 and proposition 7.4.18, the corresponding results for $A \lg \lambda_{\leqslant}$.

### 7.6 The relation between $\lambda_{\leqslant}$and $\lambda_{C}$

If we go back to the discussion in the introduction, the T-Coerce rule is more than what we actually need to be able to apply a function to an argument of a type smaller than its domain type. On the other hand, the T-APP $\leqslant$ rule fits perfectly in our requirements. In the introduction we mention the difference between implicit and explicit coercions; in this framework $A \lg \lambda \leqslant$ has implicit coercions and furthermore, given a (legal) term $M$ in $\Lambda\left(A \lg \lambda_{\leqslant}\right)$, there is a uniform way to find a term $M^{\prime}$ in $\Lambda\left(\lambda_{C}\right)$ that is the explicitly coerced version of $M$, as will be defined in definition 7.6.3. This can be read as: there is no need to write the coercions because they can be automatically recovered.

Definition 7.6 .1 (The implicitly coerced version of $M$ )

Lemma 7.6.2 If $\Gamma \vdash_{\lambda_{c}} M \in \sigma$, then there exists $\tau$ such that $\Gamma \vdash_{\text {A } \theta_{\lambda} \lambda_{\leqslant}}|M| \in \tau$ and $\tau \leqslant \sigma$.

Proof: By induction on the derivation of $\Gamma \vdash_{\lambda_{c}} M \in \sigma$.
This lemma says that the implicitly coerced version of a (legal) $\lambda_{C}$-term is a (legal) $A \lg \lambda \leqslant$-term.

Definition 7.6.3 dec: Context $\times \Lambda\left(A \lg \lambda_{\leqslant}\right) \rightarrow \Lambda\left(\lambda_{C}\right)$

$$
\begin{aligned}
\operatorname{dec}_{\Gamma}(x)= & x \\
\operatorname{dec}_{\Gamma}(\lambda x: \sigma . M)= & \lambda x: \sigma \cdot \operatorname{dec} \Gamma_{\Gamma, x: \sigma}(M) \\
\operatorname{dec}_{\Gamma}(M N)= & \operatorname{dec}_{\Gamma}(M) c_{\rho, \sigma}<\operatorname{dec}_{\Gamma}(N)> \\
& \text { where } \Gamma \vdash_{A \mid g \lambda_{\leqslant}} N \in \rho \\
& \text { and } \Gamma \vdash_{A \mid \lambda_{\leqslant}} M \in \sigma \rightarrow \tau
\end{aligned}
$$

dec stands for decoration.
Observe that dec is a partial mapping given that there may not be such $\rho$ or $\sigma \rightarrow \tau$ in the application case, and that it may not be the case that $\rho \leqslant_{c} \sigma$, in which case there is no $c_{\rho, \sigma}$ constant. On the other hand, the next result shows that dec is total on the subset of legal $\operatorname{Alg} \lambda_{\leqslant}$-terms.

Lemma 7.6.4 Let $M \in \Lambda\left(A \lg \lambda_{\leqslant}\right)$. then
$\Gamma \vdash_{A l g \lambda_{<}} M \in \sigma$ if and only if $\Gamma \vdash_{\lambda_{C}} d e c_{\Gamma}(M ; \in \sigma$.
Proof:
$\Leftarrow$ By induction on the complexity of M.
$\Rightarrow)$ By induction on the derivation of $\Gamma \vdash_{\text {Aig } \lambda_{\xi}} M \in \sigma$. Let us consider the case of the T-APPs rule. Then, the situation is as follows.

$$
\frac{\Gamma \vdash_{A \mid g \lambda_{\leqslant}} P \in \tau \rightarrow \sigma \quad \Gamma \vdash_{A \mid t \lambda_{\leqslant}} N \in \rho \quad \rho \leqslant C \tau}{\Gamma \vdash_{A\left\{\rho \lambda_{\leqslant}\right.} P N \in \sigma}
$$

where $M \equiv P N$.
By the induction hypothesis $\Gamma \vdash_{\lambda_{c}} \operatorname{dec}_{\Gamma}(P) \in \tau \rightarrow \sigma$ and $\Gamma \vdash_{\lambda_{c}} \operatorname{dec}_{\Gamma}(N) \in \rho$ and by the T-Coerce rule $\Gamma \vdash_{\lambda_{C}} c_{p, \tau}<\operatorname{dec}_{\Gamma}(N)>\in \tau$. Finally, by the T-App rule, it follows that $\Gamma \vdash_{\lambda_{C}} \operatorname{dec}_{\Gamma}(P) c_{\rho, \tau}<\operatorname{dec}_{\Gamma}(N)>\in \sigma$ and, by proposition 7.4.6, we conclude $\operatorname{dec}_{\Gamma}(P N) \equiv \operatorname{dec} \Gamma(P) c_{\rho, \tau}<\operatorname{dec}_{\Gamma}(N)>$.

## Lemma 7.6.5

$\Gamma \vdash_{\lambda_{\xi}} M \in \sigma$ if and only if there exists $\tau$, such that $\Gamma \vdash_{\lambda_{C}} c_{\tau, \sigma}<\operatorname{dec}_{\Gamma}(M)>\in \sigma$.

## Proof:

1. If $\Gamma \vdash_{\lambda_{C}} c_{r, \sigma}<\operatorname{dec} \Gamma(M)>\in \sigma$, by generation for $\lambda_{C}$ (proposition 7.5.4), $\Gamma \vdash_{\lambda_{C}} \operatorname{dec}_{\Gamma}(M) \in \tau$ and $\tau \leqslant c \sigma$.
By lemma 7.6.4, $\Gamma \vdash_{\text {Alg } \lambda_{k}} M \in \tau$, and, by the soundness of $A \lg \lambda_{\leqslant}$(7.4.19), $\Gamma \vdash_{\lambda_{\leqslant}} M \in \tau$. Finally, the result follows by T-Subsumption.
2. If $\Gamma \vdash_{\lambda_{\leqslant}} M \in \sigma$, then, by the completeness of $A l g \lambda_{\leqslant}$(7.4.19), there exists $\tau$ such that

$$
\begin{aligned}
& \Gamma \vdash_{\text {Alp }} M \in \tau, \text { and } \\
& \tau \leqslant c \sigma .
\end{aligned}
$$

Then, by lemma 7.6.4, it follows that $\Gamma \vdash_{\lambda_{C}} \operatorname{dec}_{\Gamma}(M) \in \tau$. Finally, the result follows by T-Coerce.

This last lemma says that $\lambda_{\leqslant}$can be translated into $\lambda_{C}$. Moreover, together with theorem 7.7 .9 , implies that $\lambda_{\leqslant}$can be translated into $\lambda \rightarrow$.

We could compare the systems $A \lg \lambda_{\leqslant}$and $\lambda_{C}$ using an auxiliary system, call it $\lambda_{C}{ }^{-}$, obtained by replacing the rules T-App and T-Coerce of $\lambda_{C}$ by the following rule.

$$
\begin{equation*}
\frac{\Gamma \vdash_{\lambda_{c}}-M \in \sigma \rightarrow \tau \quad \Gamma \vdash_{\lambda_{c}}-N \in \rho \quad \rho \leqslant \sigma \sigma}{\Gamma \vdash_{\lambda_{C}}-M c_{\rho, \sigma}<N>\epsilon \tau} \tag{C}
\end{equation*}
$$

It is easy to check that $\lambda_{C}{ }^{-}$satisfies the unicity of types property. Unfortunately, the system $\lambda_{C}{ }^{-}$is not sufficiently well-behaved to be of independent interest. For example, it does not satisfy the subject reduction property. The failure is such that $\beta$-reductions on well typed terms can yield illegal terms. For example, if $C=\{(\beta, \alpha)\}$, then $y: \beta \vdash_{\lambda_{C}-}(\lambda x: \alpha . x) c_{\beta, \alpha}\left\langle y>\in \alpha\right.$, but $y: \beta \vdash_{\lambda_{C}}-c_{\beta, \alpha}<y>\in \alpha$ is not a derivable statement.

The following lemma shows that $\lambda_{C}{ }^{-}$is an intermediate step between $A \lg \lambda_{\leqslant}$ and $\lambda_{C}$.

## Lemma 7.6.6 1. If $\Gamma \vdash_{\lambda_{C}-} M \in \sigma$ then $\Gamma \vdash_{\lambda_{c}} M \in \sigma$.

2. If $\Gamma \vdash_{\lambda_{C}} M \in \sigma$ then there exists $\tau$ such that $\tau \leqslant c \sigma$ and $\Gamma \vdash_{\lambda_{C}}-M \in \tau$.
3. If $\Gamma \vdash_{\lambda_{C}}-M \in \sigma$ then $\Gamma \vdash_{A l_{q} \lambda_{\leqslant}}|M| \in \sigma$.
4. If $\Gamma \vdash_{A_{1 g \lambda_{\xi}}} M \in \sigma$ then $\Gamma \vdash_{\lambda_{C^{-}}} \operatorname{dec} \boldsymbol{c}_{\Gamma}(M) \in \sigma$.
5. If $\Gamma \vdash_{\lambda_{c}}-M \in \sigma$ then $\operatorname{dec}_{\Gamma}(|M|)=M$.
6. If $\Gamma \vdash_{{\mathcal{A l}, \lambda_{\leqslant}}} M \in \sigma$ then $\left|\operatorname{dec}_{\Gamma}(M)\right|=M$.

Observe that lemma 7.6.2 is now a consequence of items 2 and 3 of the last lemma; and the last four items say that $A \lg \lambda_{\leqslant}$and $\lambda_{C}{ }^{-}$are equivalent in the sense that every term that can be typed in $A \lg \lambda_{\leqslant}$has its explicitly coerced version in $\lambda_{C}{ }^{-}$, and every term that can be typed in $\lambda_{C}{ }^{-}$has its implicitly coerced version in $A l g \lambda_{\leqslant}$. Furthermore, the translation between the two systems does not cause any loss of information as long as no reduction is involved.

### 7.7 Simply typed $\lambda$-calculus and $\lambda_{C}$

In this section we show how to translate $\lambda_{C}$ into $\lambda \rightarrow$. The first step of this translation consists of representing subtyping statements as $\lambda \rightarrow$-terms. For this we define an environment in which there is a typing statement for each subtyping axiom of $C$ as follows.

Definition 7.7.1 The environment $\Sigma_{C}$. Let $k_{\alpha_{1}, \beta_{1}} \ldots k_{\alpha_{n}, \beta_{n}}$ be different constants of $K$. Then,

$$
\Sigma_{C}=\left\{k_{\alpha_{1}, \beta_{1}}: \alpha_{1} \rightarrow \beta_{1}, \ldots, k_{\alpha_{n}, \beta_{n}}: \alpha_{n} \rightarrow \beta_{n}\right\}
$$

such that $\left(\alpha_{i}, \beta_{i}\right) \in C$ if and only if $k_{\alpha_{1}, \beta_{i}} \in \Sigma_{C}$.
Observe that $k_{\alpha_{1}, \beta_{1}}$ is just a mnemonic name for a constant. Next we define the function find that finds a term that performs the coercion from $\sigma$ to $\tau$ if $\sigma \leqslant c \tau$. For that we use the following auxiliary definition.

## Definition 7.7 .2 (Typed composition)

$$
f \circ_{\sigma} g=\lambda x: \sigma . f(g x) .
$$

For the sake of readability we use simply o.
If we look at $C$ as a directed graph, there may be more than one path between two variables of $C$, and that is the reason why a choice is involved. An example of such situation is the following.

Example 7.7.3 Suposse $C=\{(\alpha, \beta) ;(\beta, \gamma) ;(\alpha, \delta) ;(\delta, \gamma)\}$. Then there are two non-convertible terms that perform the coercion from $\alpha$ to $\gamma$, namely

$$
k_{\beta, \gamma} \circ k_{\alpha, \beta} \text { and } k_{\delta, \gamma} \circ k_{\alpha, \delta} .
$$

Therefore, we assume a choice function choose so that find is well defined.
Definition 7.7.4 find: $\mathbb{T} \times \mathbb{T} \times 2^{\mathbf{V} \times \mathbf{V}} \rightarrow \Lambda(\lambda \rightarrow)$.

$$
\begin{aligned}
\operatorname{find}(\sigma, \sigma, C)= & \lambda x: \sigma . x, \\
\operatorname{find}(\alpha, \beta, C)= & \text { choose }\left\{k_{\gamma_{n-1}, \gamma_{n}} \circ \ldots \circ k_{\gamma_{0}, \gamma_{1} \mid \gamma_{0} \equiv \alpha,}\right. \\
& \left.\gamma_{n} \equiv \beta \text { and }\left(\gamma_{1}, \gamma_{1+1}\right) \in C, \text { for every } i \in\{1 . . n\}\right\}, \\
\operatorname{find}\left(\sigma_{1} \rightarrow \sigma_{2}, \tau_{1} \rightarrow \tau_{2}, C\right)= & \lambda x: \sigma_{1} \rightarrow \sigma_{2} \cdot f i n d\left(\sigma_{2}, \tau_{2}, C\right) \circ x \circ \text { find }\left(\tau_{1}, \sigma_{1}, C\right) .
\end{aligned}
$$

where $\alpha \neq \beta, \sigma_{1} \neq \tau_{1}$ and $\sigma_{2} \neq \tau_{2}$.
Observe that find is a partial mapping, given that choose may fail, and it is only defined when the first and second arguments are in the $\leqslant_{c}$ relation. Note that if we impose the restriction that $C$ must be transitively closed, then we can simplify the function find and redefine the second clause as

$$
\operatorname{find}(\alpha, \beta, C)=k_{\alpha, \beta} .
$$

The next lemma states that if $\sigma \leqslant_{C} \tau$, then $f i n d(\sigma, \tau, C)$ is a codification of a subtyping statement in the simply typed lambda calculus without subtyping.

Lemma 7.7.5 If $\sigma \leqslant C \tau$, then $\vdash_{\Sigma_{c}}$ find $(\sigma, \tau, C) \in \sigma \rightarrow \tau$.
Proof: By induction on the complexity of $\sigma$.
Case 1. $\sigma$ is a variable. Then, by lemma 7.2.5(2), $\tau$ is also a variable. According to lemma 7.2.5(3), we can distinguish two cases.

Case 1a. $\sigma \equiv \tau$. Then, by definition, find $(\sigma, \tau, C) \equiv \lambda x: \sigma . x$. Furthermore, it holds that $\vdash_{\Sigma_{c}} \lambda x: \sigma . x \in \sigma \rightarrow \sigma$.
Case 1b. $\operatorname{trans}(\sigma, \tau, C)$. Then, as $\vdash_{\lambda_{C}} k_{\gamma_{1}, \gamma,} \in \gamma_{\mathrm{t}} \rightarrow \gamma_{3}$, by the definition of $\Sigma_{C}$, we have that $\vdash_{\Sigma_{C}} k_{\gamma_{n-1}, \gamma_{n}} \circ \ldots \circ k_{\gamma_{0}, \gamma_{1}} \in \sigma \rightarrow \tau$.

Case 2. $\sigma \equiv \sigma_{1} \rightarrow \sigma_{2}$. Then, by lemma 7.2.5(2), $\tau \equiv \tau_{1} \rightarrow \tau_{2}$. If $\sigma \equiv \tau$, the result follows as in Case la. Otherwise, by lemma 7.2.6, $\tau_{1} \leqslant c \sigma_{1}$ and $\sigma_{2} \leqslant c \tau_{2}$. By the induction hypothesis, we have

$$
\begin{aligned}
& \vdash_{\Sigma_{c}} \text { find }\left(\tau_{1}, \sigma_{1}, C\right) \in \tau_{1} \rightarrow \sigma_{1} \text { and } \\
& \vdash_{\Sigma_{c}} \text { find }\left(\sigma_{2}, \tau_{2}, C\right) \in \sigma_{2} \rightarrow \tau_{2} .
\end{aligned}
$$

Hence, $\vdash_{\Sigma_{c}} \lambda_{x: \sigma_{1} \rightarrow \sigma_{2} . f i n d\left(\sigma_{2}, \tau_{2}, C\right) \circ x \circ f i n d\left(\tau_{1}, \sigma_{1}, C\right) \sigma \rightarrow \tau \in .}$
Observe that, actually, this result could be obtained as a corollary of these two facts:

- If $\sigma \leqslant_{C} \tau$, then $\operatorname{find}(\sigma, \tau, C)$ is defined, and
- If find $(\sigma, \tau, C)$ is defined, then $\vdash_{\Sigma_{c}}$ find $(\sigma, \tau, C) \in \sigma \rightarrow \tau$.

With the following definition we can relate the system $\lambda_{C}$ with $\lambda \rightarrow$.
Definition 7.7.6 $M^{\rightarrow}$ (The $\lambda \rightarrow$ version of $M$ ). $\rightarrow: \Lambda\left(\lambda_{C}\right) \rightarrow \Lambda(\lambda \rightarrow)$.

$$
\begin{aligned}
& \vec{r}=x, \\
& (\lambda x: \sigma . M)^{\rightarrow}=\lambda x: \sigma . M^{\rightarrow}, \\
& (M N)^{\overrightarrow{-}}=M^{-} N^{-}, \\
& \left(c_{\sigma, \tau}<M>\right)^{-}=\operatorname{find}(\sigma, \tau, C) M^{-} \text {. }
\end{aligned}
$$

Then, $M^{\boldsymbol{r}}$ is obtained from $M$ by replacing the coercion constants by terms that will perform the corresponding coercion.

Note that $\rightarrow$ is a total function because the existence of $c_{\sigma, \tau}$ implies $\sigma \leqslant_{C} \tau$.
Proposition 7.7.7 Let $M$ in $\Lambda\left(\lambda_{\sigma}\right)$. Then, If $\Gamma \vdash_{\lambda_{C}} M \in \sigma$, then $\Gamma \vdash_{\Sigma_{c}} M^{\rightarrow} \in \sigma$.

Proof: By induction on the derivation of $\Gamma \vdash_{\lambda_{C}} M \in \sigma$.
T-Var Let $M \equiv x$. Then $x: \sigma \in \Gamma$. As $x>x$, using the T-Var rule in $\lambda \rightarrow$ we get $\Gamma \vdash_{\Sigma_{c}} x \in \sigma$.

T-Abs Let $M \equiv \lambda x: \rho . N$ and $\sigma \equiv \rho \rightarrow \tau$. Then $\Gamma \vdash_{\lambda_{C}} \lambda x: \rho . N \in \rho \rightarrow \tau$ follows from $\Gamma, x: \rho \vdash_{\lambda_{C}} N \in \tau$. By the induction hypothesis, it follows that $\Gamma, x: \rho \vdash_{\Sigma_{c}} N^{\rightarrow} \in \tau$. By T-ABS, we conclude $\Gamma \vdash_{\Sigma_{c}} \lambda x: \rho . N^{\rightarrow} \in \rho \rightarrow \tau$, and, by the definition of $\overrightarrow{-}, \Gamma \vdash_{\Sigma_{C}}(\lambda x: \rho, N) \overrightarrow{ } \in \rho \rightarrow \tau$.

T-APP $\quad M \equiv N P$, and $\Gamma \vdash_{\lambda_{C}} N P \in \sigma$ follows from the statements $\Gamma \vdash_{\lambda_{C}} P \in \tau$ and $\Gamma \vdash_{\lambda_{c}} N \in \tau \rightarrow \sigma$ for some $\tau$. By the induction hypoihesis, the TApp rule of $\lambda \rightarrow$, and the definition of $-\overrightarrow{ }$, the result follows.

T-Coerce M is $c_{\tau, \sigma}<N>$ and $\Gamma \vdash_{\lambda_{C}} c_{\tau, \sigma}<N>\in \sigma$ follows from $\Gamma \vdash_{\lambda_{C}} N \in \tau$ and $\tau \leqslant C \sigma$. By the induction hypothesis, $\Gamma \vdash_{\Sigma_{C}} N^{\rightarrow} \in \tau$, and due to lemma 7.7.5, $\vdash_{\Sigma_{c}} f i n d(\tau, \sigma, C) \in \tau \rightarrow \sigma$. Finally, using the weakening lemma together with the T-APP rule of $\lambda \rightarrow$, and the definition of $\rightarrow$, we get $\Gamma \vdash_{\Sigma_{c}}\left(c_{\tau, \sigma}<N>\right)^{\rightarrow} \in \sigma$.

Proposition 7.7.8 Let $M$ in $\Lambda\left(\lambda_{C}\right)$. Then

$$
\Gamma \vdash_{\Sigma_{c}} M^{\rightarrow} \in \sigma \Rightarrow \Gamma \vdash_{\lambda_{C}} M \in \sigma .
$$

Proof: By induction on the complexity of $M$.
Case 1. $M \equiv x \in V$. Then $M^{-} \equiv x$. By the free variable lemma of $\lambda \rightarrow$, we can conclude that $x: \sigma \in \Gamma$, and, by $\mathrm{T}-\operatorname{Var} \Gamma \vdash_{\lambda_{C}} x \in \sigma$.

Case 2. $M \equiv P Q$. Then $M^{\boldsymbol{\rightharpoonup}} \equiv P^{\rightarrow} Q^{\rightarrow}$. By generation, there exists $\tau$ such that

$$
\Gamma \vdash_{\Sigma_{c}} P^{\rightarrow} \in \tau \rightarrow \sigma \text { and } \Gamma \vdash_{\Sigma_{c}} Q^{\rightarrow} \in \tau .
$$

By the induction hypothesis,

$$
\Gamma \vdash_{\lambda_{C}} P \in \tau \rightarrow \sigma \text { and } \Gamma \vdash_{\lambda_{c}} Q \in \tau
$$

By T-App, we get $\Gamma \vdash_{\lambda_{c}} P Q \in \sigma$.
Case 3. $M \equiv \lambda x: \tau . N$. Then $M^{-} \equiv \lambda x: \tau . N^{\rightarrow}$. By generation, it follows that $\Gamma, x: \tau \vdash_{\Sigma_{c}} N^{\rightarrow} \in \rho$ and $\sigma \equiv \tau \rightarrow \rho$. We now can apply the induction hypothesis and we get $\Gamma, x: \tau \vdash_{\lambda_{c}} N \in \rho$, and to that we only have to apply the T -Abs rule to get $\Gamma \vdash_{\lambda_{C}} \lambda x: \tau . N \in \sigma$.

Case 4. $M \equiv c_{\tau, \sigma}<N>$. Then, $M^{-\rightarrow} \equiv \operatorname{find}(\tau, \sigma, C) N^{\rightarrow \rightarrow}$. Recall that the constant $c_{\tau, \sigma}$ exists if and only if $\tau \leqslant c \sigma$. Then using lemma 7.7.5, we know that $\vdash_{\Sigma_{c}}$ find $(\tau, \sigma, C) \in \tau \rightarrow \sigma$. By generation, the unicity of types lemma, and the weakening lemma, it follows that $\Gamma \vdash_{\Sigma_{C}} N^{\rightarrow} \in \tau$. By the induction hypothesis, we have $\Gamma \vdash_{\lambda_{c}} N \in \tau$. Finally, by applying T-Coerce, it follows that $\Gamma \vdash_{\lambda_{c}} c_{\tau, \sigma}<N>\in \sigma$.

Putting together the last two propositions we can state the following theorem.
Theorem 7.7.9 Let $M$ in $\Lambda\left(\lambda_{C}\right)$. Then,

$$
\Gamma \vdash_{\lambda_{c}} M \in \sigma \Leftrightarrow \Gamma \vdash_{\Sigma_{c}} M^{-} \in \sigma .
$$

This last result can be read as follows. The simply typed $\lambda$-calculus without subtyping is an appropriate model for the simply typed $\lambda$-calculus with subtyping. We can also extract from it the conclusion that the simply typed $\lambda$-calculus with explicit subtyping is a conservative extension of the $\lambda$-calculus without subtyping, because if $M$ is a $\lambda \rightarrow$ term then $M^{\rightarrow} \equiv M$.

## Metatheory of $\lambda_{C}$

The system $\lambda_{C}$ is of independent interest. The previous theorem and the fact that $M^{-}$is always defined, imply that the type checking and type inference problems are decidable given that the corresponding problems in $\lambda \rightarrow$ are (see [Bar92]). Recall that a pseudoterm $M$ is called strongly normalizing if there is no infinite reduction chain starting from $M$. We reduce the strong normalization property of $\lambda_{C}$ to the strong normalization result for $\lambda \rightarrow$ (see [Bar92]).

First, we prove some auxiliary results first.
Lemma 7.7.10 (Substitution lemma) Let $M, N$ in $\Lambda\left(\lambda_{C}\right)$ and $x \in V$. Then

$$
(M[x:=N])^{\rightarrow}=M^{\rightarrow}\left[x:=N^{\rightarrow}\right]
$$

Proof: By induction on the complexity of $M$. We consider here only two cases, the missing ones are proven in a similar way.

- $M \equiv x$.

$$
\begin{aligned}
(x[x:=N])^{\rightarrow} & =N^{\rightarrow} & & \text { by definition of }[:=] . \\
& =x\left[x:=N^{\rightarrow}\right] & & \text { by definition of }[:=] . \\
& =x^{\rightarrow}\left[x:=N^{\rightarrow}\right] & & \text { by definition of } \overrightarrow{-} .
\end{aligned}
$$

- $M \equiv c_{\sigma, \tau}\langle P\rangle$.

$$
\begin{aligned}
\left(c_{\sigma, \tau}<P>[x:=N]\right) \rightarrow & =c_{\sigma, \tau}<P[x:=N]>\rightarrow & & \text { by definition of }[:=] . \\
& =\operatorname{find}(\sigma, \tau, C)(P[x:=N]) \rightarrow & & \text { by definition of }-\overrightarrow{ } . \\
& =\operatorname{find}(\sigma, \tau, C)\left(P^{\rightarrow}\left[x:=N^{\rightarrow}\right]\right) & & \text { by the induction } \\
& & & \text { hypothesis. } \\
& =\left(\operatorname{ind}(\sigma, \tau, C) P^{\rightarrow}\right)\left[x:=N^{\rightarrow}\right] & & \\
& =\left(c_{\sigma, \tau}<P>\right)^{\rightarrow}\left[x:=N^{\rightarrow}\right] & & \text { by definition of } \rightarrow .
\end{aligned}
$$

Observe that $f i n d(\sigma, \tau, C)$ is a closed term.
Lemma 7.7.11 (Reduction preservation) Let $M, N$ in $\Lambda\left(\lambda_{C}\right)$. Then, if $M \rightarrow{ }_{\beta} N$, then $M^{\rightarrow} \rightarrow_{\beta} N^{\rightarrow}$.

Proof: By induction on the complexity of $M$.
Case 1. If $M \in V$ the result is vacuously true.
Case 2. $M \equiv \lambda x: \sigma . M_{1}$. Then N is of the form $\lambda x: \sigma . N_{1}$, where $M_{1} \rightarrow_{\beta} N_{1}$. By the induction hypothesis and the definition of $-\rightarrow$, the result holds.

Case 3. $M \equiv M_{1} M_{2}$. Then we have the following three cases.

1. $N \equiv N_{1} M_{2}$, where $M_{1} \rightarrow_{\mathcal{\beta}} N_{1}$,
2. $N \equiv M_{1} N_{2}$, where $M_{2} \rightarrow_{\beta} N_{2}$ and,
3. $M \equiv(\lambda x: \sigma . P) M_{2}$ and $N \equiv P\left[x:=M_{2}\right]$.

The first two cases follow from the induction hypothesis and the definition of $\rightarrow$ and the third is a consequence of the substitution lemma.

Case 4. $M \equiv c_{\sigma, \tau}<M_{1}>$. The result follows from the induction hypothesis and the definition of $\rightarrow$.

Theorem 7.7.12 (Strong normalization for $\lambda_{C}$ )
If $\Gamma \vdash_{\lambda_{C}} M \in \sigma$, then $M$ is strongly normalizing.

Proof: Suppose, towards a contradiction, that $M$ is not strongly normalizing. This means that there exists an infinite reduction chain starting from $M$. By the reduction preservation lemma (7.7.11), we know that there is also an infinite chain of reductions starting from $M^{\rightarrow}$, and using proposition 7.7.7, we know that

$$
\Gamma \vdash_{\Sigma_{c}} M^{\rightarrow} \in \sigma .
$$

But, we also know that $\lambda \rightarrow$ has the strong normalization property which yields a contradiction. Hence, $M$ is strongly normalizing.

### 7.8 Confluence

Using the results about confluence of orthogonal combinatory reduction systems (CRSs) in [vR92], we can state that the systems $\lambda_{C}$ and $\lambda_{\leqslant}$are confluent as a consequence of what we have already proven in this chapter. The sets of pseudoterms $\Lambda\left(\lambda_{C}\right)$ with the $\beta$-reduction rule and $\Lambda\left(\lambda_{\leqslant}\right)$with the $\beta$-reduction rule are, according to the definitions of [vR92], two orthogonal CRSs. The subject reduction property of $\lambda_{C}$ (7.5.6) and of $\lambda_{\leqslant}(7.4 .20)$, imply that the corresponding sets of legal terms are two substructures of $\Lambda\left(\lambda_{C}\right)$ and $\Lambda\left(\lambda_{\leqslant}\right)$respectively. Since substructures of orthogonal CRSs are also orthogonal, it follows that the systems $\lambda_{C}$ and $\lambda_{\leqslant}$are confluent.

### 7.9 Conclusions

In this chapter we analyze two different styles of subtyping, subtyping with implicit coercions and subtyping with explicit coercions. We define and study two alternative presentations of subtyping for simply typed lambda calculus. The first one $\lambda_{\leqslant}$, a system with implicit coercions, and the second one $\lambda_{C}$, a system with explicit coercions. We show that the system $\lambda_{\leqslant}$can be translated into $\lambda_{C}$, and, in its turn, $\lambda_{C}$ can be translated into $\lambda \rightarrow$. In other words, both disciplines can be compiled into the simply typed lambda calculus without subtyping.

## Chapter 8

## Future research

The study of the meta-theory of a rich typed lambda-calculus such as $F_{\wedge}^{\omega}$ has drawn our attention towards open and challenging problems such as the ones listed below.

## A normalizing fragment of $F_{\wedge}^{\omega}$

Although the reduction on types $\rightarrow_{\beta \wedge}$ is strongly normalizing on well-kinded types, the reductions on terms are not strongly normalizing for the simple reason that every closed term can be assigned a type. Therefore we would like to characterize a normalizing subset of the language of terms. A similar situation arises for the intersection type discipline à la Curry studied by the group in Torino. In their framework, a term $e$ is strongly normalizing if and only if there exists a derivation of a typing statement with $e$ as subject which does not contain the maximal type $\omega$. In our case, this statement is not true. A very simple counterexample is the term

$$
\lambda x: \mathrm{T}^{*} . x
$$

which is in normal form and all whose derivations contain the maximal type $T^{*}$. This problem is subject of current research by Mariangiola Dezani and the author of this thesis.

## Bounded operator abstraction

In $F_{\wedge}^{\omega}$ and also in $F_{\leq}^{w}$, abstraction on types is of the form $\Lambda X: K . T$, and its associated formation rule is

$$
\begin{equation*}
\frac{\Gamma, X \leq T^{K_{1}}: K_{1} \vdash T_{2} \in K_{2}}{\Gamma \vdash \Lambda X: K_{1} \cdot T_{2} \in K_{1} \rightarrow K_{2} .} \tag{К-ОАня}
\end{equation*}
$$

A natural enrichment of the theory would replace $\Lambda X: K . T$ by $\Lambda X \leq S: K . T$, using the following formation rule.

$$
\frac{\Gamma, X \leq S: K_{1} \vdash T_{2} \in K_{2}}{\Gamma \vdash \Lambda X \leq S: K . T \in \forall X \leq S: K_{1} \cdot K_{2}}
$$

This means that we need to modify the language of kinds because $S$, the bound of $X$, is required in order to assign a kind to a type operator application. Then the formation rule is as follows.

$$
\frac{\Gamma \vdash T \in \forall X \leq S: K_{1} \cdot K_{2} \quad \Gamma \vdash S^{\prime} \leq S}{\Gamma \vdash T S^{\prime} \in K_{2}\left[X \leftarrow S^{\prime}\right]}
$$

(K-Bounded-OApp)
Consequently, the kind inference and kind checking algorithms become more complicated, since they involve checking a subtyping judgement. The meta-theory and applications of this extension are the subject of current research by Paula Severi and the author of this thesis.

## Subtyping dependent types

The type-theoretic foundations of proof development systems include the Automath family of calculi [dB80], the Edinburgh Logical Framework [HHP92], the Calculus of Constructions [CH88], Extended Calculus of Constructions [Luo90], and Martin-Löf type theory [SNP90]. Implementations of these theories have been used in a number of proof development systems (Automath at Eindhoven, Coq at INRIA, Lego at the LFCS, and Alf at Göteborg). A common feature of these systems is their heavy reliance on dependent types, and the consequent difficulty of their meta-theoretic analysis.

The interaction of subtyping with dependent types seems to be the principal obstacle to its integration in proof development systems. Some work in this area has been started by Cardelli [Car87, Car88b], who gives basic definitions and some ideas about type checking algorithms, and by Pfenning [Pfe93], who has proposed variants of the Logical Framework and the Calculus of Constructions with refinement types, a simple form of intersection types whose interaction with type conversion and dependency is strictly controlled. Aside from these preliminary efforts, the area remains unexplored.

The system $\lambda P$ is an extension of the simply typed lambda calculus with dependent types [Bar92]. The meta-theory of $\lambda P_{\leq}$, an extension of $\lambda P$ with subtyping, is being developed by David Aspinall and the author of this thesis.

## Appendix A

## Summary of Definitions

## A. $1 F_{\wedge}^{\omega}$

## A.1.1 Reduction rules for types

1. $\left(\Lambda X: K . T_{1}\right) T_{2} \rightarrow_{\beta \wedge} T_{1}\left[X \leftarrow T_{2}\right]$
2. $S \rightarrow \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow \beta \wedge \wedge^{\star}\left[S \rightarrow T_{1} . . S \rightarrow T_{n}\right]$
3. $\forall X \leq S: K . \wedge^{\star}\left[T_{1} . . T_{n}\right] \rightarrow_{\beta \wedge} \wedge^{\star}\left[\forall X \leq S: K . T_{1} . . \forall X \leq S: K . T_{n}\right]$
4. $\Lambda X: K_{1} \cdot \wedge^{K_{2}}\left[T_{1} . . T_{n}\right] \rightarrow_{\beta \wedge} \wedge^{K_{1} \rightarrow K_{2}}\left[\Lambda X: K_{1} . T_{1} . . \Lambda X: K_{1} \cdot T_{n}\right]$
5. $\wedge^{K_{1} \rightarrow K_{2}}\left[T_{1} . . T_{n}\right] U \rightarrow \beta \wedge \Lambda^{K_{2}}\left[T_{1} U . . T_{n} U\right]$
6. $\wedge^{K}\left[T_{1} . . \wedge^{K}\left[S_{1} . . S_{n}\right] . . T_{m}\right] \rightarrow \theta \wedge \wedge^{K}\left[T_{1} . . S_{1} . . S_{n} . . T_{m}\right]$

## A.1.2 Reduction rules for terms

1. $\left(\lambda x: T_{1} . e_{1}\right) e_{2} \rightarrow$ Bfors $e_{1}\left[x \leftarrow e_{2}\right]$
2. $\left(\lambda X \leq T_{1}: K_{1} . e\right) T \rightarrow{ }_{\beta \text { fors }} e[X \leftarrow T]$
3. $\left(\operatorname{for}\left(X \in T_{1} . . T_{n}\right) e_{1}\right) e_{2} \rightarrow_{\beta f o r g}$ for $\left(X \in T_{1} . . T_{n}\right) e_{1} e_{2}$
4. for $\left(X \in T_{1} . . T_{n}\right) e \rightarrow_{\beta \text { fors }} e$, if $X \notin \mathrm{FV}(e)$

## A.1.3 Context formation rules

$$
\emptyset \vdash \mathrm{ok}
$$

(C-Емрту)
$\frac{\Gamma \vdash T \in \star \quad x \notin \operatorname{dom}(\Gamma)}{\Gamma, x: T \vdash \mathrm{ok}}$

$$
\begin{equation*}
\frac{\Gamma \vdash T \in K \quad X \notin \operatorname{dom}(\Gamma)}{\Gamma, X \leq T: K \vdash \text { ok }} \tag{C-VAR}
\end{equation*}
$$

## A.1.4 Kinding rules

$$
\begin{gather*}
\frac{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash \text { ok }}{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash X \in K}  \tag{K-TVAR}\\
\frac{\Gamma \vdash T_{1} \in \star \quad \Gamma \vdash T_{2} \in \star}{\Gamma \vdash T_{1} \rightarrow T_{2} \in \star}  \tag{K-ARrow}\\
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash T_{2} \in \star}{\Gamma \vdash \forall\left(X \leq T_{1}: K_{1}\right) T_{2} \in \star}  \tag{K-ALL}\\
\frac{\Gamma, X \leq T^{K_{1}}: K_{1} \vdash T_{2} \in K_{2}}{\Gamma \vdash \Lambda\left(X: K_{1}\right) T_{2} \in K_{1} \rightarrow K_{2}}  \tag{K-OABS}\\
\frac{\Gamma \vdash S \in K_{1} \rightarrow K_{2} \quad \Gamma \vdash T \in K_{1}}{\Gamma \vdash S T \in K_{2}}  \tag{K-OAPP}\\
\frac{\Gamma \vdash \text { ok } \quad \text { for each } i, \Gamma \vdash T_{i} \in K}{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \in K} \tag{K-Meet}
\end{gather*}
$$

## A.1.5 Subtyping rules

$$
\begin{gather*}
\Gamma \vdash S \in K \quad \Gamma \vdash T \in K \quad S=\beta \wedge T  \tag{S-Conv}\\
\Gamma \vdash S \leq T  \tag{S-Trans}\\
\frac{\Gamma \vdash S \leq T \quad \Gamma \vdash T \leq U}{\Gamma \vdash S \leq U}  \tag{S-TVAR}\\
\frac{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash \mathrm{ok}}{\Gamma_{1}, X \leq T: K, \Gamma_{2} \vdash X \leq T}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\Gamma \vdash T_{1} \leq S_{1} \quad \Gamma \vdash S_{2} \leq T_{2} \quad \Gamma \vdash S_{1} \rightarrow S_{2} \in \star}{\Gamma \vdash S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}} \tag{S-Arrow}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\Gamma, X \leq U: K \vdash S \leq T \quad \Gamma \vdash \forall X \leq U: K . S \in \star}{\Gamma \vdash \forall X \leq U: K . S \leq \forall X \leq U: K . T} \tag{S-All}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\Gamma, X \leq T^{K}: K \vdash S \leq T}{\Gamma \vdash \Lambda X: K . S \leq \Lambda X: K . T} \tag{S-OABs}
\end{equation*}
$$

$$
\underline{\Gamma \vdash S \leq T \quad \Gamma \vdash S U \in K}
$$

$$
\begin{equation*}
\Gamma \vdash S U \leq T U \tag{S-OAPP}
\end{equation*}
$$

$$
\begin{align*}
& \text { for each } i, \Gamma \vdash S \leq T_{i} \quad \Gamma \vdash S \in K \\
& \Gamma \vdash S \leq \Lambda^{K}\left[T_{1} . . T_{n}\right]  \tag{S-Meet-G}\\
& \frac{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \in K}{\Gamma \vdash \Lambda^{K}\left[T_{1} . . T_{n}\right] \leq T_{i}} \tag{S-Meet-LB}
\end{align*}
$$

## A.1.6 Typing rules

$$
\begin{gather*}
\frac{\Gamma_{1}, x: T, \Gamma_{2} \vdash \mathrm{ok}}{\Gamma_{1}, x: T, \Gamma_{2} \vdash x \in T}  \tag{T-VAR}\\
\frac{\Gamma, x: T_{1} \vdash e \in T_{2}}{\Gamma \vdash \lambda_{x}: T_{1} . e \in T_{1} \rightarrow T_{2}}  \tag{T-ABS}\\
\frac{\Gamma \vdash f \in T_{1} \rightarrow T_{2} \quad \Gamma \vdash a \in T_{1}}{\Gamma \vdash f a \in T_{2}}  \tag{T-APP}\\
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash e \in T_{2}}{\Gamma \vdash \lambda X \leq T_{1}: K_{1} \cdot e \in \forall X \leq T_{1}: K_{1} . T_{2}}  \tag{T-TABS}\\
\frac{\Gamma \vdash f \in \forall X \leq T_{1}: K_{1} . T_{2} \quad \Gamma \vdash S \leq T_{1}}{\Gamma \vdash f S \in T_{2}[X \leftarrow S]}  \tag{T-TAPP}\\
\frac{\Gamma \vdash e[X \leftarrow S] \in T \quad S \in\left\{S_{1} . . S_{n}\right\}}{\Gamma \vdash \text { for }\left(X \in S_{1} . . S_{n}\right) e \in T}  \tag{T-FOR}\\
\frac{\Gamma \vdash \text { ok } \quad \text { for each } i, \Gamma \vdash e \in T_{i}}{\Gamma \vdash e \in \Lambda^{*}\left[T_{1} . . T_{n}\right]}  \tag{T-Meet}\\
\frac{\Gamma \vdash e \in S \quad \Gamma \vdash S \leq T}{\Gamma \vdash e \in T}
\end{gather*}
$$

(T-Subsumption)

## A.1.7 Subtype checking, $A \lg F_{\wedge}^{\omega}$ subtyping rules

$$
\begin{array}{cr}
\frac{\Gamma \vdash X \in K}{\Gamma \vdash}+A \leq X  \tag{AlgS-TVarRefl}\\
\frac{\Gamma \vdash T S \in K}{\Gamma \vdash_{A l g} T S \leq T S} & \text { (AlGS-TVARREFL) } \\
\frac{\Gamma \vdash}{A l g} \Gamma(X) \leq A \quad X \not \equiv A \\
\Gamma \vdash_{A l g} X \leq A & \text { (AlGS-OAPPREFL) } \\
\text { (ALGS-TVAR) }
\end{array}
$$

$$
\Gamma \vdash_{A l g} T_{1} \leq S_{1} \quad \Gamma \vdash_{A l g} S_{2} \leq T_{2} \quad \Gamma \vdash S_{1} \rightarrow S_{2} \in \star
$$

$$
\Gamma \vdash_{A l g} S_{1} \rightarrow S_{2} \leq T_{1} \rightarrow T_{2}
$$

$$
\frac{\Gamma, X \leq U: K \vdash_{A l g} S \leq T \quad \Gamma \vdash \forall X \leq U: K . S \in \star}{\Gamma \vdash \vdash_{A l g} \forall X \leq U: K . S \leq \forall X \leq U: K . T}
$$

$$
\begin{equation*}
\frac{\Gamma, X \leq T^{K}: K \vdash_{A l g} S \leq T}{\Gamma \vdash_{A l g} \Lambda X: K \cdot S \leq \Lambda X: K \cdot T} \tag{AlgS-OAbs}
\end{equation*}
$$

$$
\frac{\Gamma \vdash_{A l g}\left(l u b_{\Gamma}(T S)\right)^{n f} \leq A \quad \Gamma \vdash T S \in K \quad T S \not \equiv A}{\Gamma \vdash_{A l g} T S \leq A}
$$

$$
\begin{equation*}
\frac{\forall i \in\{1 . . m\} \Gamma \vdash_{A l g} A \leq T_{i} \quad \Gamma \vdash A \in K}{\Gamma \vdash} \tag{AlgS-V}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\exists j \in\{1 . . n\} \Gamma \vdash_{A l g} S_{j} \leq A \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{A l g} \wedge^{K}\left[S_{1} . . S_{n}\right] \leq A} \tag{AlGS-3}
\end{equation*}
$$

$$
\frac{\forall \imath \in\{1 . . m\} \exists j \in\{1 . . n\} \Gamma \vdash_{A l g} S_{j} \leq T_{i} \quad \forall k \in\{1 . . n\} \Gamma \vdash S_{k} \in K}{\Gamma \vdash_{A l g} \Lambda^{K}\left[S_{1} . . S_{n}\right] \leq \Lambda^{K}\left[T_{1} . . T_{m}\right]}
$$

## A.1.8 Type inference

Definition [Homomorphic extension of lub to intersections, lub*]

$$
\begin{aligned}
\operatorname{lu} b_{\Gamma}^{*}(X) & =\Gamma(X), \\
\operatorname{lu} b_{\Gamma}^{*}(S T) & =\operatorname{lu} b_{\Gamma}^{*}(S) T, \\
\text { lu } b_{\Gamma}^{*}\left(\wedge^{K}\left[T_{1} . . T_{n}\right]\right) & =\wedge^{K}\left[T_{1}^{\prime} . T_{n}^{\prime}\right], \quad \text { if } \exists i \in\{1 . . n\} \text { such that } l u b_{\Gamma}^{*}(T) \downarrow,
\end{aligned}
$$

where $T_{t}^{\prime}$ is $l u b_{\Gamma}^{*}\left(T_{3}\right)$, if $l u b_{\Gamma}^{*}\left(T_{t}\right) \downarrow$, and $T_{t}$ otherwise.
Definition [Functional Least Upper Bound] The functional least upper bound of a type $T$, in a context $\Gamma, f u b_{\Gamma}(T)$ is defined as follows.

$$
f u b_{\Gamma}(T)= \begin{cases}f l u b_{\Gamma}\left(l u b_{\Gamma}^{*}\left(T^{n f}\right)\right), & \text { if } l u b_{\Gamma}^{*}\left(T^{n f}\right) \downarrow ; \\ T^{n f}, & \text { otherwise. }\end{cases}
$$

## Definition [arrows and alls]

1. $\operatorname{arrows}\left(T_{1} \rightarrow T_{2}\right)=\left\{T_{1} \rightarrow T_{2}\right\}$, $\operatorname{arrows}\left(\wedge^{\star}\left[T_{1} . . T_{n}\right]\right)=\cup_{1 \in\{1 . n\}} \operatorname{arrows}\left(T_{t}\right)$,
$\operatorname{arrows}(T) \quad=\emptyset$, if $T \not \equiv T_{1} \rightarrow T_{2}$ and $T \not \equiv \bigwedge^{\star}\left[T_{1} . . T_{n}\right]$.
2. $\operatorname{alls}\left(\forall X \leq T_{1}: K . T_{2}\right)=\left\{\forall X \leq T_{1}: K . T_{2}\right\}$,
alls $\left(\wedge^{\star}\left[T_{1} . . T_{n}\right]\right)=\cup_{\mathbb{A} \in\{1 . . n\}}$ alls $\left(T_{1}\right)$,
$\operatorname{alls}(T) \quad=\emptyset$, if $T \not \equiv \forall X \leq T_{1}: K . T_{2}$ and $T \not \equiv \wedge^{\star}\left[T_{1} . . T_{n}\right]$.

## Type inference rules

$$
\begin{align*}
& \frac{\Gamma_{1}, x: T, \Gamma_{2} \vdash \text { ok }}{\Gamma_{1}, x: T, \Gamma_{2} \vdash_{i n f} x \in T}  \tag{AT-VAR}\\
& \frac{\Gamma, x: T_{1} \vdash_{i n f} e \in T_{2}}{\Gamma \vdash_{i n f} \lambda x: T_{1} . e \in T_{1} \rightarrow T_{2}} \tag{AT-Abs}
\end{align*}
$$

$$
\begin{equation*}
\Gamma \vdash_{\mathrm{m} j} f \in T \quad \Gamma \vdash_{\mathrm{m} j} a \in S \tag{AT-APP}
\end{equation*}
$$

$\overline{\Gamma \vdash_{\imath n f} f a \in \wedge^{\star}\left[T_{\imath} \mid S_{\mathrm{t}} \rightarrow T_{\mathrm{t}} \in \operatorname{arrows}\left(\text { fut } b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\imath}\right]}$

$$
\begin{equation*}
\frac{\Gamma, X \leq T_{1}: K_{1} \vdash_{\text {inf }} e \in T_{2}}{\Gamma \vdash_{\text {inf }} \lambda X \leq T_{1}: K_{1} \cdot e \in \forall X \leq T_{1}: K_{1} \cdot T_{2}} \tag{AT-TABs}
\end{equation*}
$$

$$
\Gamma \vdash_{\mathrm{inf}} f \in T
$$

$\overline{\Gamma \vdash_{\text {inf }} f S \in \Lambda^{\star}\left[T_{\mathrm{r}}[X \leftarrow S] \mid \forall X \leq S_{1}: K . T_{\imath} \in \operatorname{alls}\left(\text { flu } b_{\Gamma}(T)\right) \text { and } \Gamma \vdash S \leq S_{\mathrm{s}}\right]}$

$$
\begin{equation*}
\frac{\text { for all } i \in\{1 . . n\} \quad \Gamma \vdash_{\text {inf }} e\left[X \leftarrow S_{\mathrm{n}}\right] \in T_{1}}{\Gamma \vdash_{\text {nf }} \text { for }\left(X \in S_{1} . . S_{n}\right) e \in \Lambda^{\star}\left[T_{1} . . T_{n}\right]} \tag{AT-TAPP}
\end{equation*}
$$

## A. 2 First order subtyping

A.2.1 $\lambda_{\leqslant}$

$$
\begin{gather*}
\Gamma \vdash_{\lambda_{\leqslant}} x \in \sigma \quad \text { if } x: \sigma \in \Gamma  \tag{T-VAR}\\
\frac{\Gamma, x: \sigma \vdash_{\lambda_{\xi}} M \in \tau}{\Gamma \vdash_{\lambda_{\xi}} \lambda x: \sigma \cdot M \in \sigma \rightarrow \tau}  \tag{T-ABS}\\
\frac{\Gamma \vdash_{\lambda_{\xi}} M \in \sigma \rightarrow \tau \quad \Gamma \vdash \vdash_{\lambda_{\xi}} N \in \sigma}{\Gamma \vdash_{\lambda_{k}} M N \in \tau}  \tag{T-APP}\\
\frac{\Gamma \vdash_{\lambda_{\xi}} M \in \sigma \quad \sigma \leqslant C}{} \\
\Gamma \vdash_{\lambda_{k}} M \in \tau
\end{gather*}
$$

(T-Subsumption)
A.2.2 $\lambda_{C}$

$$
\begin{gather*}
\Gamma \vdash_{\lambda_{C}} x \in \sigma, \quad \text { if } x: \sigma \in \Gamma  \tag{A}\\
\frac{\Gamma, x: \sigma \vdash_{\lambda_{C}} M \in \tau}{\Gamma \vdash_{\lambda_{C}} \lambda x: \sigma \cdot M \in \sigma \rightarrow \tau}  \tag{T-Abs}\\
\frac{\Gamma \vdash_{\lambda_{C}} M \in \sigma \rightarrow \tau \quad \Gamma \vdash_{\lambda_{C}} N \in \sigma}{\Gamma \vdash_{\lambda_{C}} M N \in \tau}  \tag{T-APP}\\
\frac{\Gamma \vdash_{\lambda_{C}} M \in \sigma \quad \sigma \leqslant C}{\Gamma \vdash_{\lambda_{c}} c_{\sigma, \tau}<M>\epsilon \tau} \tag{T-Coerce}
\end{gather*}
$$
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## Samenvatting

Subtypering is een primitieve relatie waarmee op een uniforme wijze begrippen uit diverse gebieden van de informatica kunnen worden beschreven. In het geval dat $S$ en $T$ verzamelingen zijn, betekent $S \leq T$ ( $S$ is een subtype van $T$ ): elementen van $S$ zijn ook elementen van $T$. Als $S$ en $T$ specificaties zijn, dan voldoen elementen die aan de specificatie $S$ voldoen, ook aan $T$. Als $S$ en $T$ objectbeschrijvingen zijn in objectgeoriënteerd programmeren, dan betekent $S \leq T$ dat het op plaatsen waar een object met interface $T$ wordt verwacht, ook een object met interface $S$ gebruikt mag worden. Wanneer $S$ en $T$ module interfaces zijn in een software systeem, dan is een implementatie van $S$ ook een implementatie van $T$. Als $S$ en $T$ stellingen zijn, dan is een bewijs van $S$ ook een bewijs van $T$. Het begrijpen van de essentie, de subtiliteiten, en de algemene eigenschapen van subtypering, werpt licht op een omvangrijk gebied.

Dit proefschift bevat twee delen. Het eerste deel geeft een gedetailleerde analyse van de meta-theorie van een getypeerde lambda calculus waarin intersectietypes en hogereorde begrensde quantificatie worden gecombineerd. Ons onderzoek betreft syntactische, semantische en pragmatische aspecten.

- In hoofdstuk 2 definiëren we het systeem $F_{\wedge}^{\omega}$, en bewijzen we een aantal elementaire eigenschappen.
- We definëren de getypeerde lambda calculus $F_{\wedge}^{\omega}$, een natuurlijke generalisatie van Girard's systeem $F^{\omega}$ met intersectietypes en begrensd polymorfisme. Een nieuw aspect van onze presentatie is het gebruik van termherschrijftechnieken om intersectietypes te definiëren, waardoor de computationele semantiek (reductieregels) duidelijk van de syntax (inferentieregels) van het systeem wordt gescheiden.
- De reductieregels van $F_{\wedge}^{\omega}$ kunnen gesplitst worden in twee hoofdgroepen: reductie van types ( $\rightarrow_{\beta_{\wedge}}$ ) en reductie van termen ( $\rightarrow_{\beta f o r s}$ ). Hoewel confluentie in het algemeen niet een modulaire eigenschap is, is het in ons geval wel mogelijk om een modulair bewijs te geven. In sectie 2.3, combineren we de onafhankelijke bewijzen van confluentie voor reductie van types en confluentie voor reductie van termen, tot een bewijs van confluentie van de reductierelatie van het gehele systeem.
- We bewijzen de sterke normalisatie eigenschap van $\rightarrow_{\beta \wedge}$ op goedgevormde types.
- Hoofdstuk 3 bevat het meest belangrijke resultaat van dit proefschrift. Onze voornaamste bijdrage is het bewijs van het feit dat subtypering in $F_{\wedge}^{\omega}$ beslisbaar is. Dit resultaat heeft een oplossing tot gevolg voor het tot nu toe open probleem van de beslisbaarheid van subtypering in $F_{\leq}^{\omega}$, het intersectie-vrije deel van
$F_{\wedge}^{\omega}$, omdat het subtyperinssysteem van $F_{\wedge}^{\omega}$ een conservatieve uitbreiding van de subtyperingsrelatie van $F_{\leq}^{w}$ is. Verder is de beslisbaarheid van subtypering essentieel voor de beslisbaarheid van type checking en type inferentie. Een andere oorspronkelijke bijdrage is het gebruik van een keuzeoperator om het gedrag van variabelen tijdens subtype checking te modelleren. Het bewijs van de beslisbaarheid wordt opgesplitst in de volgende stappen.
- We definiëren een algoritmische presentatie van de subtyperingsrelatie, waarbij we alleen types in normaalvorm beschouwen.
- We bewijzen dat deze algoritmische presentatie sound en complete is met betrekking tol de definitie van subtypering, dat wil zeggen dat hij een deterministische procedure bepaalt voor het checken van subtypering in $F_{\wedge}^{w}$.
- Tenslotte bewijzen we dat de door de algoritmische presentatie beschreven procedure termineert. Het bewijs van terminatie wordt herleid tot de sterke normalisatie-eigenschap van reductie op types, uitgebreid met een keuzereductie die het gedrag van variabelen tijdens het checken van subtypering modelleert.
- In hoofdstuk 4 bewijzen we dat $F_{\wedge}^{\omega}$ de minimale type-eigenschap heeft, en we beschrijven een algoritme voor het berekenen van de minimale types. Bovendien bewijzen we dat type inferentie en type checking in $F_{\Lambda}^{\omega}$ beslisbaar zijn. De minimale type-eigenschap wordt gebruikt om te bewijzen dat $F_{\wedge}^{\omega}$ de subject reductieeigenschap heeft.
- In hoofdstuk 5 definiëren we een model gebaseerd op partiële equivalentierelaties, en we bewijzen dat de subtyperingsrelatie sound is met betrekking tot dit model.
- Iloewel $F_{n}^{\omega}$ gedefinjeerd was om een model te creëren voor object georiënteerd programmeren met multiple inheritance, is het niet de bedoeling van dit proefschrift om de grondslagen van object georiënteerd programmeren te behandelen. In hoofdstuk 6 , laten we zien hoe multiple inheritance met behulp van subtypering gemodelleerd kan worden. Dit is een voortzetting van het onderzoek naar de type-theoretische grondslagen van object georiënteerd programmeren door Pierce en Turner [PT94], die multiple inheritance buiten beschouwing laten.

In het tweede deel van dit proefschrift worden twee verschillende stijlen van subtypering bestudeerd: subtypering met impliciete coërcies en subtypering met expliciete coërcies. We definiëren en bestuderen twee alternatieve presentaties van subtypering voor de simpel getypeerde lambda calculus. De eerste, $\lambda_{\leqslant}$, is een systeem met impliciete coërcies, en de tweede, $\lambda_{C}$, is een systeem met expliciete coërcies. We laten zien dat het systeem $\lambda_{\leqslant}$vertaald kan worden in $\lambda_{C}$, en dat $\lambda_{C}$ vertaald kan worden in $\lambda \rightarrow$. Vanuit een pragmatische invalshoek betekent dat, dat impliciete of expliciete coërcies slechts een kwestie van smaak zijn, en dat beide benaderingen vertaald kunnen worden in de simpel getypeerde lambda calculus zonder subtypering.



[^0]:    ${ }^{1}$ This step can be optimised in an implementation of the type checking algorithm, allowing us to avoid the normalization of $T$ when $T$ is either an arrow type or a quantified type.

