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We derive a general renormalized potential-following propagation method that efficiently solves the
coupled-channels equations. The step size is variable, the method is compatible with reactive bound-
ary conditions, and the algorithm may be combined with other renormalized algorithms, such as
renormalized Numerov. We diagonalize the coupling matrix and consider piece-wise constant and
linear reference potentials. The constant reference potential algorithm is very simple to implement,
yet for multichannel problems almost as accurate as the linear reference potential method. The ap-
plicability of the proposed algorithms to realistic problems is demonstrated for cold collisions of NH
radicals. The renormalized approach has the advantage of producing wave functions in a straight-
forward way, which is illustrated for a shape resonance in NH–NH collisions. These scattering
wave functions can be used to study ultracold photoassociation and near-threshold photodissociation.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4891809]

I. INTRODUCTION

Molecular scattering is described time-independently by
the coupled-channels equations, i.e., by a set of coupled
second-order differential equations in the intermolecular dis-
tance, R, where the first derivative is absent. To ensure
numerical stability, one typically propagates derived quan-
tities, rather than propagating the solutions of the equa-
tions directly.1, 2 The most widely used formulations are log-
derivative and renormalized propagation.3, 4 In log-derivative
algorithms, one propagates Y, the ratio of the wave function
and its first derivative, � ′ = Y�. In renormalized methods,
one propagates Q, the ratio of the solution in two points, de-
fined by � i − 1 = Qi� i, where the subscript refers to the radial
grid point. Both approaches resolve the instability. However,
neither approach is computationally superior to the other. The
renormalized method has the advantage that it is very straight-
forward to reconstruct the complete wave function, once it is
known in one point, simply by repeated multiplication with
the calculated Q-matrices. Also, the Q-matrices can be used
to propagate integrals over the wave function along with the
wave function itself, which allows one to calculate matrix el-
ements without explicit reconstruction of many-component
wave functions.5

The accuracy of a method is determined by the level of
approximation that is used to derive recurrence relations. It
is convenient to distinguish between two types of approxi-
mations, namely, solution-following and potential-following
propagators.6 As the name suggests, solution-following prop-
agators approximate the wave function, typically by us-
ing a truncated Taylor expansion of the solution. Potential-
following algorithms approximate the potential by a simple

a)Electronic mail: gerritg@theochem.ru.nl

form, and propagate in terms of the exact solutions to the
coupled-channels equations for the approximated potential.
Typically, solution-following methods are efficient around the
minimum of the potential, where the potential varies rapidly.7

Asymptotically, however, the propagation step size is limited
by the finite de Broglie wavelength of the solution. Potential-
following methods become more efficient and asymptotically
exact, as the potential becomes constant in the long range.8

The original renormalized Numerov algorithm is a
solution-following method that uses an equidistant grid in
the radial coordinate, R, and a Taylor expansion of the so-
lution up to fifth order in the grid spacing.1, 2 This method has
been improved upon by Thorlacius and Cooper9 by summing
the Taylor series to infinite order, with approximations that
are exact in case of a constant potential. Colavecchia et al.10

have combined the enhanced renormalized Numerov method
with a smooth variable discretization, that allows one to use
an adiabatic basis without including derivative couplings. A
generalization of the renormalized Numerov method to non-
equidistant radial grids has been presented by Vigo-Aguiar
and Ramos.11 The original log-derivative propagator is also
a solution-following algorithm.1, 2 For log-derivative propa-
gation, more efficient solution-following propagators exist,
such as constant reference potential type improvements,12 and
the symplectic log-derivative propagators.13 There also ex-
ist potential-following log-derivative algorithms that approxi-
mate the potential by constant or linear segments.8, 14–16 How-
ever, a renormalized potential-following propagator does not
yet exist.

Potential-following algorithms are computationally very
efficient for scattering calculations where one has to propa-
gate to large distances. This is the case, e.g., for collisions
of polar molecules, with strong long-ranged dipole-dipole
interactions,17 especially in the case of cold and ultracold
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collisions.18, 19 For such calculations, one could use existing
log-derivative propagators.8 However, a renormalized method
has the advantage that it is straightforward to calculate scatter-
ing wave functions. This is useful for the analysis of scattering
resonances in cold collisions.20, 21 Scattering wave functions
for ultracold collisions are also required to describe near-
threshold photodissociation,22, 23 and photoassociation of ul-
tracold atoms.24

In this work, we present a general method for renor-
malized potential-following propagation. The step size is
variable, and the method may be combined with solution-
following algorithms in the short range. We explicitly con-
sider piece-wise constant and linear approximations to the po-
tential, which yield renormalized analogues of existing log-
derivative propagators. Implementations of these algorithms
are made available in the supplementary material as Scilab
and Matlab scripts.25 The general theory is derived in Sec. II.
The boundary conditions for scattering calculations are given
in Sec. III, whereas some practical aspects of the calculations
are discussed in Sec. IV. The results of test calculations are
presented in Sec. V. The centrifugal barrier problem is consid-
ered as a model system, and the applicability of the proposed
methods to realistic problems is demonstrated for cold colli-
sions of NH radicals. We also calculate scattering wave func-
tions for shape resonances in cold NH–NH collisions. Section
VI contains concluding remarks.

II. THEORY

A. Renormalized propagation

We seek the numerical solutions of a time-independent
radial Schrödinger equation[

− ¯2

2μR

d2

dR2
R + ¯

2�(� + 1)

2μR2
+ V (R)

]
�(R) = E�(R).

(1)
Here, R is the interparticle distance, � is the partial wave quan-
tum number, μ is the reduced mass, V (R) is the interaction, ¯
= 1 a.u. is the reduced Planck constant, and E is the scattering
energy. We define �(R) = R�(R), which satisfies the simple
differential equation

� ′′ = W�, (2)

where the prime denotes differentiation with respect to R and

W = �(� + 1)

R2
+ 2μ(V − E). (3)

First, the radial coordinate is discretized into a grid of
points {Ri, i = 0, 1, . . . , n}. The simplest method to solve
this differential equation numerically, is to take this grid to be
equidistant, with spacing �, and to approximate the second
derivative of the solution by finite differences

� ′′
i = �i−1 − 2�i + �i+1

�2
+ O(�2) = Wi�i. (4)

Here, and in the remainder of this work, subscripts denote
evaluation in a grid point. This relation can be used to deter-
mine the solution in the point Ri + 1, if it is known in the two

previous points

�i+1 = (�2Wi + 2)�i − �i−1 + O(�4). (5)

The error that is made in each propagation step, the local er-
ror, is of order �4. However, the global convergence, the con-
vergence as a function of the number of steps on a fixed in-
terval, is of the order �2, and this approach is said to be a
second-order algorithm.26

One can improve on this, starting from a Taylor expan-
sion of the wave function around the center grid point, up to
fifth order in �,

�i±1 = �i ± �� ′
i + �2

2
� ′′

i ± �3

3!
�

(3)
i

+�4

4!
�

(4)
i ± �5

5!
�

(5)
i + O(�6), (6)

with �(n) denoting the nth derivative of � with respect to R.
Adding these expansions for the points Ri + 1 and Ri − 1, all
terms odd in � cancel exactly, and one obtains

�i+1 + �i−1 = 2�i + �2� ′′
i + �4

12
�

(4)
i + O(�6). (7)

One can solve this equation for � i + 1, using

� ′′
i = Wi�i,

(8)

�
(4)
i = (W�)′′i = Wi−1�i−1−2Wi�i +Wi+1�i+1

�2
+ O(�2),

to obtain

�i+1 =
(

1 − �2Wi+1

12

)−1 [
�i

(
2 + 5�2Wi

6

)
−�i−1

(
1 − �2Wi−1

12

)]
+ O(�6). (9)

This algorithm is known as Numerov’s method.27 For this al-
gorithm, the local error is of the order �6, whereas global
convergence is of the order �4, thus this method is a fourth-
order algorithm.

The two methods sketched above are numerically unsta-
ble, since propagation through classically forbidden regions
may lead to numerical overflow and linear dependence of the
solutions.1, 2 These problems are eliminated by propagating
the Q-matrix, the ratio of the solution in two points, � i − 1
= Qi� i, rather than propagating the solution itself. In order to
renormalize the methods derived above, we substitute � i − 1

= Qi� i, and �i+1 = Q−1
i+1�i into the recurrence relations,

and assume � i to be non-zero. This yields the renormalized
finite-differences method,

Qi+1 = (2 + �2Wi − Qi)
−1, (10)

and the renormalized Numerov method

Qi+1 =
[

2 + 10�2Wi

12
−

(
1 − �2Wi−1

12

)
Qi

]−1

×
(

1 − �2Wi+1

12

)
. (11)
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To cast the above results into a more general form, we
note that any second-order differential equation has two lin-
early independent solutions, f(R) and g(R). Evaluating these
solutions in the three grid points provides a mapping between
the solution and a point in R3, f (R) �−→ (fi−1, fi, fi+1) and
g(R) �−→ (gi−1, gi, gi+1). Since all solutions are linear com-
binations of the two independent solutions, the solutions are
associated with a plane in R3. The plane of solutions is char-
acterized by its surface normal (A(i), B(i), C(i)), which can be
determined as the cross product of the vectors associated with
f(R) and g(R), as

A(i) = f
(i)
i g

(i)
i+1 − f

(i)
i+1g

(i)
i ,

B(i) = f
(i)
i+1g

(i)
i−1 − f

(i)
i−1g

(i)
i+1, (12)

C(i) = f
(i)
i−1g

(i)
i − f

(i)
i g

(i)
i−1.

This means that one can always find A(i), B(i), and C(i), such
that any solution satisfies

A(i)�i−1 + B(i)�i + C(i)�i+1 = 0. (13)

Then, one can propagate Q exactly according to

Qi+1 = −(A(i)Qi + B(i))−1C(i). (14)

The difference between methods is how A(i), B(i), and C(i) are
approximated. For the finite-differences method, Eq. (10), one
has

A(i) = −1,

B(i) = 2 + �2Wi, (15)

C(i) = −1,

whereas the renormalized Numerov method, Eq. (11), uses

A(i) = −1 + �2Wi−1

12
,

B(i) = 2 + 10�2Wi

12
, (16)

C(i) = −1 + �2Wi+1

12
.

Both the finite-differences and Numerov method are
solution-following algorithms, since they approximate the so-
lution, �, by truncating its Taylor expansion. Therefore, these
algorithms are convergent if the grid spacing, �, is small com-
pared to the length scale at which the solution varies. How-
ever, it may happen that the length scale at which the poten-
tial varies is in fact much larger than the length scale of the
solution. In this case, it will be more efficient to approximate
the potential instead. This leads to a potential-following algo-
rithm, where one propagates in terms of the exact solutions of
an approximated potential.

B. Potential-following propagation

The basic strategy to develop a renormalized potential-
following propagator is the following. We approximate W (R),
Eq. (3), on the interval [Ri − 1, Ri + 1] by a sufficiently simple
form, the reference potential, W (i)(R). Within this approx-
imation, the two linearly independent solutions, f(i)(R) and

W(R)

R
0

R
1

R
2

R
3

R
4

Three−point constant

Piece−wise constant

Piece−wise linear

FIG. 1. Three choices of the reference potential, where the vertical dotted
lines mark the radial grid points.

g(i)(R), are known analytically. With two independent solu-
tions known, one may determine the plane of solutions, and
propagate in terms of these solutions using Eq. (14). We stress
that the reference potential also contains the collision energy
and the centrifugal term, and not only the interaction, V (R),
as the term reference potential may suggest.

Rather than using the cross product, Eq. (12), we use

A(i) = B(i) f
(i)
i g

(i)
i+1 − f

(i)
i+1g

(i)
i

f
(i)
i+1g

(i)
i−1 − f

(i)
i−1g

(i)
i+1

,

(17)

C(i) = B(i) f
(i)
i−1g

(i)
i − f

(i)
i g

(i)
i−1

f
(i)
i+1g

(i)
i−1 − f

(i)
i−1g

(i)
i+1

,

and take B(i) = 1. With this choice, the algorithm contains one
fewer matrix multiplication, but this could in principle lead to
numerical problems if B(i) = 0. However, such problems were
not observed in any of the test calculations reported in Sec. V.
Note that this strategy does not require one to use equidistant
radial grids; that is, the step size is variable.

We use a piece-wise definition of the reference potential

W (i)(R) =
{
W (i−1,i)(R) if R < Ri,

W (i,i+1)(R) if R > Ri,
(18)

and subsequently approximate W (i,i+1)(R) by a simple ana-
lytical form for each unique two-point interval. Explicitly, we
will consider the piece-wise constant and piece-wise linear
approximations. The definitions of these reference potentials
are illustrated in Fig. 1. The analytic solutions for constant
and linear reference potentials are the trigonometric and Airy
functions, respectively, and the algorithms are expected to be
second and fourth order.8 In Appendix A, we treat the eval-
uation of A(i), B(i), and C(i) for piece-wise defined reference
potentials, and list explicit expressions for the piece-wise con-
stant and linear reference potentials.

One can think of a reference potential which is defined
on each three-point interval, rather than on each two-point
interval. However, such reference potentials are not single-
valued, as is illustrated for a three-point constant reference
potential in Fig. 1. In the case of an equidistant radial grid,
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the three-point constant reference potential algorithm reduces
to the enhanced renormalized Numerov method of Thorlacius
and Cooper,9 as is shown in Appendix B.

C. Multichannel case

Here, we generalize the methods to the multichannel
case, where the time-independent Schrödinger equation takes
the form[

− ¯
2

2μR

d2

dR2
R + �̂2

2μR2
+ V̂ (R,ω) + Ĥasymp(ω)

]
�(R,ω)

= E�(R,ω). (19)

The interaction, V̂ , depends on the separation, R, and all re-
maining coordinates, ω, and it vanishes for R → ∞. The sum
of the Hamiltonians of the fragments is denoted by Ĥasymp.
The wave function is expanded in a set of channel functions,
{φp(ω), p = 1, 2, . . . , N}, as

�q(R,ω) = R−1
N∑

p=1

φp(ω)�pq(R), (20)

where q labels the independent solutions as discussed in Sec.
III. In practice, the channel basis is often truncated, see Sec.
V B for an example. The matrix of expansion coefficients, �,
satisfies the set of coupled second-order differential equations

� ′′ = W�. (21)

Here, W is a Hermitian matrix, with elements

Wpq = 2μ〈φp| �̂2

2μR2
+ V̂ + Ĥasymp − E|φq〉. (22)

Again, the radial coordinate is discretized into a grid of
points {Ri, i = 0, 1, . . . , n}, and Eqs. (13) and (14) are gener-
alized to

A(i)� i−1 + B(i)� i + C (i)� i+1 = 0,
(23)

Qi+1 = −(A(i) Qi + B(i))−1C (i).

Next, we employ a locally adiabatic approximation.8 That is,
we diagonalize the W-matrix with a unitary transformation,

W̃
(i)
n = U (i)†W (i)

n U (i), (24)

and we assume this transformation, U (i), to be constant over
the three-point interval ranging from Ri − 1 to Ri + 1. That
is, the W-matrix is diagonal in the locally adiabatic basis
{χ (i)

p (ω)}, where the pth basis function, χ
(i)
p (ω), can be ex-

pressed in the primitive basis, {φp(ω)}, as

χ
(i)
p (ω) =

N∑
r=1

φr (ω)U (i)
rp . (25)

We denote the remaining relevant quantities in the basis
{χ (i)

p (ω)} as

Ã
(i) = U (i)† A(i)U (i),

B̃
(i) = U (i)†B(i)U (i),

C̃
(i) = U (i)†C (i)U (i),

(26)
f̃

(i)
j = U (i)† f (i)

j ,

g̃(i)
j = U (i)†g(i)

j ,

�̃
(i)
j = U (i)†�j ,

where j ∈ {i − 1, i, i + 1}.
In the locally adiabatic basis, {χ (i)

p (ω)}, the W-matrix is
diagonal, and the differential equations decouple. Therefore,
the problem reduces to a series of single-channel problems.

This means that the matrices f̃
(i)
j , g̃(i)

j , Ã
(i)

, B̃
(i)

, and C̃
(i)

are
diagonal, and the diagonal elements can be determined as for
the single-channel case.

Each adiabatic potential, corresponding to a diagonal el-
ement of the W-matrix, W̃

(i)
a,a(R), is approximated by a sim-

ple reference potential. Denoting the independent solutions
for adiabat a on interval i as f(i, a)(R) and g(i, a)(R), we have for
the diagonal elements of Ã

(i)
, B̃

(i)
, and C̃

(i)
,

Ã
(i)
a,a = f

(i,a)
i g

(i,a)
i+1 − f

(i,a)
i+1 g

(i,a)
i

f
(i,a)
i+1 g

(i,a)
i−1 − f

(i,a)
i−1 g

(i,a)
i+1

,

B̃
(i)
a,a = 1, (27)

C̃
(i)
a,a = f

(i,a)
i−1 g

(i,a)
i − f

(i,a)
i g

(i,a)
i−1

f
(i,a)
i+1 g

(i,a)
i−1 − f

(i,a)
i−1 g

(i,a)
i+1

.

Explicit expressions for Ã
(i)
a,a and C̃

(i)
a,a are found in Appendix

A for piece-wise constant and linear reference potentials. Fi-
nally, we transform back to the primitive basis, {φp(ω)}, using
the inverse of Eq. (26),

A(i) = U (i) Ã
(i)

U (i)†,

B(i) = 1, (28)

C (i) = U (i)C̃
(i)

U (i)†,

and propagate the Q-matrix according to Eq. (23).
Since the renormalized propagation algorithm propagates

across three-point intervals, there is a subtlety involving the
locally adiabatic approximation. Each two-point interval oc-
curs in two successive propagation steps. In each of these
steps, the potential is approximated differently, as it is as-
sumed to be diagonalized by a transformation that depends
on the three-point interval, Eq. (24). In potential-following
log-derivative propagation, one propagates across two-point
intervals,8 such that this issue is never encountered. In numer-
ical applications presented in Sec. V, we find that this issue
does not affect the accuracy, as log-derivative and renormal-
ized algorithms with the same reference potential are equally
accurate.
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III. BOUNDARY CONDITIONS

The solution of the time-independent Schrödinger equa-
tion depends on the boundary conditions, which are given in
this section. The requirement that the wave function, �(R), is
finite at R = 0 yields

�(R = 0) = 0. (29)

This leads to the boundary condition Q1 = 0. In practical ap-
plications, one may impose the same boundary conditions for
some R0 > 0, if R0 is sufficiently small such that the potential
is strongly repulsive and one may assume the wave function
to vanish.

At asymptotically large R, one may impose the scattering
boundary conditions

�q(R,ω) ∼
∑

p

ϕp(ω)
[
h

(2)
�
p

(kpR)δpq + h
(1)
�
p

(kpR)Spq

]
,

(30)
where {ϕp(ω)} is a basis of simultaneous eigenfunctions of

Ĥasymp and �̂2, with eigenvalues εp and ¯2�p(�p + 1), respec-
tively. The spherical Hankel functions of the first and second
kind are denoted h

(1)
� (x) and h

(2)
� (x),28 and the Kronecker delta

is given by

δpq =
{

1 if p = q

0 if p 
= q
. (31)

The wave vectors are given by kp = 1
¯

√
2μ(E − εp). The ele-

ments of the unitary scattering matrix (S-matrix) are denoted
Spq. The S-matrix usually is the quantity one is interested in,
as observables such as collision cross sections and rate con-
stants can be determined from its elements.

The S-matrix is determined from the Q-matrix in the
last gridpoint, Rn.2 First, the Q-matrix is transformed to the
asymptotic basis, using

Q̃n = U†QnU,
(32)

Upq = 〈φp|ϕq〉.

We determine the K-matrix as

K = (Gn−1 − Q̃nGn)−1(Fn−1 − Q̃nFn). (33)

In the above, Fi and Gi are diagonal matrices, whose elements
are related to the spherical Bessel functions for open channels

(Fn)ij = δij k
1/2
i Rj�

i
(kiRn),

(34)
(G)ij = δij k

1/2
i Ry�

i
(kiRn),

and modified Bessel functions for the closed channels

(Fn)ij = δij (kiR)1/2I�
i
+1/2(kiRn),

(35)
(Gn)ij = δij (kiR)1/2K�

i
+1/2(kiRn).

The S-matrix is then determined from the open-open block of
the K-matrix, K̃, as

S = (1 − iK̃)−1(1 + iK̃), (36)

with 1 a unit matrix and i the imaginary unit.
Finally, we note that one can also impose reactive bound-

ary conditions, where flux is allowed to escape in to reactive
channels at short range.19, 29 The developed methods can be
used with these boundary conditions, but we will not consider
such calculations in this paper.

IV. PRACTICAL CONSIDERATIONS

Potential-following propagation is efficient if the poten-
tial varies slowly. In the short range of the potential, this will
not be the case, and solution-following methods such as renor-
malized Numerov may be more efficient. These two methods
may conveniently be combined, resulting in a hybrid algo-
rithm, which is efficient in both regimes. For the implementa-
tion, this means that the first Q-matrix, Qi in Eq. (23), is de-
termined by a solution-following method, rather than by the
boundary conditions, Eq. (29).

The performance of a potential-following method de-
pends not only on the functional form of the reference po-
tential, but also on how its parameters are chosen in each
interval. As argued by Alexander and Gordon, for a linear ref-
erence potential the optimal choice may be found by using the
exact potential at the two-point Gauss-Legendre abscissae.30

For constant reference potentials, we use the exact potential
at the center of the interval.

In practical applications, matrix operations form the com-
putational bottleneck, as the required computational time
scales with the third power of the number of channels. In this
context, it is interesting to note that the locally adiabatic ba-
sis is independent of the scattering energy, which only shifts
the diagonal of the W-matrix. Therefore, the diagonalization
of the W-matrix does not have to be performed repeatedly for
successive energies, as long as computer memory permits the
transformation to the adiabatic basis to be stored.

The other required matrix operations are multiplications
and inversions. Our algorithm requires three matrix multipli-
cations and one matrix inverse per propagation step. We note
that an equivalent algorithm can be derived by propagating
in the adiabatic basis, as is done in Ref. 10. By storing the
energy-independent overlap matrices,

O i,i+1 = U (i)†U (i+1), (37)

and propagating a transformed Q-matrix, one can save two
matrix multiplications per step.10 In this case, the computa-
tional cost per propagation step is identical to that of renor-
malized Numerov.1, 2, 10

V. RESULTS

In what follows, we use the following designation for the
different algorithms. The renormalized algorithms with piece-
wise constant and linear reference potentials are denoted Qsin
and Qairy, respectively. The names refer to the linearly in-
dependent solutions, the trigonometric and Airy functions.



064102-6 Karman et al. J. Chem. Phys. 141, 064102 (2014)

These methods are compared to existing log-derivative prop-
agators, which use the same reference potentials. These are
denoted Ysin and Yairy.8

Implementations of Qsin and Qairy can be found in
the supplementary material,25 along with test programs for
constant and linear potentials. Also included are an imple-
mentation of the renormalized Numerov algorithm,1, 2 and a
physical test problem, describing the collinear collision of
a hydrogen molecule with a helium atom.31 The programs
are available for Scilab,32 and the commercial alternative
Matlab.33

First of all, it has been verified that the renormalized
potential-following algorithms yield the exact Q-matrix if
the potential equals the reference potential. The correspond-
ing log-derivative algorithms yield the numerically exact
Y-matrix for the approximated potentials. The Qsin and Ysin
algorithms are equivalent in the sense that they both yield
the exact solution for the same approximated potential, the
piece-wise constant reference potential. The same holds
for Qairy and Yairy, which use the same piece-wise linear
reference potential. We have applied our new algorithms to
both a single-channel and a multichannel scattering problem,
as described below.

A. Centrifugal barrier

A particularly convenient model system is given by the
single-channel problem in which the potential is given by
the centrifugal barrier only. That is, we take the Schrödinger
equation, Eq. (1), with V (R) = 0. The potential is physically
relevant, as it is the asymptotic form of any potential involv-
ing at most one charged particle. Furthermore, analytical so-
lutions in terms of spherical Bessel functions are known, thus
allowing for a rigorous test of our numerical results. Since it
is a single-channel problem, the locally adiabatic basis is not
an approximation. Hence, this calculation only tests the effi-
ciency of the reference potentials.

As a test case, we consider the d-wave scattering of two
nitrogen atoms at a collision energy of 100 cm−1. Thus, the
centrifugal barrier corresponds to � = 2 and the reduced mass
is μ = μN/2 with μN the mass of a 14N nucleus. Figure 2
shows the convergence of the S-matrix, as a function of the
number of steps on equidistant and logarithmically scaled
grids on the interval 0.001 a0 to 100.001 a0. The error is de-
fined as the norm of the difference between the obtained and
the exact S-matrix. The results of the constant reference po-
tential algorithms, Qsin and Ysin, which are equivalent as ar-
gued above, match closely. The same is true for the linear ref-
erence potential algorithms, Qairy and Yairy. On an equidis-
tant grid, the error of the second-order algorithm Qsin varies
as �−2. Similarly, the error for the fourth-order algorithm
Qairy varies as �−4. On a logarithmically scaled grid, we
reach the same accuracy with an order of magnitude fewer
grid points, clearly demonstrating the advantage of a variable
step size.

B. NH–NH

To test the applicability of the reported methods to re-
alistic multichannel problems, we consider the scattering of
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FIG. 2. Error in the S-matrix for the centrifugal barrier problem, as a func-
tion of the number of steps on equidistant or logarithmically scaled grids. The
difference between renormalized and log-derivative algorithms is not notice-
able, hence we have dropped the labels Q and Y.

two 15NH radicals in field-free space at low energy. The long-
ranged dipole-dipole interactions combined with the low en-
ergy require propagation to large separation. In literature,
this problem has been treated with the Yairy algorithm, com-
bined with a short-range propagator, using the implementa-
tions available in the Molscat package.3 In this calculation,
the NH monomers are treated as rigid rotors, and the channel
basis functions are labeled as |(jAjB)jAB�; JM〉, where jX is the
total angular momentum of monomer X (X = A, B), obtained
by coupling of the rotational (NX) and spin (SX) angular mo-
menta, jAB is the coupled angular momentum of jA and jB, J
is the total angular momentum of the collision complex, ob-
tained by angular-momentum coupling of jAB and partial wave
�, and M is the projection of J onto the space-fixed quantiza-
tion axis. The NH–NH scattering dynamics is assumed to take
place on a single potential-energy surface that corresponds to
total spin quantum number S = 2. For a more detailed descrip-
tion of the calculation, the reader is referred to the original
articles.18, 19

We have repeated these calculations with the Qsin and
Qairy algorithms, combined with renormalized Numerov in
the short range.1, 2 The short-range algorithm is used on the
interval 4.5–15 a0, and the potential-following algorithms are
used from 15 to 100 a0, see Sec. III for a discussion of the
boundary conditions. The same radial grids were used for
renormalized propagation and for propagation with the Yairy
algorithm in Molscat. Here, the channel basis was truncated
at partial wave quantum number �max = 4 and monomer ro-
tational quantum number Nmax = 2, and the calculation was
performed for J = 2 at an energy of 1 K. For odd parity and
permutation symmetry, the calculation thus involves 119 cou-
pled channels.

The convergence of the S-matrix is shown in Fig. 3. Here,
we define the error as the norm of the difference between the
current and most accurately calculated S-matrix. The norm of
the matrix is defined as the largest singular value. The fig-
ure also includes the convergence for the renormalized Nu-
merov method.1, 2 This method requires an order of magnitude
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FIG. 3. Error in the S-matrix for NH–NH collisions at E = 1 K, for odd parity
and permutation symmetry, and total angular momentum J = 2, as a function
of the number of propagation steps in the long range. The error is defined
in the main text. The radial grid for the potential-following propagators was
generated by Molscat, whereas renormalized Numerov uses an equidistant
grid.

more grid points to achieve reasonable convergence, thus il-
lustrating the advantage of potential-following over solution-
following methods in the long range.

It can be seen that the two types of Airy propagators give
almost identical errors, and for both algorithms the conver-
gence of the S-matrix is second order in the number of grid
points. The reason that convergence is no longer fourth or-
der seems to be that it is the locally adiabatic approximation
that is limiting the accuracy. The first-derivative matrix is not
diagonal in the locally adiabatic basis, and consideration of
its diagonal elements by the Airy propagators constitutes lit-
tle improvement. For practical applications to systems such
as NH–NH, constant reference potential algorithms, such as
Qsin, appear to be almost as accurate. The obvious advantage
of the constant reference potential algorithm is that it is much
simpler to implement.

An advantage of the renormalized algorithms is that the
Q-matrices they provide, allow for straightforward calculation
of the scattering wave function. To illustrate this, we show
the wave function for scattering from the |(jAjB)jAB�; JM〉
= |(11)21; 22〉 channel in Fig. 4, where each line corresponds
to a different channel. The entrance channel is shown as the
blue line which asymptotically has large amplitude. This fig-
ure also shows the scattering wave function, obtained after
scaling the reduced mass by 2.2%. These λ-scans are used to
sample the sensitivity of the cross sections to scattering res-
onances. With this scaling we find a shape resonance, i.e., a
quasi-bound state trapped behind the centrifugal barrier. This
results in a scattering wave function with a large amplitude at
short range, as can be seen in Fig. 4.

Besides allowing one to analyze scattering resonances,
the reconstruction of scattering wave functions allows one to
calculate matrix elements over continuum states. This means
the methods developed can be used to describe photodisso-
ciation and photoassociation.24 It is also possible to directly
propagate matrix elements over the scattering states, without
their explicit reconstruction on the complete radial grid.5
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FIG. 4. The upper panel shows the scattering wave function for NH–NH
collisions from a |(jAjB)jAB�; JM〉 = |(11)21; 22〉 entrance channel at an en-
ergy of 1 K. The lines correspond to different channels. The blue line which
asymptotically has large amplitude corresponds to the entrance channel. The
lower panel shows the wave function for a shape resonance in the same chan-
nel, as found after scaling the reduced mass by 2.2%.

VI. CONCLUSION

We have presented a general theory for renormal-
ized potential-following propagation, and explicitly consider
piece-wise constant and piece-wise linear reference poten-
tials. The applicability of these algorithms to realistic prob-
lems has been demonstrated for cold NH–NH collisions. In
such applications, the accuracy is determined by the locally
adiabatic approximation, rather than by the form of reference
potential. Therefore, the constant reference potential algo-
rithm, which is simple to implement, yields almost the same
accuracy as the linear reference potential method.

The potential-following algorithms, derived in this work,
are especially efficient for problems where one has to propa-
gate to very large distances, e.g., cold and ultracold collisions
of species with long-ranged interactions. The step size is vari-
able, the method is compatible with reactive boundary condi-
tions, and the algorithm may be combined with renormalized
Numerov in the short range. The renormalized approach, op-
posed to log-derivative propagation, allows one to reconstruct
scattering wave functions in a straightforward way, and there-
fore to describe near-threshold photodissociation and pho-
toassociation of ultracold atoms.
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APPENDIX A: NUMERICAL EVALUATION

Numerical evaluation of Eq. (27) for the considered ref-
erence potentials may be difficult. Problems occur especially
for the linear reference potential in the case of a vanishing
slope. In this case, the arguments of the Airy functions be-
come increasingly large and more closely spaced. This invites
for evaluation through the known asymptotic expansion of the
Airy functions,28 but this is not straightforward since we are
considering a sector composed of two different linear inter-
vals. In this appendix, we therefore express Eq. (27) as much
as possible in terms of factors depending on the solutions on
each two-point interval. Next, we give explicit expressions for
the constant reference potential in Appendix A 1, and give
an asymptotic expansion for the linear reference potential in
Appendix A 2. The definitions of the reference potentials,
their linearly independent solutions, and the corresponding
Wronskians, W = fg′ − f ′g, are listed in Table I. For no-
tational ease, we will suppress the tildes denoting that we
are considering a locally adiabatic potential, as well as super-
scripts i and a, denoting the three-point interval and adiabat,
respectively.

On each three-point interval, we consider two segments,
ranging from the grid-points Ri − 1 to Ri and Ri to Ri + 1, re-
spectively. On these two-point intervals, a certain reference
potential is assumed, and within this approximation, the lin-
early independent solutions on each interval are known. The
solutions are denoted a(j), b(j), where j = 1, 2 labels the inter-
val. The linearly independent solutions on the sector consist-
ing of two such intervals are given by

f (R) =
{
a(1)(R) [Rn−1, Rn],
caa

(2)(R) + cbb
(2)(R) [Rn,Rn+1],

(A1)

g(R) =
{
b(1)(R) [Rn−1, Rn],
daa

(2)(R) + dbb
(2)(R) [Rn,Rn+1].

The coefficients ca, cb, da, and db are found by requiring f, f′,
g, and g′ to be continuous at Rn. This gives(

ca

cb

)
= 1

a
(2)
n b

(2)′
n − a

(2)′
n b

(2)
n

(
b

(2)′
n −b

(2)
n

−a
(2)′
n a

(2)
n

) (
a

(1)
n

a
(1)′
n

)
,

(A2)
and analogously for da and db.

To evaluate Eq. (27), we consider its numerator and de-
nominator separately. For the numerator there are two cases,
corresponding to A(i) and C(i). For the numerator in the ex-
pression for C(i) we find

fngn−1 − fn−1gn = X−
1 , (A3)

and for A(i)

fngn+1 − fn+1gn = (cadb − cbda)X+
2 , (A4)

where we have defined

X±
j = a

(j )
i b

(j )
i±1 − a

(j )
i±1b

(j )
i , (A5)

where n is the center grid point of the three-point interval.
Evaluation of X±

j is numerically safe, as will be shown below.
The quantity in parentheses can be related to the Wronskians
of the solutions on both intervals as

cadb − cbda = W (1)

W (2)
. (A6)

Evaluation of the denominator in Eq. (27) seems less
straightforward, as the functions involved are defined on dif-
ferent intervals. Upon insertion of the definitions (A2) and
analogues for da, b, one can express the denominator in terms
of factors involving the independent solutions on the same in-
terval. The result is given by

fn+1gn−1 − fn−1gn+1 = 1

W (2)

(
X+

2 Y−
1 − X−

1 Y+
2

)
, (A7)

where we have defined

Y±
j = a

(j )′
i b

(j )
i±1 − a

(j )
i±1b

(j )′
i , (A8)

again with n the center grid point.
To be explicit, the diagonal elements of the required ma-

trices Ã
(i)

and C̃
(i)

are computed as

Ã
(n)
a,a = W (1) X+

2

X+
2 Y−

1 − X−
1 Y+

2

,

(A9)

C̃
(n)
a,a = W (2) X−

1

X−
1 Y+

2 − X+
2 Y−

1

,

where the dependence on a and n, enumerating the adiabats
and three-point intervals, is implicit on the right-hand side.

TABLE I. Definition of constant and linear reference potential and their solutions.

Reference Functional form Independent solutions Wronskian

Constant W (R) = W a(R) =
{

sin(
√|W |R) W < 0

sinh(
√

WR) W > 0
W = −√|W |

b(R) =
{

cos(
√|W |R) W < 0

cosh(
√

WR) W > 0

Linear W (R) = W0 + W1(R − R
i
) a(R) = Ai

[
W

1/3
1 (W0/W1 + (R − R

i
))

]
W = π−1 3

√
W1

b(R) = Bi
[
W

1/3
1 (W0/W1 + (R − R

i
))

]
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1. Constant reference potential: Qsin

For the constant reference potential, evaluation of Eqs.
(A5) and (A8) is straightforward. For open channels, we find

X±
j = sin

(√|W (j )|(Ri − Ri±1)
)
,

(A10)
Y±

j =
√

|W (j )| cos
(√|W (j )|(Ri − Ri±1)

)
,

and for closed channels we have

X±
j = sinh(

√
W (j )(Ri − Ri±1)),

(A11)
Y±

j =
√

W (j ) cosh(
√

W (j )(Ri − Ri±1)).

2. Linear reference potential: Qairy

For the linear reference potential, Eqs. (A5) and (A8) can
be evaluated numerically using routines by Amos,34 for small
arguments of the Airy functions. However, the argument will
become asymptotically large in the long range, as the slope of
the potential tends to zero. Therefore, we will evaluate Eqs.
(A5) and (A8) using the asymptotic expansion of the Airy
functions.28 Defining � = W

1/3
1 (Ri±1 − Ri), x = W0W

−2/3
1 ,

z = |x|, ζ = 2
3z3/2, ck = �(3k+1/2)

54kk!�(k+1/2) , and dk = − 6k+1
6k−1ck , the

asymptotic expansion for |�| small compared to z yields

X±
j = 1

2π
z−1/2(1 + �/z)−1/4

{
exp{[(1 + �/z)3/2 − 1]ζ }

( ∑
k

(−1)kckζ
−k

)
(∑

k

ckζ
−k(1 + �/z)−3k/2

)
− exp{−[(1 + �/z)3/2 − 1]ζ }

(∑
k

ckζ
−k

)
(∑

k

(−1)kckζ
−k(1 + �/z)−3k/2

)}
, (A12)

for positive arguments of the Airy functions, and

X±
j = 1

π
z−1/2(1 − �/z)−1/4

{
− sin{[(1 − �/z)3/2 − 1]ζ }[( ∑

k

(−1)kc2k+1ζ
−(2k+1)(1 − �/z)−3(2k+1)/2

)
( ∑

k

(−1)kc2k+1ζ
−(2k+1)

)
+

( ∑
k

(−1)kc2kζ
−2k

)
( ∑

k

(−1)kc2kζ
−2k(1 − �/z)−3k

)]
+ cos{[(1 − �/z)3/2 − 1]ζ }[( ∑

k

(−1)kc2k+1ζ
−(2k+1)(1 − �/z)−3(2k+1)/2

)

( ∑
k

(−1)kc2kζ
−2k

)
−

(∑
k

(−1)kc2k+1ζ
−(2k+1)

)
( ∑

k

(−1)kc2kζ
−2k(1 − �/z)−3k

)]}
, (A13)

for negative arguments.
Similarly, we find expansions for Y±

j

Y±
j = −1

2
W (j )(1 + �/z)−1/4

{
exp{[(1 + �/z)3/2 − 1]ζ }

(∑
k

(−1)kdkζ
−k

)
( ∑

k

ckζ
−k(1 + �/z)−3k/2

)
+ exp{−[(1 + �/z)3/2 − 1]ζ }

( ∑
k

dkζ
−k

)
( ∑

k

(−1)kckζ
−k(1 + �/z)−3k/2

)}
, (A14)

for positive arguments, and

Y±
j = −W (j )(1 − �/z)−1/4{

cos{[(1 − �/z)3/2 − 1]ζ }[( ∑
k

(−1)kc2kζ
−2k(1 − �/z)−3k

)
( ∑

k

(−1)kd2kζ
−2k

)
+

( ∑
k

(−1)kd2k+1ζ
−(2k+1)

)
( ∑

k

(−1)kc2k+1ζ
−(2k+1)(1 − �/z)−3(2k+1)/2

)]
+ sin{[(1 − �/z)3/2 − 1]ζ }[( ∑

k

(−1)kc2k+1ζ
−(2k+1)(1 − �/z)−3(2k+1)/2

)
( ∑

k

(−1)kd2kζ
−2k

)
−

( ∑
k

(−1)kd2k+1ζ
−(2k+1)

)
( ∑

k

(−1)kc2kζ
−2k(1 − �/z)−3k

)]}
, (A15)

for negative arguments. All the summations are rapidly con-
vergent for z � |�|. Exponential and trigonometric functions
are required for small and accurately determined arguments
only, using

(1 + x)k = ∑∞
i=0

(
k

i

)
xi,

(A16)
(1 + x)k − 1 = ∑∞

i=1

(
k

i

)
xi,

for small x. Hence, evaluation is free of numerical problems.
In numerical evaluation, all the sums are truncated if the value
of a term drops below the value of the first term times the
machine epsilon.

Finally, we note that our approach is slightly different
from that used by Alexander and Manolopoulos, who con-
sider asymptotic expansion of the modulus and phase.8
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APPENDIX B: CONNECTION WITH ENHANCED
NUMEROV

Instead of considering a reference potential with a piece-
wise definition, one could assume the reference potential con-
stant over each three-point interval, W (i)(R) = W (i). In this
case, the independent solutions are the (hyperbolic) trigono-
metric functions of argument

√
|W (i)|R. The space of solu-

tions is defined by

A(i) =

⎧⎪⎪⎨⎪⎪⎩
sin(

√
|W (i)|(R

i
−R

i+1))

sin(
√

|W (i)|(R
i+1−R

i−1))
if W (i) < 0,

sinh(
√

W (i)(R
i
−R

i+1))

sinh(
√

W (i)(R
i+1−R

i−1))
if W (i) > 0,

B(i) = 1, (B1)

C(i) =

⎧⎪⎪⎨⎪⎪⎩
sin(

√
|W (i)|(R

i−1−R
i
))

sin(
√

|W (i)|(R
i+1−R

i−1))
if W (i) < 0,

sinh(
√

W (i)(R
i−1−R

i
))

sinh(
√

W (i)(R
i+1−R

i−1))
if W (i) > 0.

If we choose the grid to be equidistant with spacing �,
this simplifies to

A(i) = C(i) =

⎧⎪⎨⎪⎩
1

−2 cos(
√

|W (i)|�)
if W (i) < 0,

1
−2 cosh(

√
W (i)�)

if W (i) > 0.

(B2)

We note that this is equivalent to the enhanced renormalized
Numerov method of Thorlacius and Cooper,9 a fourth-order
solution-following algorithm that becomes exact for constant
potentials. Numerically, we found that the order is close to
two, if non-equidistant grids are chosen.
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