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The Intrinsic Two-Dimensional Size of Sagittarius A*
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Dipankar Maitra”, M. Clavel®?, A. Goldwurm®®, M.R. Morris'?, Gunther Witzel'?, Leo
Meyer!'®, and A.M. Ghez'®

ABSTRACT

We report the detection of the two-dimensional structure of the radio source
associated with the Galactic Center black hole, Sagittarius A*, obtained from
Very Long Baseline Array (VLBA) observations at a wavelength of 7mm.
The intrinsic source is modeled as an elliptical Gaussian with major axis size
35.4 x 12.6 Rg in position angle 95 deg East of North. This morphology can be
interpreted in the context of both jet and accretion disk models for the radio
emission. There is supporting evidence in large angular-scale multi-wavelength
observations for both source models for a preferred axis near 95 deg. We also
place a maximum peak-to-peak change of 15% in the intrinsic major axis size
over five different epochs. Three observations were triggered by detection of near
infrared (NIR) flares and one was simultaneous with a large X-ray flare detected
by NuSTAR. The absence of simultaneous and quasi-simultaneous flares indicates
that not all high energy events produce variability at radio wavelengths. This
supports the conclusion that NIR and X-ray flares are primarily due to electron
excitation and not to an enhanced accretion rate onto the black hole.
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1. Introduction

The supermassive black hole at the center of our Galaxy, Sagittarius A* (Sgr A*), was
first discovered as a bright, compact radio core almost forty years ago (Balick & Brown
1974). In the intervening decades, an enormous and varied body of observational work has
focussed on this source, because although Sgr A* shows only weak activity, its proximity
offers the chance to observe the accretion flow without confusion from surrounding material
(see reviews in, e.g., Melia & Falcke 2001} |Genzel et al.|[2010; Markoff|2010; [Falcke & Markoff
2013).

The radio through submillimeter (submm) spectrum of Sgr A* is inverted, and its
polarization, variability and high brightness temperature all indicate an origin in synchrotron
emission. The emission has been explained as coming from a jet-like outflow (Falcke &
Markoff| 2000) or an optically thin accretion flow with particle acceleration (Yuan et al.
2003). Moscibrodzka & Falcke| (2013) recently presented a combined jet+inflow model based
on GRMHD simulations, that is able to reproduce the intrinsic size and spectrum of Sgr
A* well. In that case the major contribution of the size at 7mm wavelength is from the
outflow, with the disk providing a smaller contribution. Similar radio properties in nearby
low-luminosity active galactic nuclei (LLAGN) have been resolved into weak jets (e.g., M81;
Bietenholz et al.[2000) but Very Long Baseline Array (VLBA) observations have revealed no
evidence of an elongated core that would be indicative of a jet in Sgr A* (Bower et al.|2006]).
Larger angular-scale imaging in the Galactic Center, however, has led to several claims for
jet-like features (e.g., Yusef-Zadeh et al.[2012; |Li et al.[2013). The inverted spectrum requires
only that the emission is self-absorbed and stratified, i.e., that increasingly higher frequencies
originate in smaller physical scales of the system. Unfortunately, images at lower frequencies,
where more pronounced elongation would be expected, are blurred out by an intervening
scattering screen (e.g., Bower et al. 2004, 2006; [Markoff et al.[2007). Although the scattering
effects are weak at short wavelengths, structures at these wavelengths probe regions within
~ 10 Schwarzschild radii (R, = 2GM/c?) from the black hole (Doeleman et al.2008)), where
it is difficult to isolate outflow from inflow. This problem is compounded by the fact that the
population of particles emitting synchrotron radiation in quiescence is predominantly quasi-
thermal (see, e.g., Markoff 2010) and, thus, provides a smaller photospheric “footprint”
compared to the more extended profile that a distribution with a nonthermal power-law
component would yield.
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Variability provides another tool for probing the structure and physics of Sgr A*. X-ray
flares occur daily in Sgr A* with amplitudes from a factor of a few to a factor of > 100;
near infrared (NIR) flares appear continuously with on the order of 4 to 6 peaks per day,
often appearing simultaneously with X-ray flares (e.g., Yusef-Zadeh et al.[2006a; Nowak et al.
2012). On the other hand, radio and millimeter flux densities vary by much less; at 7 mm
variations are ~ 10% rms on timescales of days (Herrnstein et al.|[2004; [Macquart & Bower
2006]) while at 1.3 mm variations of 100% on timescales of ~ 8 hours are apparent (Dexter
et al[2013). The apparent coupling of NIR and X-ray variability to radio and millimeter
variability with an apparent time delay of hours should be treated cautiously given the high
frequency of events at all wavelengths and the inability to obtain continuous coverage over
24 hours at radio wavelengths (e.g., Marrone et al.|2008; |[Eckart et al.|2009; [Trap et al. 2011}
Eckart et al.|2012; Morris et al.|2012)). The overall weak coupling in amplitude between
high and low energies suggests that the X-ray and NIR variability may stem from sporadic
episodes of particle acceleration in the inner accretion flow or near the base of the jets rather
than significant changes in the accretion rate (e.g., Markoff et al. 2001; Yuan et al.2004; Liu
et al.[2004; Dodds-Eden et al.|[2011]).

The intrinsic size of the radio source is a measure of the photosphere, i.e. the surface
at a particular wavelength at which the optical depth is unity. In the jet model, both more
efficient particle acceleration and an increased accretion rate, M, will lead to increased jet
photosphere length (Falcke et al. [1993; Markoft et al.|2007). Moscibrodzka et al. (2012)
explore accretion disk size scaling with M through theory and simulation and find a broader
range of scaling relations depending on model details. While the synchrotron cooling time
for accelerated particles is < 1000 s for typical conditions near the black hole, any sustained
injection or structural changes near the base of the jets, or disruptions ejected as part of
an outflow, could lead to variations in the jet photosphere shape that would be detectable
through imaging techniques. Depending on the timescales and characteristics of this variabil-
ity, such as lag (or lead) time compared to the NIR/X-ray flare, VLBA observations during
flares can help discern the presence of a jet/outflow, or at the very least better constrain the
geometry and emission processes during flares.

In 2012, we participated in the largest ever multi-wavelength campaign focusing on Sgr
A* to date, arranged around a 3 Megasecond Chandra HETG “X-ray Visionary Project” [[]
During this campaign we observed 39 new X-ray flares, roughly tripling the number observed
and allowing for the first statistical analyses (Nowak et al. 2012 Neilsen et al.|[2013). These
X-ray flares seem to always be accompanied by simultaneous NIR flaring, though many
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NIR flares are seen without corresponding X-ray activity. The likely explanation is that the
quiescent X-ray emission is coming from the outer regions of the accretion flow on much larger
scales (Wang et al.|2013), and provides a steady baseline flux that masks smaller nonthermal
flares. Unfortunately, it is not possible to generate triggers from Chandra observations on
short timescales, but larger NIR flares (2 15 — 20 mJy) can be considered thresholds of
interesting activity near the black hole (Dodds-Eden et al.[2011; |[Witzel et al.|2012)). Thus,
we chose to trigger Tmm (43 GHz) VLBA observations based on NIR flares.

The VLBA is able to respond rapidly to external triggers, on timescales as fast as ~ 20
minutes. Both the VLT and the Keck Observatory participated in the campaign, however
the relative location of these facilities on the earth compared to the VLBA means that VLT
is in a position to generate fast-response triggers for Sgr A*, while from Keck one must wait
almost a day for Sgr A* to become visible again, thus probing a much longer timescale. In
this paper, we describe the results of both types of triggers (§ [2), compare the observed
photosphere to the longterm average based on 10 observations obtained between 1997 and
2002 (§[3} Bower et al|[2004), and discuss those results in the context of multi-wavelength
variability and accretion and outflow theory (§ .

2. Methodology, Observations, and Data Reduction
2.1. Methodology

The observed radio image of Sgr A* is an elliptical Gaussian with an axial ratio of
~ 2 : 1 with the major axis in position angle 80 deg East of North. The major axis size
scales as A%, with a size of ~ 0.7 milliarcseconds at 7 mm, which is strong evidence for the
presence of strong interstellar scattering. The intrinsic size as mentioned above is defined
by the photosphere at the observing wavelength; the observed size is a convolution of the
intrinsic source with the scattering kernel. Sgr A* is heavily resolved by VLBA at this
wavelength, making accurate measurement of the size challenging. The orientation of the
scattering ellipse is not aligned with the Galactic Plane or other known features. Bower
et al.| (2014) demonstrate that the scattering likely originates at a distance that is several
kpc away from the Galactic Center.

We use closure amplitudes and closure phases to analyze these data (Bower et al.[2004,
2006). The closure amplitude is defined for stations ijkl as

[Vii || Vi
Oi'kl = Trr 11t (1)
! Vil Vil

where V;; is the complex visibility on baseline ¢j. Two independent permutations are possible
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for a set of four stations. The closure phase is the sum of visibility phases on a triangle.
The closure amplitude has the property that it is independent of station-based gain factors.
This independence removes sensitivity to problems such as elevation- or time-dependent
antenna gains due to antenna deformation or changes in atmospheric opacity. In principle,
amplitude self-calibration can achieve the same effects but it has limitations in two ways
relative to closure amplitude analysis. First, self-calibration can distort the shape of a
resolved elliptical Gaussian, especially in a domain of a small number of baselines and of low
elevation observations that are strongly affected by phase decorrelation, variable atmospheric
opacity, and elevation-dependent pointing and antenna gain factors. Second, error analysis
on closure amplitudes effectively takes into account all possible gain solutions, while error
analysis of self-calibrated data is only considering one realization of all possible gain solutions.
Thus, closure amplitude modeling and error analysis is less precise but more accurate than
conventional imaging or visibility analysis of self-calibrated data.

We conducted a test that demonstrates the limits of amplitude self-calibration clearly
(Fig.[1). For the data set obtained on 2012 March 19 (described below), we used amplitude
self-calibration and visibility modeling to determine sizes. Amplitude self-calibration requires
a model, which in this case we took to be a two-dimensional Gaussian with major axis sizes
ranging from 450 to 1000 microarcseconds, minor axis sizes equal to 50% of the major axis
size, and a position angle of 80 degrees. The self-calibration algorithm (implemented in AIPS
task CALIB) was successful in producing a set of calibrated visibilities. The fitted major
axis size, however, was strongly dependent on the assumed model: over the range of input
sizes, the fitted size ranged from 550 to 900 microarcseconds in a roughly linear trend. For
model sizes less than 420 microarcseconds, the source size was best fit as a point source.
The median error from the fits was 2.2 microarcseconds, which is significantly smaller than
the closure amplitude errors of +14 and —9 microarcseconds. Those self-calibration errors,
of course, misrepresent the true errors in the results because they do not incorporate the
errors associated with antenna gains. Finally, we note that the self-calibration solution with
minimum x? has a major axis size of 724 & 2 microarcseconds, which is within one o of the
closure amplitude solution, 71611,4 microarcseconds.

An alternative approach is to self-calibrate amplitudes on nearby compact sources. Solu-
tions obtained from this technique are limited by atmospheric and instrumental fluctuations
that can give rise to significant errors in amplitudes.

New VLBA observations are significantly more sensitive and accurate than previous
VLBA data for Sgr A*, primarily due to the bandwidth upgrade of the VLBA, which in-
creased the recording rate from 256 Mb/s to 2048 Mb/s. The primary effect of this 8x
increase in recording rate is the ability to detect Sgr A* at high SNR with shorter integra-
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Fig. 1.— A comparison of self-calbration and closure amplitude techniques for the deter-

mination of the intrinsic size of a resolved Gaussian source. We compare results for data
obtained on 2012 March 19. Self-calibration solutions are plotted as a function of the input
self-calibration model. The closure amplitude solution is also plotted, although there is no
input model offered. Self-calibration results are heavily dependent on the input model and
underestimate true errors. Closure amplitude solutions have a larger error but provide a
single answer that is independent of model assumptions and is, therefore, more accurate.
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tion times. This permits us to remove the effects of atmospheric decorrelation with shorter
fringe-fitting solution intervals, thus eliminating a major source of systematic error in closure
amplitude analysis.

2.2. Observations
2.2.1. NIR Observations

In order to select the brightest flares that are most likely to generate power-law electron
tails detectable at radio wavelengths, we used a trigger threshold of de-reddened NIR flare
flux density of 10 mJy. Dodds-Eden et al. (2011) and Witzel et al.| (2012) analyzed the
distribution of > 5 years of VLT K,-band data. They found that flares with a flux density
exceeding 10 mJy occur only ~ 3% of the time and so represent the most luminous end of
the flare distribution.

The Sgr A* VLT observation that triggered the VLBA observation on 2012 March 19,
was part of the a multi-wavelength campaign that included a 120 ks, 5 half-night, X-ray
and NIR campaign performed with XMM-Newton and the VLT in order to study the Sgr
A* flaring activity (the detailed results of the campaign will appear in Clavel et al. 2014,
in preparation). The NIR data were collected using NACO (NAOS+CONICA), the Laser
Guide Star and the filter switching technique already tested in a previous Sgr A* campaign
(Trap et al.|2011), for 5 half nights between March 13th and March 21st. These observations
were associated with simultaneous observations of Sgr A* in the range 0.1-10 keV with
XMM-Newton. On March 19th, using the L’ filter (at 3.8 pm) we detected an increase of
Ser A* flux starting around 9:30 UT from an average value of 2 mJy and peaking at about
10 mJy (with preliminary peak value of 11.2 4+/- 1.1 mJy) at 10:02 UT, when the alert
for VLBA triggering was sent. In the Ks band (at 2.18 ym) the measured peak value was
about 5 mJy (preliminary peak value of 5.6 +/- 0.4 mJy). The given IR flux values are
de-reddened, using parameters from [Fritz et al|(2011). Subsequently, the Sgr A* NIR flux
started to decrease until the end of the observation run, five minutes later. During this
period, XMM-Newton was pointed at the target while experiencing stable background and
low solar activity, but did not detect any X-ray flaring from Sgr A*. The XMM observation
ended about 10 minutes after the NIR flare peak and the telescope was not observing during
the VLBA observations that started about 20 minutes after the NIR peak.

Both telescopes of the W.M. Keck Observatory were used simultaneously during 4 suc-
cessive nights: UT 2012 July 20-23 (Witzel |2014). Both used laser guide star adaptive optics
corrections. The NIRC2 camera was used on the Keck 2 Telescope with an L (3.8 pum) filter
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and an observing cadence of 20 seconds. The imager on the OSIRIS instrument was used
on the Keck 1 Telescope with an H band (1.6 pm) filter and an observing cadence of ~ 50
seconds. Poor weather affected the data acquired on July 21 and 22, but in any case, no
major activity was evidenced on those nights. On both July 20 and 23, however, atypically
bright flare events were observed. On UT July 20, the flux density of Sgr A* was unusually
high throughout the observing period with a peak in the L’ band of ~ 18 mJy at 07:15 UT
and continued high flux density for two more hours. On July 23, the flux density rose to a
high plateau of ~ 10 mJy from a very low value over the time range 07:30 to the end of the
observation at 09:30 UT. We adopt fiducial flare times of 08:00 and 08:30 UT for comparison
with the VLBA observations on the two successive days, respectively. The flux densities
have been dereddened using the L’ extinction from [Schodel et al.| (2010): Ay, = 1.23 £ 0.08.
Stellar calibrators showed steady flux densities over the observing period.

2.2.2. VLBA Observations

VLBA observations were obtained on five epochs (Table . Epochs A, B, and C were
obtained following NIR triggers (proposal code BM370), while epochs D and E were sched-
uled independently of any trigger (proposal code BR173). All epochs included the inner
six stations of the VLBA (FD, KP, LA, NL, OV, and PT), with the exception of epoch A
in which KP was missing due to snow. The absence of KP significantly reduces sensitivity
to the size because it provides many short and intermediate length baselines. Data were
obtained at a mean frequency of 43.1 GHz with a recording rate of 2048 Mb/s in both right
and left circular polarizations. Initial data processing was performed with AIPS (Greisen
2003). Single band delays were calibrated using observations of bright calibrators including
NRAO 530 (J1733-1304) and J1923-2104. Multi-band delays and fringe rates were deter-
mined by fringe fitting to Sgr A* itself with a 15-second solution interval. Longer solution
intervals introduce phase decorrelation errors. The antenna-based SNR for fringe solutions
on a 15-second timescale was > 10. No amplitude calibration was performed on the data.
Data were averaged in time to a 30-second time interval and over all frequency channels.
Data were exported from AIPS and analyzed with our custom code for closure quantities
(Bower et al.|2004).

[p]

We modeled the size of Sgr A* using closure amplitude data derived from the visibili-
ties, as described above. We explored a range of data selection parameters and found that
we obtained a minimum in the fitted x2 for the following parameters: closure amplitude
averaging time of 5 minutes; maximum baseline length of 250 M\; and minimum antenna
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elevation of 10 degrees. Data were analyzed separately in right and left circular polarization
correlations. The RCP and LCP results were self-consistent; we averaged the fits together
to produce our final results.

The closure amplitude modeling analyzed the data as a resolved elliptical Gaussian with
parameters: major axis, by,q;, minor axis, by,,, position angle, b,,, the total flux density, .S,
and the noise bias, s. The total flux density is not calibrated but is relative to the noise
bias, which corresponds to the rms noise associated with the the 30-second integration time
of the visibilities. We assume that the noise bias s is constant for all antennas and all times,
which is a simplification that limits the number of free parameters. Representative closure
amplitudes are shown in Figure 2, We examined individual closure amplitude values as a
function of time to identify bad data points and whether there were periods of significant
deviation from the best-fit model. A nonlinear least squares method was used to determine
the best-fit parameter values. A grid search of parameters around the best-fit values was used
to determine the error surfaces at 1o and 3o thresholds. The error surfaces are not normally
distributed. We show projections of the error surface in Figure |3|for one experiment and for
the average of all experiments. The average of all epochs provides a much stronger constraint
on the parameters than a single epoch. We take a conservative approach to determining the
errors with two steps: one, we use the projection of the error surface to determine the
maximum extent of the acceptable parameter value within a confidence threshold; and, two,
we divide the 30 error estimates by 3 to determine a value for the 1o error that conveys
more information about the bounds of the error distribution. The minor axis, which is nearly
aligned North-South, is not as well constrained as the major axis due to the predominantly
East-West resolution of the VLBA. In some cases, the 30 error for the minor axis extends
to include a value of zero. Errors for the average are determined by summing together y?
surfaces and determining the 30 surface. Results from modeling are listed in Table [1] along
with the mean of all epochs with statistical errors.

We also computed the x2 for the closure phase under the hypothesis of no axisymmetric
structure, for which the closure phase is equal to zero. Individual closure phases determined
over an averaging time of 5 minutes had an error of ~ 1 deg with peak-to-peak variations of
a few degrees. For data from Epoch B, we calculated x? = 1.41 for v = 654. We find similar
results for the other epochs. Statistically, this is a large deviation from the null hypothesis
but it is also explicable as the result of a small underestimate of error in the closure phase
or the presence of phase decorrelation. Zero closure phase is consistent with the model of
a resolved elliptical Gaussian that we use in this paper. In a future paper, we will explore
detailed comparison with non-axisymmetric models of jets and outflows.

We also applied our technique to the calibrator NRAO 530, which was observed in
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Fig. 2.— A subset of closure amplitudes for data obtained Epoch C in LCP plotted against
UT (in fractional days) on the day of observation. For each panel, the stations involved
in the closure amplitude quantity are listed along with the x2 for the average source size
and fit source size. The dashed and solid lines show the expected closure amplitudes for
the average and fit source sizes, respectively. Results are shown for the two independent
closure amplitudes generated from the FD-KP-LA-PT quadrangle. The FD-KP-NL-OV
quadrangle shown involves baselines which exceed the maximum baseline length (250 M)

for our analysis so that only one quadrangle is included.
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- 12 —

all epochs. The fitted major and minor axis sizes are shown in Figure [l Sizes are not
determined as accurately for NRAO 530 as for Sgr A*  primarily because of the smaller
amount of observing time given to the source. The minor axis size is consistent with no
change over time. The major axis clearly changes with time. This can be fit as an apparent
velocity of 4.3+ 0.4c. The orientation of the major axis is in position angle —6 4+ 3 deg. Past
observations have shown that NRAO 530 has exhibited outflows oriented North-South with
superluminal velocities of ~ 7¢ at 3mm (Bower et al.|1997), 2 — 26¢ between 1.3 cm and 3mm
(Lu et al.[2011b)), and 6 — 27¢ at 2cm (Lister et al.[2013). Our measurements are consistent
with this historical evolution. Unfortunately, the evolution of the source size does not permit
us to determine an absolute standard for stability of the closure amplitude technique with
these data. But we can place some constraints. Excluding the final epoch for which data on
NRAO 530 was very limited, the minor axis size shows an rms variation of 5 microarcseconds.
This is an order of magnitude less than the typical error of each measurement, suggesting
that we are overestimating our errors. The two major axis measurements from 2012 July
21 and 24 differ by only 2 microarcseconds, while errors are ~ 70 microarcseconds. This
again suggests that we are overestimating errors in the closure amplitude while achieving
substantial accuracy. Future observations would benefit from inclusion of a true point source
that does not evolve.

Closure phases for NRAO 530 also exhibited small deviations from zero indicative of
asymmetric structure. We measured closure phases that deviated from zero by ~ £5 deg.
For Epoch B, we calculated x? = 6.79 for v = 109 in marked contrast to the much smaller
values obtained for Sgr A*.

3. The Intrinsic Size
3.1. Two-Dimensional Structure in the Average Size

The intrinsic size is computed by subtracting in quadrature the scattering size from
the observed size. Longer wavelength observations determine the scattering size to be an
elliptical Gaussian with major axis equal to (1.3140.03)\? milliarcseconds, minor axis equal
to 0.6470:02\? milliarcseconds, and position angle equal to 78 & 1 deg, where \ is the wave-
length in cm (Bower et al.|2006). Adopting a slightly different major axis scattering scaling
constant as we did in [Falcke et al.| (2009) does not qualitatively alter our conclusions. At the
wavelength of these observations, the mean scattering ellipse is 635 x 310 microarcseconds.
The best estimate for the Schwarzschild radius based on observational limits on the black
hole mass and distance is 1 Rg = 10.2 £ 0.5pas plus systematic errors (Genzel et al.|2010;
Falcke & Markoff] 2013); we adopt a value of 10 pas for this paper. Intrinsic sizes in the
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major axis are presented in Table [I] and plotted as a function of time delay following the
peak of the NIR flare or the UT time for non-triggered observations (Fig. .

We use the average size from all epochs (Table|l]) to determine a two-dimensional intrin-
sic size for Sgr A*. Deconvolution is performed assuming an intrinsic source and a scattering
kernel that are two-dimensional Gaussians. In Figure [6] we show two-dimensional solutions
for the intrinsic size for all sizes within the 3o error surface for which we calculated y? values.
The best-fit size is 35.4 x 12.6 Rg in position angle 95 deg. Errors in the major axis size are
+0.4Rgs and in the minor axis size are +5.5 and —4.1 Rg. The position angle of the major
axis has errors of +3 and —4 deg. The observed minor axis size is only ~ 1o larger than the
scattering axis, which effectively makes the measurement an upper limit on the intrinsic size.
The 30 upper limit to the intrinsic minor axis size is 29Rg. If Sgr A* were circular, then the
observed minor axis size would be 460 microarcseconds, which is more than 40 larger than
the measured size. Note that none of the individual epochs show a minor axis size larger
than 400 microarcseconds. This demonstrates for the first time at any wavelength that the
image of Sgr A* is not circular.

Changing the scattering law alters our results quantitatively but not qualitatively. If
we increase the major axis scattering normalization to 1.36 mas cm™2, then the best-fit two-
dimensional solution is 31.370% x 11.07531Rs in position angle 1011} deg. In this case, a

circular source size is rejected with a 30 threshold rather than 4o.

Past measurements of the intrinsic size have only used the observed major axis size. The
mean measured size at the same wavelength from Bower et al.| (2004)) is 712 £ 11 pas, where
the error is based on the scatter in measurements, corresponding to a size 32.4 + 2.5Rg. If
we use the same one-dimensional method to determine the intrinsic size with our new data,
we find an average size of 34.4+0.6 Rs. Note that the one-dimensional size is slightly smaller
than the two-dimensional size. There is no evidence of change in the average one-dimensional
intrinsic size of Sgr A* between the Bower et al.| (2004) epoch and our new data. This point
is striking given the different nature of the two data sets: the older data were not triggered
by any measures of activity while the newer data track active states of the system, yet there
is no difference in intrinsic size.

3.2. Variability of the Size between Individual Epochs

We find no statistically significant evidence for variability in the observed major axis,
minor axis, and position angle among our five epochs. We calculate 2 = 2.0,0.8, and 0.7
with v = 4 for the three parameters, respectively. While the statistic is larger for the major
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Fig. 5— One-dimensional intrinsic size as a function of time delay following the peak of the
NIR flare for triggered observations (left panel) and as a function of UT for non-triggered
observations(right panel). The horizontal error bars indicate the time range over the which
the data was obtained. The blue dashed line gives the average size from these observations.
Vertical dashed red lines give the time of hard X-ray flares detected by NuSTAR on 21 July
2012 (corresponding to Epoch B).
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Fig. 6.— Two-dimensional and one-dimensional intrinsic size estimates for Sgr A*. Two-
dimensional solutions were obtained through deconvolution of all apparent sizes with the
two-dimensional scattering size within the 3o error surface. Colors show solutions that are
< 1o (yellow), between 1 and 20 (green), and between 2 and 30 (red). Slices through the
parameter space at the position of the best-fit position angle, minor axis, and major axis
are shown (upper left, upper right, and lower left, respectively). The blue star indicates the
best-fit size. In the lower right panel, we show the intrinsic size that is determined using only
the measured major axis size. The same color coding applies to this panel as to the other