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Abstract. Distributions of  event shape variables obtained 
from 120600 hadronic Z decays measured with the DEL-  
PHI  detector are compared to the predictions of  QCD 
based event generators. Values of  the strong coupling 
constant c~ s are derived as a function of the renormali- 
zation scale from a quantitative analysis of  eight hadronic 
distributions. The final result, c% (Mz) = 0.113 +_ 0.007, is 
based on second order perturbation theory and uses two 
hadronization corrections, one computed with a pat ton 
shower model and the other with a QCD matrix element 
model. 

1 Introduction 

Precise tests of  perturbative quantum chromodynamics 
are made possible by analyzing the large samples of  had- 
ronic Z decays collected at LEP. Measurements of  the 
strong coupling constant c% (Mz) have been published by 
the four LEP collaborations ALEPH [1], D E L P H I  [2], 
L3 [3] and OPAL [4]. In most of  these papers the e~ 
determination was based either on the measurement of  
multijet production rates or on the measurement of  
energy-energy correlations and their asymmetries. 

The present paper contains a coherent analysis of  the 
distributions of  eight different hadronic observables. Cor- 
relation~ among the ~ values obtained from the different 
observables are taken into account to derive consistent 
values of  the coupling constant ~s from an original sample 
of  120600 hadronic events collected in 1990 with the 
D E L P H I  detector. 

The analysis relies on the numerical calculations of 
the expansion coefficients of  the observables up to order 
~ as performed, for instance, by Kunszt and Nason [5]. 
The fact that the expansion coefficients are limited to 
second order introduces the well known unphysical de- 
pendence of the resulting value of the coupling ~ on the 
renormalization scale. An averaging procedure was in- 
troduced to obtain the central value of c%(Mz) and its 
"scale error". For  each scale t~ the eight values of  the 
coupling constant were averaged by taking into account 
the correlations between the c% values from the different 
observables, and then the average over/~ was performed. 

Particular attention was paid to the estimate of  both 
the experimental error and the error due to the non- 
perturbative corrections applied to derive "parton" dis- 
tributions from the measured hadron distributions. To 

this end, these hadronization corrections were made using 
two different approaches:  par ton shower models and ma- 
trix element models. The consistency of the results on 
c%(Mz), which are eventually averaged, is an important  
new outcome of the present analysis. 

In Sect. 2 the relevant parts of  the D E L P H I  detector 
are briefly described. Section 3 presents the criteria for 
event selection and analysis. In Sect. 4 the eight measured 
hadronic distributions are compared with the expecta- 
tions of  five different fragmentation models. The two 
methods used to apply hadronic corrections and to derive 
parton distributions are presented in Sect. 5. The results 
and their errors are presented and combined in Sect. 6. 
Independent but less precise measurements of  ~s(Mz) 
obtained from the hadronic and leptonic width of the Z- 
boson are discussed in Sect. 7. The final results are sum- 
marized in the last section. 

2 The DELPHI detector 

A detailed description of the D E L P H I  detector can be 
found in [6]. The components relevant for this analysis, 
namely the tracking system and the electromagnetic cal- 
orimeters, will be briefly discussed. 

The main tracking system is a 2.7 m long time pro- 
jection chamber (TPC) from 30 cm to 122 cm in radius. 
Tracks of charged particles are measured in the TPC with 
a resolution of  ~ 250 gm in the rq~ projection and 0.9 m m  
along the beam direction. The inner detector (ID) is a 
cylindrical wire jet chamber starting at a radius r = 12 cm 
surrounded by a 5 layer proportional chamber. The pro- 
portional chamber measures the r~b- and z-coordinates 
and serves mainly as a fast trigger. 

In the barrel region (43 ~ < 0 < 137 ~ the tracking sys- 
tem is completed by the cylindrical outer detector (OD) 
at r = 200 cm. It  consists of 24 independent modules each 
containing 5 layers of  drift tubes. All planes measure the 
rq~ coordinate with a resolution of ~ 110 ~m. Three lay- 
ers also provide an approximate z measurement for trig- 
gering purposes. 

In the forward and backward regions (11 ~ < 0 < 33 ~ 
147 ~ < 0 < 169 ~ the tracking is improved by two addi- 
tional drift chambers. One of  them (FCA) is mounted 
directly on the two TPC endplates. It consists of  3 pairs 
of  wire planes rotated by 120 ~ with respect to each other 
in order to resolve ambiguities internally. The second set 
of  forward chambers (FCB) is positioned on either side 
directly in front of  the electromagnetic calorimeters. Each 
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consists of  12 planes twice repeating the wire orientations 
of  FCA. 

Electromagnetic energy is measured in the barrel part 
by a high density projection chamber (HPC). It consists 
of 144 modules arranged in 6 rings around the beam axis. 
Its fine granularity in all dimensions allows a good two 
shower separation and electromagnetic particle identifi- 
cation from the shower shape. In the forward region elec- 
tromagnetic calorimetry is provided by two arrays of  4522 
lead glass blocks each, covering the polar angles from 
10 ~ to 36.5 ~ and 143.5 ~ to 170 ~ respectively. 

3 Event selection and data analysis 

For this analysis charged particles were used if they ful- 
filled the following selection criteria: 

- momentum between 0.2 GeV/c  and 50 GeV/c,  
- measured track length larger than 50 cm, 
- impact parameter with respect to the fitted main vertex 
less than 5 cm in the rq~ projection and less than 10 cm 
along the beam, 
- 25 ~ < polar angle (0) < 155 ~ 

Clusters in the electromagnetic calorimeters were retained 
if they did not match spatially with a charged particle 
and if the measured energy was larger than 0.4 GeV. 
Showers measured by the HPC were also required to be 
consistent with being induced by a photon. 

Events were selected as hadronic events by requiring 
more than 4 tracks of charged particles and a total energy 
of all selected charged particles in excess of 12% of the 
centre of mass energy in total and 3 % in each hemisphere. 
To ensure that the event was well contained in the de- 
tector it was additionally required that the angle between 
the sphericity and the beam axis exceeded 40 ~ A total of 
78 905 events survived these cuts. The background from 
r + r  - events was estimated to be about 0.25%; all other 
backgrounds were below the 0.1% level. 

In order to correct the measured distributions for de- 
tector effects such as track losses, smearing and secondary 
interactions and initial state photon radiation, events were 
generated with the JETSET 7.2 parton shower program 
[7] combined with the DYMU3 event generator [8] to 
simulate initial state photon radiation. The generated 
particles were followed through the detector by a detailed 
simulation taking into account effects of secondary in- 
teractions in the detector material. The simulated data 
were processed in the same way as the real data. For a 
quantity X the correction factor C x was calculated bin 
by bin as: 

:do no  o 
d X / g  ...... ted k d X  ff 

Cx = • 

dX / . . . . . . .  tructed ~ dX / 

(1)  

DELSIM is the DELPHI  full detector simulation pro- 
gram which includes photons from initial state brems- 
strahlung (QED radiation). "Generated" means includ- 

ing particles with a lifetime larger than 1 0 - 9 S  without 
detector simulation whereas on the "reconstructed" level 
full detector simulation is included. The correction was 
split into two factors because for the first part, where a 
full detector simulation is needed, the same events could 
be used for evaluating the numerator and the denomi- 
nator which substantially reduces the statistical uncer- 
tainties. The second factor could be calculated with much 
higher statistics without the need of  a full detector sim- 
ulation. The overall correction was typically well within 
20% of  unity in the regions used for the QCD fits. 

To evaluate the systematic errors the cuts for selecting 
tracks, electromagnetic clusters and events were varied 
over a wide range. In addition an analysis using only 
charged particles was performed and events were selected 
to be fully contained in the barrel part of DELPHI.  Dis- 
agreements between data and Monte Carlo such as ad- 
ditional track losses at the 2% level were simulated and 
correction factors obtained using different Monte Carlo 
generators were compared. The systematic errors are 
quoted in the tables together with the measured distri- 
butions. 

4 The event shape and comparison 
with fragmentation models 

In this section experimental distributions for eight 3-jet 
like quantities (i. e. quantities proportional to ~ in lowest 
order perturbation theory) are presented, namely for 
thrust T, oblateness O, C-parameter, normalized heavy 
jet mass squared M~/EZs, difference of heavy and light 
jet mass squared M)/EZs ,  energy-energy correlation EEC 
and its asymmetry AEEC as well as the differential 2-jet 
rate D 2. These distributions were selected because pre- 
dictions in O(e  2) perturbation theory for all of  these 
quantities have been worked out in [5]. The experimental 
results are compared to the corresponding distributions 
from the Lund JETSET 7.2 parton shower (PS) and ma- 
trix element (ME) models [7], the Lund ARIADNE 3.1 
colour dipole model [9, 10], the NLLJET 2.0 parton 
shower model [11] of Kato and Munehisa and the 
H ERW IG  5.1 parton shower model [12] of Marchesini 
and Webber. 

The definitions of event shape variables used in this 
analysis are as follows: 

Z IP/'nthrl 
T =  max i (2) 

..... Ip, I 
i 

The thrust axis nth ,. of  an event is chosen to maximize the 
longitudinal momenta along this axis. The normalized 
sum of these momentum projections (2) is called thrust 
T [13]. Similarly an axis nma j orthogonal to nth r can be 
chosen to maximize the momenta transverse to nth r. The 
normal vector nml n is defined by nmi n = nthrX nma j. The 
variables major Fm~jo r and minor Fmlno r are obtained by 
replacing nth r in (2) by nma; or nmin, respectively. The 
oblateness O [14] then is: 
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O ~ - F m ~ o r - - F m i n o  r . ( 3 )  

The so called C-parameter is derived from the eigenvalues 
)t of the infrared safe momentum tensor O ~J and does not 
require the determination of a jet axis [15]: 

1 Nparticles i j 
Pk "P* . 

[ ~ i j  = N p a r t i c l e ~  " Z - -  ' 

Z [P~I ~ IP~I 
(4) 

C= 3- (2122 + 22 J.3 -~- ~3 ~. ). 

Here p" denotes the i-th component of the three momen- 
tum of the particle in the cms. 

The heavy (light) jet mass M h (MI) is defined as the 
larger (smaller) of the invariant mass of all final state 
particles in the two event hemispheres separated by the 
plane normal to the thrust axis. The invariant mass 
squared is normalized to the visible energy squared 
EZs, i.e. for Mh: 

m,~ 1 ( (  n~ )2 ( n,~, )2) 
Ev]s EvZs "max Pk , Pk . (5) 

pk" > 0  < 0  pk " thr 

Here Pk denotes the 4-vector of particle k. This definition 
differs from the original one of Clavelli [16], but has the 
advantage of being easier to calculate and has therefore 
also been used by most previous experiments [17]. The 
difference of the heavy and the light mass M Z / E ~ s  was 
also considered: 

M3_M -- M? 
Ev2 Eva ( 6 ) 

Here biases due to the fragmentation (contributing both 
to M 2 / E ~ s  and M 2 / E 2 s )  are expected to partially 
cancel. 

The energy-energy correlation introduced by Basham 
et al. [18] is defined from the histogram of angles X be- 
tween all particles in an event weighted by their scaled 
energies : 

x+ Ax 
1 1 N Np~d~, EiEj 2 

E E C ( X ) - N  AX Z L - I  2 Y 6 ( X - Z ~ j ) d x  
even t s  i , j  Evis AZ 

X - - - -  

2 (7) 

where glj is the angle between the particles i and j, AX 
is the histogram bin width. Contributions close to 0 ~ arise 
from particles inside one jet while contributions close to 
180 ~ arise from particles in opposite jets. Events with hard 
gluon radiation contribute asymmetrically to the central 
1: region. The contribution of 2-jet events cancels out in 
the energy-energy correlation asymmetry AEEC: 

AEEC (X) = EEC (180 ~ - X )  - EEC (X); 

0~ G X < 90 ~ (8) 

In the present analysis jets were reconstructed in hadronic 
events by using the y-cluster jet finding algorithm origi- 
nally introduced by the JADE collaboration [19]. For 

each event the squares of the scaled invariant masses Yu 
for each pair of particles i and j were evaluated: 

2 E i ~ ( 1  -- cos 0ij) 
yij - E42s , (9) 

where Ei, ~ are the energies and 0~/the angle between 
the momentum vectors of the two particles. The particle 
pair with the lowest value Yv was selected and replaced 
by a pseudo-particle with four momentum ( p i + p ) ,  
thereby reducing the multiplicity by one. In successive 
steps the procedure was repeated until the scaled invar- 
iant masses of all pairs of pseudo-particles or particles 
are larger than a given resolution Ycut. The remaining 
pseudo-particles or particles are called jets. This experi- 
mental algorithm for reconstructing jet rates corresponds 
to the theoretical predictions of the E0-scheme [5]. 

The differential 2-jet rate D 2 derived from the 2-jet 
rate R 2 is defined as [20]: 

R2 (Ycut + AYcut) -- R2 (Ycut) 
D2 (Y~ut) - (10) 

Aycut 

QCD Monte Carlo models, which describe well the dis- 
tributions of the event shape variables in the hadronic 
final state of e+e -annihilation, can be used to estimate 
how far these distributions are influenced by hadroni- 
zation effects. The models used in this analysis to estimate 
the size of these effects and its uncertainty can be clas- 
sified according to the way they treat the perturbative 
generation of coloured quarks and gluons and the non- 
perturbative fragmentation of these partons into colour- 
less hadrons. 

The JETSET 7.2 ME model uses the exact O (~2) ma- 
trix elements (ME) [21] with an optimized (small) value 
of the renormalization scale to generate the initial patton 
configuration with at most four partons. 

The HERWIG 5.1 and the JETSET 7.2 PS models use 
the parton shower (PS) approach [12] derived from 
the QCD leading logarithmic approximation (LLA) to 
generate an arbitrary number of primary partons. An- 
gular correlations due to coherence and spin effects are 
taken into account. The substructure of jets is well de- 
scribed, however the PS approach does not reproduce 
correctly the number of well separated jets (especially 
three-jet events). In the JETSET 7.2 PS this deficiency is 
corrected using a special rejection technique to reproduce 
the lowest order three-jet cross section [22]. 

In the ARIADNE 3.1 model the evolution of the par- 
ton shower is formulated in terms of colour dipoles. The 
first dipole is formed by the primary quark and anti- 
quark. After the emission of a gluon from this colour 
dipole the subsequent emissions of gluons are given by 
two independent dipoles built by the quark and the gluon 
and the gluon and the anti-quark. This strategy is gen- 
eralized in ARIADNE 3.1 and automatically accounts 
for angular ordering of the partons as predicted by QCD 
due to the interference of gluons in the infrared region. 
ARIADNE 3.1 also produces correct 3-jet rates. 

Quantitative tests of QCD cannot easily be performed 
using PS models because the QCD LLA contains ambi- 
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Fig, l a-h. Experimental differential distributions of the thrust T 
(a), the oblateness O (b), the C-parameter C (e), the heavy mass 
M~/E~s (d), the difference of the heavy and light mass M)/E~s (e), 
the energy-energy correlation EEC (f) and its asymmetry AEEC 
(g) and the differential 2-jet rate D z (h) in comparison to the pre- 
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dictions of the JETSET 7.2 (PS) and (ME) model, the HERWIG 
5.1 model, the NLLJET 2.0 model and the ARIADNE 3.1 model. 
Comments on the tuning of the hadronic event generators are given 
in Sect. 4. The errors shown are statistical only. The detector cor- 
rections applied to the data are shown in the curves below the data 
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Table 1 a-g. Experimental differential distributions of the thrust T 
(a), the oblateness O (b), the C-parameter C (e), the heavy mass 

2 2 Mi,/E(,is (d), the difference of the heavy and light mass M~/E~s (e), 
the energy-energy correlation EEC as a function of the correlation 

T I 1/~,o, do'ldT 
0.625 0.025 • 0.005 • 0.003 

0.675 0.135 • 0.009 • 0.008 

0.725 0.315 4- 0.015 • 0.013 

0.77010.529 • 0.017 -4- 0.016 

0.810 

0.845 

0.875 

0.900 

0.920 

0.940 

0.955 

0.965! 

0.975 

0.985 

0.995 

0.918 • 0.029 • 0.018 

1.394 • 0.041 • 0.028 

2.091 • 0.051 • 0.063 

3.204 • 0.079 • 0.130 

4.54 • 0.09 • 0.18 

6.84• •  

10.02 • 0.19 + 0.40 

13.87 + 0.22 • 0.55 

16.46 • 0.23 • 1.15 

10.08 • 0.16 • 0.71 

1.22 • 0.05 • 0.12 

b 

0.01 

0.03 

0.05 

0.07 

0.09 

0.12 

0.16 

0.20 

0.25 

0.31 

0.38 

0.46 

e 

1/o%t d,r / d( M,~ / E~,.) 
0.005 34.06• 0.30 • 

0.015 20.88• 0.24 • 

0.025 11.32• 0.17 • 

0.035 7.45• 0.14 • 

0.045 4.97• 0.ii • 0.I0 

0.055 4.06• 0.II • 0.09 

0.065 3.03• 0.09 • 0.07 

0.075 2.41• 0.08 • 0.06 

0.090 1.71• 0.05 • 

0.ii0 1.28• 0.04 • 

0.130 0.90• 0.04 • 0.03 

0.150 0.64• 0.03 • 0.02 

0.170 0.43• 0.02 • 0.02 

0.190 0.31• 0.02 • 

0.215 0.20• 0.01 • 

0.245 0.12• 0.01 • 

0.275 0.045 • 0.005 • 0.012 

0.305 0.018-i- 0.003 • 0.007 

0.340 0.0021• 0.0005• 0.0013 

0.380 0.0006• 0.0003• 0.0005 

1/o'tot do'/dO 
9.09• +0.45 

11.17• 4-0.23 

7.13• •  

4.69• •  

3.603 • 0.079 • 0.072 

2.521• 0.047 • 0.050 

1.595 • 0.037 • 0.032 

1.042 • 0.029 • 0.021 

0.684 • 0.020 • 0.014 

0.368 • 0.014 • 0.011 

0.1642 • 0.0075 • 0.0066 

0.0395 • 0.0033 • 0.0019 

angle X (f) and the differential 2-jet rate D 2 as a function of Ycut 
(g). The first error represents the statistical uncertainty and the 
second error represents the experimental systematic uncertainty 

x[ ~ 
1.8 
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0.36 1.14• •  

0.41 0.94• •  

0.47 0.75• •  

0.53 0.61+0.02 +0.02 

0.59 0.52• •  

0.66 0.40+0.01 • 

0.74 0.31+0.01 +0.03 

0.82 0.17• •  

0.93 0.098 • 0.004 • 0.04 

E E C (  180~ - X) EECCx) 
0.7286 + 0.0069 • 0.0272 2.1810 + 0.0043 • 0.0409 

1.2404 • 0.0079 • 0.0284 1.2809 • 0.0037 • 0.0393 
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0.6312 • 0.0020 • 0.0103 0.4395 • 0.0012 + 0.0147 

0.4873 4- 0.0023 • 0.0096 0.3280 • 0.0011 • 0.0123 

0.3891 • 0.0020 • 0.0067 0.2588 • 0.0006 • 0.0101 

0.3183 + 0.0030 • 0.0068 0.2115 • 0.0009 • 0.0071 

0.2682 + 0.0019 • 0.0053 0.1794 • 0.0008 + 0.0045 

0.2249 • 0.0009 • 0.0036 0.1557 • 0.0007 4- 0.0027 
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0.1273 • 0.0009 • 0.0021 0.1017 • 0.0005 + 0.0020 

0.1173 • 0.0011 + 0.0020 0.0956 • 0.0006 • 0.0018 

0.1102 • 0.0012 + 0.0020 0.0910 • 0.0004 • 0.0018 

0.1030 • 0.0011 • 0.0018 0.0889 + 0.0007 • 0.0018 

0.0971 • 0.0008 • 0.0018 0.0857 • 0.0005 • 0.0016 

0.0921 • 0.0009 • 0.0017 0.0823 • 0.0005 • 0.0015 
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0.0857 • 0.0010 + 0.0017 0.0792 • 0.0007 • 0.0014 

0.0824 • 0.0008 • 0.0016 0.0789 • 0.0009 • 0.0014 

0.0817 • 0.0007 • 0.0016 0.0788 • 0.0007 • 0.0014 

0.0808 • 0.0012 • 0.0015 0.0795 • 0.0009 • 0.0015 

d 

0.005 

0.015 

0.025 

0.035 

0.045 

0.055 

0.065 

0.075 

0.090 

0.110 

0.130 

0.150 

0.170 

0.190 

0.215 

0.245 

0.275 

0.305 

0.340 

0.380 

1/O.,o, ~IdCM~IE~.) 
2.86+0.06 +0.06 

18.59• 0.20 • 0.40 

20.08 • 0.25 •  

13.29• 0.20 •  

9.08• • 

6.59• • 

5.11 • 0.12 • 

4.13• • 

3.04+0.07 • 

2.07• • 

1.47• • 

1.06• • 

0.71• • 

0.52• 0.03 •  

0.37• •  

0.20• • 

0.096 • 0.008 • 0.01 

0.040 • 0.005 • 0.008 

0.0058 • 0.001 • 0.0023 

0.0015 + 0.0007 • 0.0012 

g 

0.00 - 0.01 24.84 • 0.26 + 0.60 

O.O1 - 0.02 17.97 • 0.24 • 0.36 

0.02 - 0.03 II.87 • 0.21 • 0.24 

0.03-0.04 8 .36•177 

0.04 - 0.05 6.25 • 0.15 + 0.15 

0.05 - 0.06 4.97 • 0.14 • 0.12 

0.06 - 0.08 3.75 • O.11 • 0.09 

0.08 - O.lO 2.63 • 0.08 • 0.06 

0.i0 - 0.12 1.72 • 0.06 • 0.04 

0.12 - 0.14 1.34 • 0.05 • 0.03 

0.14 - 0.16 1.02 • 0.04 • 0.03 

0.16- 0.18 0 .74+0.04•  

0.18 - 0.20 0.63 • 0.03 % 0.04 

0.20 - 0.22 0.46• 

0.22 - 0.25 0.31• 0.02 • 0.04 

0.25 - 0.28 0.18 • 0.01 • 0.03 

0.28 - 0.31 0.07 • 0.01• 0.02 

0.31 - 0.32 0 .03•177  



guities. In particular the renormalization scheme is am- 
biguous and the scale parameter A has no well defined 
meaning. The NLLJET 2.0 model improves this situation, 
because here the PS evolution is based on the next to 
leading logarithmic approximation (NLLA). In this ap- 
proximation (including one loop corrections to the LLA 
and three body patton splittings) the theoretical ambi- 
guities mentioned above are no longer present�9 

For  the actual fragmentation, i.e. the formation of 
colourless hadrons, two approaches are used in the above 
models: 

H E R W I G  5.1 uses the concept of cluster fragmenta- 
tion. At the end of the shower development gluons are 
split into qq-pairs. The quarks are then combined into 
clusters obeying colour conservation. These clusters fi- 
nally decay according to phase space into hadrons. 

The other models use the Lund string fragmentation 
[23] as realized in JETSET 7.2. A colour flux tube or 
colour string is stretched between the final state partons. 
Emitted gluons act as kinks or excitations of the string�9 
The string may break and produce a new qc]-pair. This 
process stops when only on-mass-shell hadrons remain. 

A comprehensive overview of  these models is given in 
[22]. The JETSET 7.2 program both with matrix element 
and with parton shower option is run with parameters 
tuned to DELPHI  data [24]. For  the Monte Carlo pro- 
grams ARIADNE 3.1 and H E R W I G  5.1 the parameters 
as determined by OPAL [25] are used. The NLLJET 2.0 
program contains the same fragmentation parameters as 
the JETSET parton shower tuning. 

Figure 1 a-h  presents the normalized differential cross 
sections for the different event shape variables together 
with the predictions of the different Monte Carlo models�9 
The data, including statistical and systematic errors, are 
also given in Table 1 a-g. The curves below the data show 
the size of the experimental correction factor applied to 
the data. The correction factor is about 1.1 to 1.2 for all 
variables, except for regions near the phase space bound- 
aries. For  MZ/E2 s and O the correction factor is very 
close to unity over most of  the range�9 All distributions 
have been obtained from the analysis of charged and 
neutral particles except those of EEC and AEEC. In the 
case of these two variables the inclusion of neutral par- 
ticles leads to much bigger acceptance corrections, mainly 
due to the incomplete coverage with electromagnetic cal- 
orimetry in DELPHI,  and thus to larger systematic er- 
rors. 

The JETSET 7.2 PS model and the ARIADNE 3.1 
colour dipole model agree best with the data. Only in the 
AEEC distribution at 65 ~ < ,~ < 75 ~ the predictions of 
both models are slightly above the data. However this is 
also observed for the JETSET 7.2 ME and the NLLJET 
2.0 PS model. 

The JETSET 7.2 ME model is slightly below the data 
except for low T, high C, high M,Z/E2 s and high 
M 2/E2~ where it is significantly lower�9 In these regions 
events with many jets give large contributions. These are 
expected not to be well represented by the ME model. 

The new NLLJET 2.0 model describes the gross shape 
of all distributions. However, it has a tendency to be 
above the data for most of the data points. This is pre- 
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sumably due to a too large value of A used in the model 
leading to too many multijet events and too few 2-jet 
events. At large T and small C where the latter contribute, 
N LLJET  2.0 is found to be below the data. 

Results from H E R W I G  5.1 often lie below the 
data, especially in regions where 3-jet contributions are 
important, that is at central values of C, T, 
M~2,/E~s, M2/E2s, EEC and especially at large Ycut in 
D 2. Contrary to all other models, H E R W I G  is below the 
data in the AEEC distributions at large )C. 

5 Comparison with second order QCD 

All event shape variables discussed in Sect. 4 (thrust, ob- 
lateness, C-parameter, heavy jet mass, jet mass difference, 
energy-energy correlation, its asymmetry and the jet rates) 
share the property of being insensitive to the infrared and 
collinear divergences in perturbative QCD (i.e. they are 
infrared and collinear safe) and have been calculated 
to O (es 2) at the parton level. For  instance, for a shape 
variable X the weighted differential distribution is given 
by: 

1 X do-_c~(U) 
O'to t dX 2 

A (X) (1 

with 

.(A(X)2rrboln~---~+B(X)) (11) 

33 -- 2nr  
b ~  12zr 

Here the number of active flavours is denoted by n / (  = 5). 
The functions A and B can be computed by integrating 

�9 the second order QCD matrix elements calculated by El- 
lis, Ross and Terrano (ERT) [21]. Their numerical values 
are specific for each event shape variable. They further- 
more depend on additional jet resolution criteria if such 
are imposed in the O (c~) QCD analysis [26]�9 This will 
be discussed later in more detail. For  the case where no 
additional jet resolution criteria are imposed the func- 
tions A and B have been computed by Kunszt and Nason 
[5] for all shape variables used in this analysis. The run- 
ning coupling constant as at the renormalization scale tt 
is expressed as 

1 bl lnln A~ (12) 
c~s(~)= u ~  1 ~2 bg 

b 0 In ~2  In/12 

where A --A(MS~) s is the QCD scale parameter, computed 
in the modified minimal subtraction (MS) scheme for 
nf= 5 and b 1 = (153 - 19 nf)/24 ~2. 

Perturbation theory in second order leaves the renor- 
malization scale/~ undetermined. Recently choices of ~t 
in the range between M z and the b-quark mass have been 
proposed [27]. In the following the quantity f=g2/M2 
is conservatively varied in the full range between 0.002 
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all randomly distributed errors added in quadrature. The curves 
are fits to the data as described in the text. The scale parameter is 
set to f =  0.25. The hadronization corrections as calculated with 
the JETSET 7.2 PS model applied to the data are shown in the 
curves below the parton distributions 
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Table 2a, b. Values of o%(Mz) from a fit at three different scales 
~2/M2 z for the distributions thrust T, oblateness O, C-parameter 
C, heavy mass M2/E~,, difference of the heavy and light mass 
M~/E2~, energy-energy correlation EEC and its asymmetry AEEC 

Variable 
Fit Range Scale f as(Mz) star. exp. hadr. x2/NDF 

NDF 

T 0.250 0.135 4- 0.001 4- 0.001 4- 0.001 1.2 

0.7-0.9 0.050 0.125 4- 0.001 4- 0.001 4- 0.001 1.1 
19 0.002 0.112 4- 0.001 4- 0.001 4- 0.001 1.1 

O 0.250 0.145 4- 0.003 4- 0.003 4- 0.004 2.3 

0.1-0.3 0.050 0.134 4- 0.002 4- 0.001 4- 0.001 40. 

9 0.002 

C 0.250 0.133 + 0.001 4- 0.002 4- 0.001 1.3 
0.32-0.68 0.050 0.124 4- 0.0014- 0.001 4- 0.001 1.3 

16 0.002 0.111 + 0.001 4- 0.001 4- 0.001 1.2 
2 2 M[,/E~, 0.250 0.129 + 0.002 4- 0.001 4- 0.004 0.6 

0.05-0.20 0.050 0.123 4- 0.002 4- 0.001 4- 0.003 0.6 

14 0.002 0.121 4- 0.002 4- 0.001 4- 0.003 0.3 

Md /E 2 0.250 0.120 4- 0.001 + 0.002 • 0.004 1.6 / vi8 

0.06-0.20 0.050 0.119 4- 0.001 4- 0.002 4- 0.004 1.5 

13 0.002 0.115 4- 0.001 4- 0.001 4- 0.001 29. 

EEC 0.250 0.123 4- 0.001 4- 0.001 4- 0.001 2.8 

-0.72-0.72 0.050 0.117 4-0.001 4- 0.001 4- 0.001 2.6 

35 0.002 0.111 4- 0.001 + 0.001 + 0.001 7.5" 

AEEC 0.250 0.110 + 0.001 4- 0.003 4- 0.005 1.5 

0.12-1.0 0.050 0.108 4- 0.001 4- 0.003 4- 0.004 1.9 

21 0.002 0.111 =t= 0.001 4- 0.001 4- 0.002 14. 

D2 0.250 0.123 4- 0.001 + 0.001 4- 0.001 0.7 

0.05-0.15 0.050 0.117 4- 0.0014- 0.001 4- 0.001 0.6 

9 0.002 0.112 -t- 0.001 + 0.001 4- 0.001 0.5 

and the differential 2-jet rate D 2. In (a) the hadronization correc- 
tions are obtained with a parton shower Monte Carlo. In (b) the 
hadronization corrections are done with a matrix element Monte 
Carlo 

Variable 

Fit Range Scale f as(Mz) statf, exp. x2/NDF 

NDF 

T 0.250 0.129 4-0.001 4-0.001 1.5 

0.7-0.9 0.050 0.121 4-0.0014-0.001 1.4 
19 0.002 0.111 4-0.0014- 0.001 1.6 

O 0.250 0.111 4-0.0024- 0.001 0.2 

0.1-0.3 0.050 0.107 4-0.0024- 0.001 0.2 

:9 0.002 0.109 4-0.0024- 0.001 0.7 

C 0.250 0.127 4-0.001 4-0.002 1.7 

0.34-0.70 0.050 0.120 +0.001 4-0.001 1.4 

16 0.002 0.112 4- 0.001 4- 0.001 1.0 

M~/E~o 0.250 0.127 4-0.001 4- 0.001 1.9 

0.08-0.20 0.050 0.120 4-0.001 4- 0.001 1.8 
10 0.002 0.115 +0.001 + 0.001 1.5 

M~IE~I , 0.250 0.122 4- 0.001 :t= 0.002 1.7 

0.06-0.20 0.050 0.I18 • 0.0014- 0.002 1.6 

13 0.002 0.126 +0.0014- 0.003 1.7 

EEC 0.250 0.120 4-0.001 + 0.001 1.5 

-0.72-0.72 0.050 0.114 +0.001+0.001 0.6 

35 0.002 0.107 4-0.001+ 0.001 2.6 

AEEC 0.250 0.110 4-0.001 4- 0.002 1.0 

0.12-1.0 0.050 0.107 4-0.001 4- 0.002 0.9 

21 0.002 0.114 4-0.001 • 0.002 3.5 

D2 0.250 0.117 +0.001 4- 0.001 1.0 

0.05-0.15 0.050 0.111 4-0.001 + 0.001 0.7 
9 0.002 0.106 +0.001 • 0.001 0.5 

and 1 to estimate the uncertainty due to the unknown 
higher order  corrections. 

In (11) the differential distribution is normalized to 
the total hadronic  cross section O-tot and not  to the leading 
order cross section O-0 as in [5]. This results in the cor- 
rection factor  1 - o q ( M z ) / r c  where the Q C D  radiative 
correction to O-to t is evaluated at the renormalization scale 
M z . 

In order  to compare  the measured hadron  distribu- 
tions with the theoretical prediction, hadronizat ion cor- 
rections were performed in two different ways: 

1. using the par ton  shower (PS) opt ion o f  JETSET 7.2, 
2. using the E R T  matrix element (ME) option o f  
JETSET 7.2. 

Both generators use the Lund string fragmentation.  
For  method  1, hadronizat ion effects were evaluated 

according to the method proposed by Magnoli ,  Nason  
and Rattazzi  [28] by switching on and off  the hadroni-  
zat ion stage after the full par ton  shower development.  
The resulting "experimental  bare par ton  distributions", 
obtained after applying bin-by-bin corrections to the 

measured hadron  distributions, i.e. multiplying the data  
by the following ratio o f  weighted cross sections 

( 1  d o - ) / (  1 d o - )  

Chad = atot X d X  parto. ~tot X d X  h~dron (13) 

are shown in Fig. 2a-h .  The errors presented in these 
figures contain all randomly  distributed errors added in 
quadrature.  Also shown is the size o f  the hadronizat ion 
correction as evaluated with the JETSET 7.2 PS program. 

A(MS~) s and c%(Mz) were evaluated by performing fits 

o f  the O (e~) expressions (11) to the corresponding bare 
par ton distributions. In these fits the functions A and B 
tabulated in [5] were used and various renormalization 
sca les / ,2=  fM2z were chosen with f ranging f rom 0.002 
to 1. All fits were performed for a range o f  values o f  the 
shape variables in which 

�9 the contr ibut ion f rom 3-jet events is important ,  
�9 the experimental detector corrections are small, 
�9 the hadronizat ion corrections are small except for ob- 
lateness where they amount  to about  34%. 
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Table 2 contains the selected fit intervals for the eight 
distributions. 

The functions A and B from [5] do not include mass 
effects. In order to estimate the effect of  quark masses, 
the evaluation of as (Mz) was repeated but this time by 
calculating the quantity in the numerator  of  the correc- 
tion factor of  equation (13) for u-, d- and s-quarks only. 
This leads to an increase of  a s (Mz)  of 0.002 for the 
analysis of  the distributions in thrust, EEC and C-param- 
eter compared to the result presented in the following 
section. In all other cases the change of  as is found to be 
_+0.001 or even less. 

In method 2, hadronization corrections were evalu- 
ated from a retuned version of the ERT matrix element 
option of JETSET which is known to describe well most 
of  the measured hadronic distributions. In this analysis 
the default matrix element was used based on the cal- 
culation of ERT with the p resolution criterion [ 5] applied 
in the derivation of  the 3-jet matrix element for all dis- 
tributions except for the differential jet rates. Due to the 
introduction of this jet resolution definition Ymin ~ 0 in 
the calculation of the dressed O (as) matrix element, the 
hadronization correction computed by using the event 
generator yields corrected data at a dressed level. In ad- 
dition the event generator takes account of  the kinemat- 
ical effects due to the masses of  the generated dressed 
partons. 

While for method 1 the functions A, B of (11) are 
computed in [5] at the bare massless parton level, they 
have to be recomputed for the as analysis of  differential 
distributions corrected to the dressed parton level. The 
computat ion can be performed either by using the same 
ME Monte Carlo generator as used for the hadronization 
correction or analytically as, for instance, was done for 
thrust by Gutbrod et al. [26]. In the present work the A, 
B coefficients were computed from 12 sets of  2.106 events 
simulated with the ERT-p ME generator embedded in 
JETSET 7.2 for Ymin=0.01 and a grid of  A ~  
(50 MeV =< A ~g =< 400 MeV) and f (0.002 =< f=< 1) values. 
The resulting A, B coefficients were constant within sta- 
tistical errors except for small values of  f and large 
A ~s  *. Here the three-jet cross section as determined from 
the ERT matrix element is negative for an important part  
of  the phase space. Therefore the A, B coefficients cal- 
culated at small f and large A ~ s  have been excluded 
f rom the final averaging. For  the analysis of  differential 
jet rates the A, B functions were evaluated by using the 
JADE cluster algorithm in the ERT-E0 ME Monte Carlo 
[29]. In this way hadronization corrections could be kept 
to a minimum. 

Since hadronization corrections in method 2 are larger 
than in method 1, they were performed in the following 
way: 

�9 For  the global shape distributions in thrust, oblateness, 
C-parameter, jet mass, jet mass difference, and differen- 
tial jet rates the correction matrices Mij connecting bin j 

* We thank J.W. Gary and the OPAL collaboration for pointing 
out the sensitivity of as as determined from the AEEC if the A, B 
coefficients are evaluated at small f and large A 

at the parton level with bin i at the hadron level were 
evaluated as follows: 

( 1 d0-~ T M  ( 1 d0"~ partOn 
~totXdxji =~,M~/j ~totX dxj /  . (14) 

Inserting the parton cross section equation (11) into the 
right hand side of  (14) results in the O (a~) expression to 
be compared with the data. 
�9 For  the EEC and AEEC distributions a single event 
supplies entries into many bins and the correction matrix 
cannot be evaluated in a straightforward manner. There- 
fore bin-by-bin corrections were applied before perform- 
ing QCD fits as in method 1. 

It  should be noted that the two methods to correct for 
hadronization are some kind of extremes. In method 1 
the hadronization corrections are small, since one cor- 
rects to a parton level with many (typically nine) gluons, 
so the parton shower is expected to have a structure al- 
ready close to the final state hadrons, while in method 2 
the corrections are larger since one corrects to a parton 
level with at most four partons, as given by the exact 
second order matrix element. 

Both methods have their advantages and disadvan- 
tages: The disadvantage of the second method is that the 
soft and /o r  collinear gluons have to be cut away in order 
to eliminate the divergent regions in the matrix element, 
which would otherwise lead to unphysical negative cross 
sections in the corresponding parts of  phase space in the 
Monte Carlo. The effect of  these missing partons has to 
be simulated by the fragmentation. In case of  method 1 
the cut off on the soft- and collinear gluons is much lower: 
typically an invariant mass of  1 GeV is required between 
any pair of  partons in the PS models, while in the ME 
models this cut off has to be as high as 13GeV at 
] /s  = 90 GeV. The disadvantage of  method 1 is that no 
exact calculation corresponding to the parton level of  the 
PS model exists and comparing a second order expression 
with at most  two gluons with a parton level with typically 
nine gluons is only correct if the effect of  the additional 
soft gluons in the parton shower is negligible. However, 
a comparison of  the two methods gives an estimate of  
the importance of  these higher order corrections. There- 
fore, the complete analysis was done using both methods. 

6 Results from the analysis of eight event 
shape distributions 

6.1 Experimental results 
Two series of  fits to the measured event shape distribu- 
trions were performed corresponding to the two methods 
used for applying the hadronization corrections. Values 
of  A ~s  were determined for each shape distribution for 
various values of  the renormalization scale/z. Using (12) 
the corresponding a s (Mz)-values were obtained. The re- 
sults are presented in Fig. 3 a, b which contain the full 
information that can be extracted from the different ex- 
perimental distributions. 
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Fig. 3a, b. Values of cq (Mz) at different scales of l12/m2z for the 
distributions thrust T, oblateness O, C-parameter C, heavy mass 
MtZ/E2,, difference of the heavy and light mass MZ/E2~, energy- 
energy correlation EEC and its asymmetry AEEC and the differ- 
ential 2-jet rate D 2. The errors show some typical statistical and 
experimental systematic errors added in quadrature. The hadron- 
ization corrections are done with the JETSET 7.2 PS model in (a). 
The hadronization corrections are done with the JETSET 7.2 ME 
model in (b) 

Table 2a, b list for both methods the fit range and (for 
three values of f=la2/s of 0.002, 0.05, and 0.25) the val- 
ues of e~ (Mz), the statistical error, the error due to the 
systematic uncertainty of  the experiment and of the data 
selection. For  method 1 the systematic uncertainty due to 
the hadronization correction is also given. The last col- 
umn indicates the value of X 2 per number of degrees of 
freedom for the fits. Since the EEC histogram contains 
about 15 million entries the pure statistical error in the 
fit was enlarged by a factor of  two to take account of  
random systematic errors.. 

The systematic error due to experiment and data anal- 
ysis has been obtained by repeating the ~s determination: 

�9 for different cuts on the angle between sphericity axis 
and beam axis, 
�9 with an even stricter event selection which forced all 
hadronic particles to be fully contained in the barrel part  
of  the detector, 
�9 by using hadronic distributions obtained from analys- 
ing charged particles only, 
�9 with different estimates of  the track reconstruction ef- 
ficiencies for charged tracks, 
�9 with a different evaluation of the detector corrections 
by using the ME option of the JETSET 7.2 Monte Carlo 
instead of the PS option. 

For  method 1 the systematic uncertainty due to the had- 
ronization correction was estimated by repeating the 
analysis using different models for evaluating the size of 
this correction : JETSET 7.2 with different tunings, HER-  
W I G  5.1 and A R I A D N E  3.1. The N L L J E T  2.0 model, 
with its present tuning, does not describe the data ac- 
curately enough and thus its inclusion in the evaluation 
of the systematic uncertainty due to the hadronization 
correction was not justified. The hadronization error of 
method 1 is in the range AC~s= +0.001 to +0.005, varies 
from observable to observable and also depends on the 
scale f (compare Table 2a). The average hadronization 
error is A e s =  •  (hadr.). Since the only ME model 
available was the JETSET ME model, the systematic er- 
ror due to the hadronization correction in method 2 could 
not be evaluated in the same way as for method 1. For 
this reason a larger error was assumed: AC~s= 4-0.003. 

Figure 3a shows ~s (Mz) versus in f for the case where 
hadronization corrections were evaluated using the PS 
option of JETSET 7.2. Some typical errors are indicated, 
showing the statistical error and the systematic error due 
to the experiment added in quadrature. Results of  the 
QCD fits are not shown i f x a / N D F  > 10 or if the second 
order correction diverges. At large values of  the scale 
factor f one observes a rather large spread of the ~s (Mz) 
values obtained from the analysis of  the different shape 
distributions, e.g. 0.112 =< es =< 0.145 for f =  1. At smaller 
values of  the scale factor a more consistent picture 
emerges. This may be related to the fact pointed out in 
[30] for the thrust distribution, that small scales simulate 
the effect of  resummed leading and next-to-leading log- 
arithmic terms not accounted for in the theoretical for- 
mula. This is also to be expected for the distributions of  
the other variables used in the present paper. 



The results obtained from fits to shape distributions 
involving hadronization corrections using the ME model 
are summarized in Fig. 3b and Table 2b. At large f the 
spread of  the as (Mz) values obtained from the eight shape 
distributions is again large, 0.113 =< as =< 0.138 for f =  1, 
however the curves show a more coherent behaviour than 
in Fig. 3 a. 

6.2 Average c~ s as function of  the scale 

As already stressed, the curves of  Fig. (3a, b respresent 
an exhaustive summary of  the available experimental in- 
formation. There is no unique procedure to obtain from 
them an average value of as with its error because of  the 
(intrinsically ambiguous) dependence of the as values from 
the individual observables on the renormalization scale 
f. This subject is much debated. 

Whatever method is adopted, the strong correlations 
of the as values of the different observables have to be 
considered when computing any average. For instance, 
it would be wrong to deduce for f =  1 a large value of 
as (Mz)  from the fact that in Fig. 3a there are several 
observables giving an as value of the order of  a s = 0.14, 
because the eight observables used are not independent. 

The following procedure was then developed to com- 
pute the average value of as (Mz)  for any given f. Firstly, 
the correlation coefficients plj needed for the calculation 
of an average were estimated by simulating 60 samples 
of events from the JETSET 7.2 PS Monte Carlo program. 
For each sample of events the eight distributions were 
evaluated and 8 times 60 QCD fits were performed to 
determine the values e~l with l = 1 to 60 for f =  0.25. From 
these as values the error matrix was computed as C ~j= 

i l  i ((as - ~ s )  ( ~ l - a ~ ) )  with ' i, ~ s = Z ~ s / 6 0  and the corre- 
lation coefficients p i J = c i J / ~ i i c J J  were obtained. 
Table 3 contains the correlation coefficients obtained for 
f =  0.25. These matrices can be used to compute the av- 
erage at all values o f f ,  since the final result for a s changes 
by much less than 0.001 when using correlation matrices 
calculated for f = 0 . 0 2 .  The matrix elements depend 
strongly on the cuts and fit intervals used for the 
individual variables and thus are specific to the present 
analysis. 
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The procedure to be adopted from this point on to 
derive an average value of as (Mz)  and its error is not 
defined and to some extent is arbitrary. Two kinds of 
averages are implied: one on the values derived from the 
distributions of  the eight observables, the other on the 
scale factor f. Since the average on the eight observables 
is better defined, it was performed first by assuming that 
the es values from all observables were a priori equivalent 
so that, for the calculation of  the average es values, equal 
(but arbitrary) errors were assigned to each measured as 
value. Then for each value of  f the average a s was cal- 
culated considering the correlations between the variables 
determined in the way described above. The errors of  
these average values were determined by rescaling the 
initial errors used such that the )~2 per degree of  freedom 
was l for each f individually. In doing this the correlations 
were taken into account. This procedure gives larger er- 
rors for the f-values where the spread of the curves of 
Fig. 3a is larger. Note that the uncertainty of the as values 
from the individual observables computed in this way 
were in the range 0.006 to 0.018 for method 1 and 0.006 
to 0.013 for method 2. The former value in both cases 
refers to small scales around f~0 .005,  the latter to f = 1. 
Thus the errors found were much larger than the exper- 
imental errors or the hadronization errors of the e s values 
of the different observables. 

The average cr s values as a function of  f determined 
from the points shown in Fig. 3 a for thrust, C-parameter, 
heavy jet mass, jet mass difference, energy-energy cor- 
relation and its asymmetry and the differential jet rates 
using a hadronization correction obtained with the PS 
model are shown in Fig. 4a. By comparing these c% values 
with those from the individual observables in Fig. 3 a one 
can gauge the influence of  the correlations between the 
as values from the different observables. 

Next the average over a was performed. For  this av- 
eraging the logarithmic scale of  the figures was chosen, 
as suggested by the appearance of lnp 2 in (11) and (12). 
Taking the weighted average of the c% values for the dif- 
ferent scales gives (c% (Mz~)) = 0.115 indicated by the 
dashed horizontal line in Fig. 4a. The unweighted average 
was 0.002 higher. Omitting one variable at a time from 
the averaging procedure leads to maximal changes of  

Table 3. Correlation coefficients as used for the PS analysis (above the diagonal) and the ME analysis (below the diagonal). The sta- 
tistical error of the coefficients is of the order 10% 

M 
E 

T 
C 

2 2 

2 2 

EEC 
AEEC 
D2 
0 

PS 

T C 2 2 2 E 2 Mr;/E,,i s M • / ,m EEC AEEC D 2 

1 0.54 0.55 0.59 0.77 0.56 0.32 
0.69 1 0.77 0.61 0.66 0.33 0.45 
0.73 0.58 1 0.59 0.68 0.33 0.46 
0.55 0.47 0.71 1 0.61 0.34 0.44 
0.52 0.56 0.51 0.5l 1 0.75 0.28 
0.61 0.44 0.48 0.38 0.68 1 - 0.05 
0.34 0.52 0.33 0.48 0.36 0.19 1 
0.23 0.32 0.21 0.45 0.43 0.11 0.54 

T C 2 2 2 E 2 M~; lEvi S M j / v~s EEC AEEC D 2 

T 
C 

MS/EL 
EEC 
AEEC 
D2 
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Fig. 4a-c.  Averaged values of C~s(Mz) at different scales of 
p2/M~ for hadronization corrections done with the JETSET 7.2 
PS model (a) and with the JETSET 7.2 ME model (b). The error- 
bands shown indicate the disagreement between the a~ values ob- 
tained from the different observables due to missing higher order 
corrections in the theoretical calculations 

Aas = + 0.005 in case of  AEEC and Aas = -0 .001  for T. 
Combining this average value with the average experi- 
mental and hadronization errors from Table 2a, method 1 
gives: 

Method 1" <~s (Mz)) = 0.115 _+ 0.002 (exp.) 

_+ 0.002 (hadr.) .  (15) 

Evaluating average values of  ~s (Mz) from the a s values 
of  the eight observables as function of f by the same 
method as described above but this time with hadroni- 
zation corrections being performed using ME models 
leads to the result shown in Fig. 4b. The same weighted 
average is < a s ( M z ) ) = 0 . 1 1 1  _+_0.005, indicated by the 
dashed horizontal line in Fig. 4b. The unweighted aver- 
age is higher by Ae S = 0.001. Omitting one variable at a 
time from the averaging procedure leads to a maximal 
change of Aas = + 0.004 in case of  AEEC. The largest 
negative change is smaller than 0.001. The value 

Method 2: <~s(Mz))  =0.111_+0.002(exp.) 

+ 0.003 (hadr.) (16) 

is quoted as the result of  the analysis where hadronization 
corrections are evaluated using the ME model. Here a 
larger systematic error due to the hadronization correc- 
tion was assumed as for method 1. 

For  completeness, in Fig. 4c the scale dependence of 
the simple average c% from the PS and ME analyses is 
shown. 

6.3 Estimate of the scale error 

Finally the so called "scale" error has to be added to the 
results (15) and (16). This is the most difficult one to 
estimate since it is connected to the fact that calculations 
have only been performed up to O (a2). In fact, if all 
higher order corrections were known, the curves of  
Fig. 3a, b would be flat and all the values of  a s (Mz)  
derived from the different variables would coincide within 
the experimental and hadronization errors. Thus the last 
error to be considered is due to the ignorance of higher 
order QCD terms, and should be indicated as "higher 
order" correction error. In all previous analyses, when 
considering one variable at a time, the qualification "scale 
error" was used for it because it appeared as an un- 
avoidable dependence of as (Mz)  on the unknown scale 
gt. For  simplicity the same name is kept even in the present 
context of  a more elaborate consistefit multivariable 
analysis. 

The most natural estimate of  the error on the average 
value of a S is the average over f of  the errors shown in 
Fig. 4a, b: the average error +0.006 can therefore be 
interpreted as the scale error. This range is fully com- 
patible with the variation of the average value of as (Mz)  
in the f-range 0.002 to 1, a criterion often used in the 
past to obtain the scale error. 

Other estimates of  the same error follow from the 
maximum range o f ~  values found by using two different 
approaches : 

�9 Guided by the criteria of  "minimal sensitivity (MS)" 
[31, 32], the minima of  the curves which appear at dif- 
ferent scales in Fig. 3a give a value of a S in the range 
0.108 =< as (Mz)  ~ 0.119 for method 1 and from Fig. 3 b in 
the range 0.106=<~s(Mz)=<0.117 for method 2. The cri- 
terion of "fastest apparent  convergence (FAC)" [33] gives 
very similar ranges from MZ/E~s, M~/E~s and AEEC. 
�9 For each of the event shape distributions (except ob- 
lateness in case of  method 1 ) a scale factor f can be found 
inside the range 0.002 =< f =< 1 so that the analysis is con- 
sistent with a value of as (Mz)  between 0.112 and 0.119 
for method 1 and a s (Mz)  between 0.113 and 0.117 for 
method 2. This estimate is based on the observation that 
each observable has its own "optimized" scale so that the 
common band defines different f-intervals for the various 
observables. 

The corresponding two ranges of  a s for each method 
partially overlap, The overall uncertainty range from the 
above criteria is 0.108+0.119 for method l and 
0.106+0.117 for method2.  The average difference is 
• 0.006 with respect to the corresponding average value, 
in agreement with the first estimate. 



Another estimate of the scale error can be made by 
computing the variation of as when second order correc- 
tions are added to first order ones. The second order 
correction for the average as is -0 .33 .  For a simple ex- 
ponential series this value implies third order corrections 
of the order of 0.005. 

With respect to the central value o fa  S (Mz), it is worth 
remarking that the MS or FAC criteria prefer a s values 
close to the minima of the curves in Fig. 3a, b. As the 
scale dependences of the individual observables differ, 
the average as determined above is necessarily biased to- 
wards values which are too large. 

Finally it can be noted that the two methods used to 
apply the hadronization corrections provided central val- 
ues which disagree by 0.004 only. This is an independent 
justification of the magnitude of the scale error because 
higher order effects were corrected differently in the two 
analyses. 

In conclusion a scale error Aas = _ 0.006 can be as- 
signed to both methods so that (15) and (16) become 

Method 1 : 

as (Mz) = 0.115 _+ 0.002 (exp.) 

+ 0.002 (hadr.) + 0.006 (scale) (17) 

Method 2: 

a s (Mz)=0 .111  + 0.002 (exp.) 

+ 0.003 (hadr.) + 0.006 (scale). (18) 

6.4 Discussion of the results 

The average value 

as (Mz) = 0.113 • 0.002 (exp.) 

- 0.003 (hadr.) + 0.006 (scale) (19) 

is quoted as the result of a coherent analysis of the event 
shape distributions where hadronization corrections were 
performed using PS and ME models. With reference to 
Fig. 4 it has to be remarked that the central values of  cq 
are obtained for a scale f ~ 0 . 0 5  (i.e. for It = 2 0  GeV), 
which can be considered as a reasonable scale. 

The errors quoted in (17) and (18) do not contain the 
possible dependence of the correction factors given in 
(13) and (14) on f .  In fact in all cases the correction to 
the parton level has been calculated with a small value 
of f ,  since both in the PS and ME models this factor has 
to be small in order to obtain a good description of the 
data (Q2=0.002 . s  in ME, Q2~p2 of the gluon in PS). 
The dependence of the results on this assumption was 
studied by fitting a S in the ME Monte Carlo directly to 
the data for four different values of f (0.002, 0.01, 0.1 
and 1, respectively). The resulting f dependence of as 
was similar, even after optimizing the fragmentation 
parameters for each value of f .  The absolute values 
o f a  S obtained with this method were compatible with the 
results of method 2. 
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7 Measurement of  a s from the hadronic 
and leptonic cross sections 

The QCD dependence of  the hadronic width of the 
Z-boson has been calculated to 3rd order in as [5, 34]" 

( 4m~ r _~(~=o)  1+ 1~ 
�9 h a d - - *  had  Mz2 

(, + .41 4 h 2 2 ~q (% + vq) 

2 3 2 ( m 2 G--:ah l+21n  ~@2"]\ M~} ~ cq 
Zq(a~+Vq~2) / 

31 
(20) 

- o 6 3 2  ( ) 4 -  61n 
\ 2 m  t / m, 

aq = 1 

Uq = 1 --4lqlsinZOw . 

The term containing the mass of the b-quark, m b, is given 
above in 1st order. Neglecting it changes the measured 
value of  as only by 0.003. Taking into account leading 
log corrections to the b-quark mass dependent part [35] 
lowers as by less than 0.001. The top mass (mr) dependent 
correction in second order originates from Z-propagator 
corrections to the axial coupling of the b. Changing m, 
from 130 to 180 GeV changes the measurement of as by 
about 0.002. The third order correction of  this type is 
only partially known. Neglecting the complete third term 
lowers the measured value of as by 0.001. 

As the hadronic width is strongly affected by loop 
corrections depending on the unknown masses of the top 
quark and the Higgs boson it cannot be used directly to 
determine the strong coupling constant. Those correc- 
tions however largely cancel if the ratio of the hadronic 
to the leptonic partial width is used instead. If the stan- 
dard model of electroweak interactions with three mass- 
less neutrino species is assumed additional information 
can be obtained from the relation: 

. . . . .  ..... 
\ Fz ( a s ) + 3 + 3  . (21) ~z  \ ~ /  / 

In order to take all correlations correctly into account 
the hadronic and leptonic cross sections measured 
by DELPHI  [36] were refitted using the program 
Z F I T T E R  of Bardin et al. [37] with free parameters M z, 
F~, as, and F z in case of the model independent fit. 
The QCD correction was done outside ZFITTER.  
The top quark mass was fixed in the interval 
m, = 139 _+ 32 (stat) _+ 20 (m~/) GeV [38]. The Higgs mass 
was varied between 50 and 1000 GeV taking the corre- 
lation with the top quark mass into account. The results 
of  the fits are: 
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as = 0.110 _+ 0.044 (exp.)  _ 0.004 (m,, m~/) f rom Fhad 
r , '  

a S = 0.094 + 0.035 (exp.) _ 0.004 (m,, mH) f rom SM fi t .  

A l t h o u g h  the errors  are large it is interest ing to observe 
the good  agreement  o f  the as de te rmined  f rom the event 
shapes and  the as de te rmined  using the hadron ic  width  
o f  the Z since in the la t ter  case the theoret ical  uncer ta in-  
ties and  the scale dependence  are small  and  no f ragmen-  
ta t ion  cor rec t ion  is necessary.  

8 Conclusions 

Different ia l  d is t r ibut ions  o f  eight hadron ic  shape var ia-  
bles ( thrust ,  oblateness ,  C-parameter ,  heavy je t  mass  and 
je t  mass  difference, energy-energy cor re la t ion  and its 
a symmet ry  and different ial  je t  rates)  correc ted  for init ial  
s tate p h o t o n  rad ia t ion  and  de tec tor  effects have been 

measured  at  1~  = M z by the D E L P H I  co l labora t ion .  The  
d a t a  were c o m p a r e d  to the predic t ions  o f  var ious  Q C D -  
based  models .  In o rde r  to test quant i ta t ive ly  the consis-  

2 tency o f  the results ca lcula ted  with Q C D  to order  as ,  an 
analysis  was pe r fo rmed  for  each of  the d is t r ibut ions  after  
eva lua t ing  the had ron iza t ion  effects with two methods .  
In  bo th  cases the renormal iza t ion  sca le /~  was a l lowed 
to vary  between less than  m/, and  M z. When  the 
had ron i za t i on  correc t ions  were ca lcula ted  by using par-  
ton  shower  models ,  the analysis  gave as ( M z )  -- 0.115 
_+ 0.002 (exp.)_+ 0.002 (hadr . )  + 0.006 (scale).  Here the 
first e r ror  conta ins  the stat is t ical  e r ror  and  the systematic  
exper imenta l  uncer ta in ty ,  the second represents  the sys- 
temat ic  uncer ta in ty  o f  the had ron iza t ion  correc t ions  us- 
ing p a t t o n  shower  models ,  and the th i rd  indicates  the 
spread  o f  as values due to missing higher  o rder  correc-  
t ions in the theoret ica l  ca lcula t ions  as far as it could  be 
es t imated  in the f r amework  o f  the present  O (a~) analysis.  
The  co r respond ing  result  ob ta ined  when had ron iza t ion  
correc t ions  were eva lua ted  by using the mat r ix  e lement  
mode l  is as ( M z )  = 0.111 + 0.002 (exp.)  + 0.003 (hadr . )  
_+ 0.006 (scale).  In  bo th  analyses  the corre la t ions  between 
the as values f rom the different  observables  were taken  
into account  when eva lua t ing  the average as values. 

In  conclus ion the value 

as ( M z )  = 0.113 • 0.007 

is the final result  ob ta ined  f rom the analysis  o f  eight event  
shape  dis t r ibut ions .  A n  add i t iona l  measurement  o f  as 
f rom hadron ic  and leptonic  cross sections yielded results 
in agreement  with this value but  with much  larger  errors.  

The  result  is in good  agreement  with a recent  analysis  
[39] o f  deep inelast ic  s t ructure  funct ions [40] which lead 

to a s ( M z )  = 0.109 _ § 0.0080"007 and  with previous  LEP  results 
[1-41 . 
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