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Quantification of Expectations.
Are They Useful for Forecasting Infiation?
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ABSTRACT

Business tendency surveys are commonly used to provide estimations ofa wide
range of macroeconomic variables before the publication of official data. The
qualitative nature of data on the direction of change has often led to quantifying
survey results making use of official data, introducing a measurement error due
to incorrect assumptions. Through Monte Carlo simulations it is possible to iso-
late the measurem.ent error introduced by incorrect assumptions when quanti-
fying survey results. By means of a simulation experiment we check the effect
on the measurem.ent error of respondents diverging from, "rationality". We also
analyse the predictive performance of different quantification methods for four-
teen EU countries and the euro area. We fmd that allowing for asymmetric and
stochastic response thresholds (indifference interval) produces a lower meas-
urement error and more accurate forecasts.

1. INTRODUCTION

Business and consumer surveys provide detailed information about
agents' expectations. The fact that survey results are based on the
knowledge of the respondents operating in the market and are rapidly

available makes them very valuable for forecasting purposes and decision-
making. Survey results are presented as weighted percentages of respondents
expecting a particular variable to go up, to go down or to remain unchanged.
The qualitative nature of data on the direction of change has often led to quan-
tifying survey results making use of official data.

The most common approach for quantifying survey expectations is
assuming that respondents report a variable to go up or down if the mean of
their subjective probability distribution lies above or below a threshold level
(indifference interval). Carlson and Parkin (1975) suggested using a normal
distribution together with symmetric and constant threshold parameters.
Mitchell (2002) and Balcombe (1996) find evidence that normal distributions
provide as accurate expectations as any other stable distribution.
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Since survey data are approximations of unobservable expectations,
they inevitably entail a measurement error. Several refinements have been
proposed in order to reduce the measurement error introduced by incorrect
assumptions (Mitchell et al 2004; Loffler, 1999; Berk, 1999; Dasgupta and
Lahiri, 1992; Seitz, 1988). Monte Carlo simulations can isolate the measure-
ment error introduced when quantifying survey results, but there have been
few attempts in the literature to compare quantification methods in a simula-
tion context. Common (1985) and Nardo and Cabeza-Gutes (1999) analyse dif-
ferent quantification methods focusing on rational expectations testing rather
than on their forecasting ability. Loffler (1999) estimates the measurement
error introduced by the probabilistic method, and proposes a linear correction.

In this paper we design a simulation experiment in order to compare
different quantification methods in terms of their forecasting performance,
and to estimate the magnitude of the measurement error introduced by dif-
ferent assumptions. By means of Monte Carlo simulations we also check the
effect on the measurement error introduced by the various procedures as
respondents diverge from 'rationality'.

The paper also analyses the predictive performance of different quan-
tification methods. Using survey data on price expectations for fourteen EU
countries and the euro area, we find that allowing for an asymmetric and sto-
chastic indifference interval results in lower measurement errors and pro-
duces more accurate forecasts than other quantification procedures.

The paper is organised as follows. The second section presents the var-
ious methods used for quantifying business survey data. Section three
describes the simulation experiments. Section four describes the data and
analyses the relative forecasting performance of the estimated series of expec-
tations generated by the quantification methods described in Section two.
Section five concludes.

2 . QUANITIFICATION OF DATA ON THE DIRECTION OF CHANGE

Unlike other statistical series, survey results are weighted percentages of
respondents expecting an economic variable to increase, decrease or remain
constant. As a result, tendency surveys contain two pieces of independent
information at time t, i?̂  and F(, denoting the percentage of respondents at
time t-1 expecting an economic variable to rise or fall at time t The informa-
tion therefore refers to the direction of change but not to its magnitude.

A variety of quantification methods have been proposed in the literature
in order to convert qualitative data on the direction of change into a quantita-
tive measure of agents' expectations. The output of these quantification pro-
cedures (estimated expectations) can be regarded as one period ahead fore-
casts of the quantitative variable under consideration. In this paper we apply
the following quantification methods using agents' expectations about the
future (prospective information):
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2.1 Balance (BAL)

Anderson (1951) defined the balance statistic (R^ -FJ as a measure of the aver-
age changes expected in the variable.

2.2 Anderson's Regression (AND)
Anderson (1952) was the first to formalise the relationship between actual
changes in a variable and respondents' expectations. Let ŷ  be the actual aver-
age percentage change of an aggregate variable Y^, and y^ the change for agent
i, then up to a mean zero disturbance ,̂:

(1)

where a and P are two positive unknown parameters. OLS estimates ofa and
P are then used to obtain forecasts of i/j for one period ahead:

j,,,=d^,,,-P7;,, (2)

denoting i?t+j and F̂ +j the percentage of firms at time t expecting industrial
prices to rise and fall at time t+1, respectively.

2.3 Pesaran's Regression (PES)
Pesaran (1984) extended the above model to allow for an as3mimetrical rela-
tionship between t/j and y^ in periods of increasing inflation:

(3)

where (̂ is not necessarily homoschedastic and uncorrelated. The non linear
estimates of the parameters in (3) are then used to derive estimates of ŷ  for
period t+1:

2.4 Carlson-Parkin's probability approach (CP)
The probability approach was developed by Carlson-Parkin (1975) along the
lines suggested by Theil (1952). The method is based on the assumption that
each respondent i answers according to a subjective probability distribution
which is conditional on the information set available up to that moment, Q,,.
As a result, they report 'no change' in y;(+i if their expectation j>, ,̂ , lies inside
an indifference interval (- a,,+, ,6,,,+,) , an increase if j>,,+, ^ ,̂,+, , and a fall if
j>,,̂ , :<-a,,^., . The response thresholds a^+i and b;(+] are assumed to be sym-
metric and fixed both across firms and over time, a,,+, =6,,,+, =^ , ^ i,t . If
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the subjective probability distributions are assumed to be independent and to
have the same form across respondents, an aggregate density function

) be derived, yielding:

(5)

Carlson and Parkin (1975) assumed t h a t / (.) were normally distributed and
estimated X by assuming that over the sample-period j>̂ ,̂ is an unbiased esti-
mate of y^:

Ar-D —
'=' f - r

2.5. Carlson-Parkin's probability approach with an asymmetric indifference
interval (ACP)
By relaxing the assumption that response thresholds are symmetric, equation
(5) becomes:

. ^¥j^i±ar^ (7)

Parameters a and b are unknown; they can be estimated by regressing ŷ  on
survey expectations:

y, = K , - ^a, + ", (S)

where M, ~ Â (O,CT̂ ' ) and J:,, = / , /(/, - r,) and x,, = f,l{f - /; ).

2.6. Berk's probability approach (BK)
Berk (1999) proposed estimating 1 in (5) as:

2.7. Seitz's probability approach (TVP)
By relaxing the assumption that thresholds a^^ and bjj are fixed across time,
equation (3) becomes:
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where JC,+i =L^A, ^a, J and P,+| =l-o,+i ^,+iJ- In order to obtain estimates of P̂ ,
Seitz (1988) used Cooley and Prescott's (1976) time-varying parameter model,
assuming that the parameter vector was subject to permanent and temporary
shocks:

where P,P is the permanent component of the variation in the parameters, and
(p, is its temporary component, cp, ~ A (̂0, (1-7)0 ̂ I and (̂^ ~ A (̂o,yCT l̂) are
assumed to be mutually uncorrelated and independent.

2.8. State-Space approach with random walk response thresholds (SSI)
Instead of using Cooley and Prescott's time-varying parameter model to obtain
estimates of y,+i in (10), Claveria et al (2004) suggested a more general model
that allows for asymmetric and dynamic response thresholds and that would
include Seitz's method as a particular case. In this generalisation, response
thresholds are generated by a random walk process:

(12)

, , ,
(13)a, =a,., + w,

where v^ and w^ are two independent and normally distributed disturbances
with mean zero and variance aj^ and aj^. The initial conditions are assumed
to be zero.2 The relationship between yj and the response thresholds is linear
and is expressed in the measurement equation (12). The unknown state is
assumed to vary in time according to the linear trsinsition equation (13). The
Kalman filter is used to estimate the variances and to derive estimates of

2.9. State-Space approach with autoregressive response thresholds (SS2)
This generalisation, in which response thresholds are generated by a first-
order Markov process, is based on the following state-space representation:

(14)

a, = pa,_, + w,

where (j) and p are the autoregressive parameters. As in (13), f, and Wi are two
independent and normally distributed disturbances with mean zero and vari-
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ances aj^ and aj^. Supposing null initial conditions, the Kalman filter is used
to estimate the variances and the autoregressive parameters.

3. THE SIMULATION EXPERIMENT

The differences between the actual vadues of a variable and quantified expec-
tations may arise from three different sources (Lee, 1994): measurement or
conversion error due to the use of quantification methods, expectationed error
due to the agents' limited ability to predict the movements of the actual vari-
able, and sampling errors. Since survey data are approximations of unobserv-
able expectations, they inevitably entail a measurement error.

Through Monte Carlo simulations it is possible to distinguish between
these three sources of error and to isolate the measurement error introduced
by incorrect assumptions when quantifying survey results, but there have
been few attempts in the literature to compare quantification methods in a
simulation context. The aim of this section is to design a simulation experi-
ment that allows us to analyse the size of the measurement error of each esti-
mated series of expectations and the forecasting performance of each of the
quantification methods described in Section two.

3.1. Description of the experiment
In order to compare different quantification methods in terms of their fore-
casting performance, and to estimate the magnitude of the measurement error
introduced by different assumptions, the experiment is designed in four con-
secutive steps:

(i) The simulation begins by generating a series of actual changes of a
vgiriable. We consider 50 agents and 200 time periods. Let y^ indicate the per-
centage change of variable Ŷj for agent i from time M to time t Additionally
we suppose that the true process behind the movement of y^ is given by:

y,,=d,+s, (16)

1 = l,...,50, t = l,...,200 and d^ = -0.05 + 0.9y^(., where d^ is the deterministic
component. The initial value, ŷ o = 0.9, is assumed to be equal for all agents.-'
Ejj is an identical and independent normally distributed random variable with
mean zero and variance aj^ = 8. The average rate of change, y^, is given by

y = 1/ V v The same weight is given to all agents.
'' ' /50 '^ ' "
(ii) Secondly, we generate a series of agents' expectations about ŷ  under the
assumption that individuals are rational in Muth's sense:'*

where y^^ has the same deterministic part as y^ but a different stochastic term
Cit. We derive y' = 1/50̂ .̂;''. Additionally, we assume that <T,̂  =C7^ ^l . All
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the values given to a^ and (j^, and to the indifference interval are set to sim-
ulate actual business survey series.

(iii) The third step consists of constructing the answers to the business
surveys. The answers are given in terms of the direction of change, i.e., if the
variable is expected to increase, decrease or remain unchanged. We assume
that agents' answers deal with the next period and that all agents have the
same constant indifference interval (-a, b) with a = b = 5. If y'^S , agent i
answers that Y^ will increase; if y'^ < -5 , i expects Y^ to decrease; while the
agent will report no change if -5< j^" < 5 . With these answers, qualitative
variables R^ and F^ can be constructed. R^ (F̂ J takes the value 1 (0) whenev-
er the agent expects an increase (decrease) in Y^. i?, and F̂  are then con-
structed by aggregation.

(iv) The fourth step of the simulation experiment consists of using dif-
ferent quantification methods to trace back the series of actual changes of the
generated quantitative variable, y,, from the qualitative variables. We will refer
to these expectations as estimated expectations in order to distinguish them
from those that are unobservable. With the aim of analysing the performance
of the different proxy series, we use the last 100 generated observations.
Keeping the series of actual changes fixed, the experiment of generating the
rational expectations series as well as the proxy series is replicated 1000
times. ̂

To test the robustness of the results and to check the effect on the
measurement error introduced by the various procedures as respondents
diverge from 'rationality', we repeat the simulation experiment introducing a
bias of 0.5 in the expectations formation process. This variation allows us to
check the possible infiuence on the results of introducing an expectational
error. ̂

3.2. Evaluation of the estimated expectations
In order to evaluate the relative performance and the forecasting accuracy of
the different quantification procedures, we keep the series of actual changes
fixed and we replicate the experiment of generating the rational expectations
series as well as the qualitative variables R^ and Fj 1000 times. The specifica-
tion of the quantification procedures is based on information up to the first
100 periods; models are then re-estimated each period and forecasts are com-
puted in a recursive way. In each simulation, forecast errors for all methods
are obtained for the last 100 periods. In order to summarise this information,
the Root Mean Squared Error (RMSE), the Mean Error (ME) and the three com-
ponents of the Mean Square Error (MSE) are calculated.

According to Theil (1971), the MSE may be decomposed to yield:

^ t=\
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where f and y are the mean of the forecast and actual values respectively,
cf andcr ^ are the estimated variances of the forecasts and actual values, and
is the correlation between the forecasts and the actual values. After dividing
by MSE, and denoting the resulting ratios hy Ul, U2 and U3:

I = Ul + U2 + U3 (18)

where Ul is the proportion of the MSE due to bias in the forecasts (the
mean error or bias proportion), U2 is the proportion of the MSE due to the
difference between variances (the regression error or variance proportion)
and may be interpreted as the proportion of error in the MSE which is
unexplained (the disturbance error or covariance proportion). Their values
provide useful information for analysing the forecasting performance of
each method. One would therefore expect a good forecast to have low Ul
and U2, and high U3. Table 1 shows the results of an off-sample evalua-
tion for the last 100 periods.

RMSE
ME
% Ul
% U2
% U3

Table 1: Forecast evaluation of simulated series

BAL

12.37
-4.57

14
86
0

AND

1.33
0.15

3
42
55

PES

3.13
-0.01

0
92
8

CP

2.03
-0.01

0
53
47

ACP

1.66
0.31

6
55
39

BK

4.55
-2.33

32
58
10

TVP

2.29
1.28
41
42
17

SSI

0.29
0.00

0
6

94

SS2

0.22
0.01

1
34

65

Notes: (i) RMSE = root mean square error; (ii) ME = mean error; (iii) %U1 = per-
centage of mean error (bias proportion of tbe MSE); (iv) %U2 = percentage of
regression error (variance proportion of the MSE); (v) %U3 = percentage of dis-
turbance error (covariance proportion of tbe MSE).

Table 1 shows that in State Space models (SSI and SS2), both RMSE and ME
are considerably lower. At the other end, we find the balance statistic (BAL),
with very high RMSE and ME, together with a very high proportion of regres-
sion error. Relaxing the assumption of symmetric response thresholds (ACPj
seems to improve the forecasting performance of the Carlson-Parkin (CPj esti-
mator. Anderson's regression (AND) also outperforms Pesaran's regression
(PES), both in terms of RMSE and ME and regarding the distribution of the
MSE components.

Table 2 shows the results of the comparison for the last 100 periods
after relaxing the assumption of rationality. Comparison of the results in Table
2 with those in Table 1 highlights several differences, in particulsir regarding
the distribution of the MSE and the magnitude of the ME. After introducing a
0.5 bias, the ME and the proportion of systematic error (Ul) show an increase
in all methods, with the exception of the two State Space models (SSI and
SS2). Although this may be a consequence of the recursive nature of the
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Kalman filter. State Space models are less affected by expectational errors and
therefore more adequate as agents diverge from rationality.

Table 2: Forecast evaluation of simulated seriesintroducing an
expectational error

BAL AND PES CP ACP BK TVP SSI SS2

RMSE
ME
% Ul
% Ul
% LO

29.00
-26.58
84
16
0

2.02
1.16
46
9
45

2.60
1.76

61
2
37

2.77

1.36

30
39
31

2.26

1.46

55
9
36

3.98

2.39

40
49
11

2.22

1.43

53
14
33

0.23

0.00

0
11
89

0.25

0.02

1
19
80

Notes: (i) RMSE = root mean square error; (ii) ME = mean error; (iii) %U1 = per-
centage of mean error (bias proportion of tbe MSE); (iv) %U2 = percentage of
regression error (variance proportion of the MSE); (v) %U3 = percentage of dis-
turbance error (covariance proportion of tbe MSE).

Though it is impossible to eliminate completely the measurement error intro-
duced when converting qualitative data on the direction of change into quan-
titative estimations of agents' expectations, state-space models obtain lower
measurement errors and better forecasts. These results suggest that intro-
ducing asymmetric and stochastic response thresholds in a more general
model may improve quantification methods with forecasting purposes. In
Section four we analyse whether an asymmetric and stochastic indifference
interval produces a lower measurement error and more accurate forecasts for
fourteen EU countries and the euro area.

4. EMPIRICAL RESULTS

4.1. Data
The Joint Harmonised EU Industry Survey is conducted in all EU member
countries on a monthly basis. It started in 1962 within the framework of the
Joint Harmonised EU Programme, which included all six original member
countries of the European Economic Community. The results are presented by
the Commission in Supplement B of European Economy, which is usually pub-
lished 30 days after the survey was conducted. Of the six monthly questions
of the survey, we use the one referring to price expectations:

• 'Selling price expectations for the months ahead: up, unchanged, down?'

Survey responses on price expectations for the manufacturing industry have
been used to track the evolution of the Producer Price Index (PPI) in fourteen
EU countries and the euro area. Our sample period is 1991:1-2000:12.

In Tables 3 and 4 we present the results of the analysis of survey
results for the euro area, which cover most of the EU member countries for
the period in question. Table 3 shows some descriptive statistics for series i?̂
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and F( for the euro area, being R^ the percentage of respondents expecting sell-
ing prices to go up and F^ the percentage of respondents expecting selling
prices to go down.

Rt

Ft

Table 3: Descriptive statistics of

Maximum

6.5

4.9

Minimum

39.9

17.7

Mean

16.5

9.9

series R^ and

Standard
error

7.02

3.18

Ft

Variation
coefficient

0.43

0.32

Table 4 presents the results of applying the Augmented Dickey-Fuller (ADF)
unit root test to series R^ and Fj. Although i?( seems slightly less dispersed
than F^, both series are stationary. With the purpose of testing if both series
i?( and F( are integrated of second order, we first test the null hypothesis
HQ:I(2), with the alternative hypothesis Hj:/(1) . Then we test the null hypoth-
esis Ho:/(1) , with the alternative hypothesis /fi:/(O). As expected from the the-
ory, in both cases the null hypothesis is rejected, therefore both series R^ and
F( can be considered stationary.

Table 4: Augmented Dickey-Fuller (ADF) unit roots test of series Rf and F^

-6.09*** Rt -3.35**

-4.84*** Ft -3.00**

Notes: *** Indicates that the null h3T)othesis can be rejected at the 1% significance
and ** indicates that the null hj^jothesis can be rejected at tbe 1% significance level.

4.2. Forecasting performance
In order to evaluate the relative forecasting accuracy of the different quantifi-
cation procedures, all models are estimated until 1997:12 and forecasts for one
period ahead are computed, therefore assuming that firms' answers deal with
the next month. The specification of the models is based on information up to
1997:12 and models are then re-estimated each month and forecasts comput-
ed. Forecast errors for each method are computed in a recursive way from
1998:1 up to 2000:12. In order to summarise this infonnation, the Root Mean
Squared Error (RMSE), the Theil coefficient (TC) and the three components of
the mean square error (MSE) for each estimated series are computed.

The results of the forecasting performance of the different methods in
terms of RMSE and TC values are reported in Tables 5 and 6, where forecast
errors are obtained from an off-sample evaluation from 1998:1 to 2000:12. As
regards the forecast accuracy of the different methods, the state-space
approach (SSI and SS2) outperforms the other procedures for all fourteen
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countries. The third lowest RMSE is obtained with the TVP in seven countries.
These results suggest that a stochastic indifference interval may improve the
forecasting performance of quantification methods. When comparing the fore-
cast accuracy shown by regression methods, the AND shows a better per-
formance than the PES.

Table 5:

RMSE

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain
Sweden

BAL

7.44
7.27

10.76
13.04
7.13

17.20
9.48

10.07
9.32

18.40
5.19
9.37
5.28
8.54

Forecast evaluation

AND

2.04
4.36
4.89
1.56
1.34
1.29
3.88
3.04
1.72
3.93
5.34

12.04
2.43
1.34

PES

2.56
5.91
5.67
1.98
1.72
1.87
3.75
3.01
2.52
5.11
7.16

12.04
2.85
2.69

CP

16.63
1.86
3.46
5.05
1.12

10.49
3.32
7.10
1.32
3.90
6.04

11.37
4.63
2.11

1 in terms of RMSE

ACP

2.02
4.34
4.97
1.54
1.32
1.06
3.69
2.88
1.71
4.02
5.33

11.90
2.36
1.32

BK

16.63
1.86
2.33
5.29
0.84

10.92
4.17
6.75
1.50
4.26
4.45
8.79
5.13
2.03

TVP

2.00
4.04
4.82
1.34
1.36
1.06
2.95
2.58
1.61
3.76
4.58

11.45
2.29
1.38

SSI

0.95
1.59
1.59
0.57
0.54
0.38
1.35
1.12
0.86
1.78
2.10
3.80
0.80
1.00

SS2

0.93
1.74
1.81
0.59
0.61
0.40
1.32
1.16
0.85
1.88
2.14
3.64
0.82
1.09

Euro Area 5.77 2.17 2.72 1.74 2.13 1.21 2.12 0.75 0.82

Note: RMSE = root mean square error.

Tables 7 to 9 show the proportion of the MSE due to each one of its compo-
nents: the bias proportion (Ul), the variance proportion (U2) and the covari-
ance proportion (U3). As mentioned above, the lower the Ul and U2, and there-
fore the higher the U3, the better. The state-space approach (SSI and SS2)
shows low values of Ul and the lowest Ul in two countries, the lowest U2 in
all countries but five, and the highest U3 in all countries with the exception of
Great Britain.

In addition, if we look at the descriptive statistics presented in Table 10
as a summary of the results of Tables 5 to 9, SSI and SS2 are the methods
that present the lowest standard deviation for all three components of the
MSE. The distribution of MSE for the other methods, apart from being less
desirable, shows enormous differences between countries.
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Table 6:

TC

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain

Forecast evaluation

BAL

0.44
0.15
0.24
0.64
0,43
0,95
0.24
0.51
0.33
0.53
0,08
0.17
0.22

AND

0.34
0.28
0.41
0.20
0.20
0.12
0.09
0,38
0.07
0.48
0.29
0.59
0.19

PES

0.58
0.80
0.63
0.97
0.31
0.16
0.09
0.41
0.14
0.76
0.75
0.58
0.25

in terms of the Theil coefficient

CP

0.80
0.03
0.13
0.83
0.12
0.96
0.07
0.59
0.04
0.19
0.41
0.49
0.19

ACP

0.33
0.28
0.42
0.20
0.18
0.11
0.08
0.33
0.07
0.51
0.28
0,56
0.16

BK

0.80
0.02
0.04
0.85
0.05
0.96
0.09
0.57
0.03
0.21
0.15
0.20
0.21

TVP

0.32
0.22
0.39
0.19
0.19
0.12
0.08
0.23
0.06
0.46
0.17
0.47
0.16

SSI

0.03
0.02
0.02
0.03
0.02
0,01
0,01
0.02
0.01
0.04
0.02
0.02
0.01

SS2

0.03
0.02
0.02
0.03
0.02
0.01
0.01
0.03
0.01
0.05
0.02
0.02
0.02

Sweden 0,40 0,06 0.25 0,10 0,06 0.09 0.08 0.04 0.04

Euro Area 0.23 0.23 0.38 0.13 0.22 0.05 0.22 0.01 0.02

Note: TC = Theil coefficient.

%U1

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain
Sweden

Table 7:

BAL

39.79
0.42
2.98

36.48
53.01
84.90
49.72
39.17
41.77

2.61
57.04
0.40
5.28
0.04

Forecast evaluation in terms of

AND

11.11
18.50
8.78

49.96
1.10

11.03
18.25
20.52

1.29
13.23
10.63
13.03
0.42
3.42

PES

2.55
15.75
7.27
0.29
0.14

71.39
18.24
27.57

2.38
4.35

13.41
13,76
0.16

17.37

CP

10.47
11.76
18.30
3.48
0.85

82.22
5.52
0.03
0.01
5.72

11.06
14.49
4.44
7.45

ACP

9.83
17,72
7.33

49.51
0.04
0.10

36.47
19.46
5.33

14.45
8.64

11.51
5.08
1,98

BK

11.48
15.00
0.11
6.55
6.51

81.79
27.46
0.00

33.07
0.36
1.74
7,76
7.83
0.27

% Ul

TVP

10.46
18.04
9.88

20.07
0.03
6.35
6.65

16.88
1.50
3.34
7.68

19.61
2.10
2.23

SSI

4.41
3.77
4.34
2.96
2.97
6.90
3.98
3.64
8.67
0.09
1.84
5.15
5.70
1.28

SS2

8.27
5.31
5.76
3.34
5.07
7.66
4.58
4.08
8.95
0.12
3,49
7.15
7.41
1.41

Euro Area 7.73 8.50 0.97 20.98 6.93 4,90 7.53 4.90 6.84

Note: %U1 = percentage of mean error (bias proportion ofthe MSE).
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%U2

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain
Sweden

Table 8:

BAL

47.61
79.75
79,79
60.50
42.19
11.54
23.26
46.25
52.34
79.57

1.52
32.51
67.72
90.05

Forecast evaluation in terms of

AND

70,85
76.57
87.36
26.43
83.70
4,16
0.26

62.81
64.53
66.69
81.55
78.47
66.51
0.53

PES

88.80
80.65
86.61
69.94
84,11
9.50
0.27

58.15
76.50
39.15
81.13
79.07
70.75
59.22

CP

53.06
24.85
52.90
11.88
73.94

8.33
2.99
9.27

28.31
0.18

75,61
71.18
64.73
36.11

ACP

72,76
77.07
88.45
30.87
87,35

7.06
1.74

75.96
64.34
67.40
83.21
78.58
74,27

5.50

BK

52.32
1.31

28.27
12.12
47.64

8.76
14.64
6.75
7.79
1.49

65.75
61.13
66.81
47.86

% U2

TVP

10.46
18.04
9.88

20.07
0.03
6.35
6.65

16.88
1.50
3.34
7,68

19.61
2.10
2.23

SSI

3,33
3,59
3.24
3.10
1.82
2.27
0.01
0.72
3.75
1.93
0.90
0.75
1.40
2.78

SS2

7,31
2.33
1.55
3.18
2.91
0.39
0.37
0.65
3.76
0.30
0.95
0.90
1.79
1.06

Euro Area 84.27 80.91 90.38 63.76 83.49 47.69 81.96 2.46 2.91

Note: %U2 = percentage of regression error (variance proportion of the MSE).

%U3

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain

Table 9:

BAL

47.61
79.75
79.79
60.50
42.19
11.54
23.26
46.25
52.34
79.57

1.52
32.51
67.72

Forecast evaluation in terms of

AND

70.85
76.57
87,36
26.43
83.70

4.16
0.26

62.81
64.53
66.69
81.55
78.47
66.51

PES

88.80
80.65
86.61
69.94
84.11

9.50
0.27

58.15
76,50
39,15
81.13
79.07
70.75

CP

53.06
24.85
52.90
11.88
73.94

8.33
2.99
9.27

28.31
0.18

75.61
71.18
64.73

ACP

72.76
77.07
88.45
30.87
87.35

7.06
1,74

75.96
64.34
67.40
83.21
78.58
74,27

BK

52.32
1.31

28.27
12.12
47.64

8.76
14,64
6,75
7.79
1.49

65.75
61.13
66.81

% U3

TVP

10.46
18.04
9.88

20.07
0.03
6.35
6.65

16.88
1.50
3.34
7.68

19.61
2.10

SSI

3.33
3.59
3.24
3.10
1.82
2.27
0.01
0.72
3.75
1.93
0.90
0.75
1.40

SS2

7.31
2.33
1.55
3.18
2.91
0.39
0.37
0.65
3.76
0.30
0.95
0.90
1.79

Sweden 90,05 0.53 59.22 36.11 5.50 47.86 2.23 2.78 1.06

Euro Area 84.27 80.91 90.38 63.76 83.49 47.69 81.96 2.46 2.91

Note: %U3 = percentage of disturbance error (covariance proportion ofthe MSE).
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RMSE
Mean
Min.
Max.
Std. Dev.

TC
Mean
Min.
MEIX.

Std. Dev.

% Ul
Mean
Min.
Max.
Std. Dev.

%U2
Mean
Min.
Max.
Std. Dev.

%U3
Mean
Min.
M£ix.

Std. Dev.

Table 10:

BAL
9.89
5.19

18.40
3.95

BAL
0.38
0.08
0.95
0.23

BAL
29.54

0.04
84.90
27.40

BAL
51.04

1,52
90,05
27.17

BAL
19.41
3.02

67.09
17.45

Forecast evaluation:

AND
3.51
1,29

12,04
2.83

AND
0.26
0.06
0.59
0.16

AND
12.95
0.42

49.96
12.53

AND
55.03

0.26
87.36
32,38

AND
32.02

3.86
96.05
31.54

PES
4.20
1.72

12.04
2.83

PES
0.48
0.09
0.97
0.28

PES
13.90
0.14

71.39
18.58

PES
63.13

0.27
88.80
28.10

PES
22.97

3.60
81.48
21.83

CP
5.35
0.84

16.63
4.32

CP
0,35
0.03
0.96
0.32

CP
14.28
0.00

81.79
21.92

CP
30.19

1.31
66.81
25.43

CP
55.53
9.45

98.15
27.20

descriptive

ACP
3.46
1.06

11.90
2.82

ACP
0.25
0.06
0.56
0.16

ACP
13.39
0.04

49.51
14.11

ACP
58.18

1.74
88.45
32,10

ACP
28.43

4.21
92.84
30.93

BK
3.51
1.29

12.04
2.83

BK
0.30
0.02
0,96
0.34

BK
12.95
0.42

49.96
12.53

BK
55.03
0.26

87.36
32.38

BK
32.02

3.86
96,05
31,54

statistics

TVP
3.23
1.06

11.45
2.68

TVP
0,23
0,06
0.47
0.14

TVP
8.92
0.03

20.07
7.12

TVP
56.13

0,50
90.32
29.54

TVP
34.95

6.83
92.85
30,94

SSI
1.32
0.38
3.80
0.87

SSI
0.02
0.01
0.04
0.01

SSI
3.98
0.09
8.67
2.23

SSI
2.11
0,01
3.75
1.22

SSI
93,91
87.58
97.98

2.75

SS2
1.36
0.40
3.64
0.84

SS2
0.02
0.01
0.05
0.01

SS2
5.19
0.12
8.95
2.58

SS2
1,96
0.30
7.31
1.90

SS2
92.86
84.43
99.59

3.87

Notes: (i) RMSE = root mean square error,
(ii) TC = Theil coefficient.
(iii) %U1 = percentage of mean error (bias proportion of the MSE).
(iv) %U2 = percentage of regression error (variemce proportion of the MSE).
(v) %U3 = percentage of disturbance error (covariance proportion of the MSE).

Finally, in Table 11, we rank the quantification procedures based on RMSE,
TC, %U1, %U2 and %U3 values. The considerably lower RMSE and TC values
obtained by the state-space representation in all countries, together with a
preferable distribution of MSE components, suggest that the introduction of
asymmetric and stochastic response thresholds in a more general model may
be useful when using quantification methods with forecasting purposes.

However, one key aspect that should be addressed is if the reduction in
RMSE is statistically significant when comparing models. With this in mind,
we have calculated the measure of predictive accuracy proposed by Diebold
and Mariano (1995) between the forecast coming from the ingenuous model
and those coming from the nine methods used in this article.^ We have also
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Table 11.

RMSE
TC
% Ul
%U2
%U3

Ranking

BAL

0
0
3
0
0

of models

AND

0
0
0
1
0

based

PES

0
0
3
0
0

on RMSE, TC,

CP

0
0
1
1
0

ACP

0
0
1
0
1

o/oUl

BK

0
1
3
1
0

, %U2 and %U3

TVP

0
0
1
2
0

SSI

10
13
2
6
10

values

SS2

4
10
0
3
3

Notes: (i) RMSE = root mean square error.
(ii) TC = Theil coefficient.
(iii) %U1 = percentage of mean error (bias proportion ofthe MSE).
(iv) %U2 = percentage of regression error (variance proportion ofthe MSE).
(v) %U3 = percentage of disturbance error (covariance proportion ofthe MSE).

compared the forecasts coining from the two methods proposed in the article
to quantify expectations and those coming from the other methods found in
the literature. In all cases we have calculated the S(l) measure for the two pre-
dictions using a long-run estimate of the variance of the difference series.^
These results are shown in Tahles 12, 13 and 14.

Table 12. Results of the Diebold-Mariano test for the Ingenuous model

Ingenuous model BAL AND PES CP ACP BK TVP SSI SS2

Austria -4.63 -2.57 -3.65 -3,02 -2.65 -3.02 -2.63 -1.61 -0.01
Belgium -5.54 -2.91 -3.37 -0.61 -2.94 -0.18 -2.91 1.84 1.05
Finland -7.05 -3.13 -3.71 -1.48 -3.33 -0.23 -3,16 3.77 -0,40
France -9.33 -3.50 -4.21 -6.37 -3.38 -6.47 -3.71 0.56 -0.96
Germany -4,45 -3.69 -4.28 -3.09 -3.99 -1.63 -3,94 0.91 0.00
Great Britain -10.05 -3.82 -4.67 -8.42 -3.30 -8.28 -3.42 0,72 -1.05
Greece -4.06 -2.64 -2.54 -2.77 -2.96 -3.34 -3.61 0.69 1.84
Ireland -7.78 -3.37 -3.63 -6.07 -3.15 -6,19 -3.20 0.65 0.03
Italy -4.46 -3,24 -4.25 -2.01 -3.36 -1.76 -3.40 0.77 0.90
Luxembourg -6.00 -3.10 -4.53 -4.18 -3.13 -3.82 -3,08 0.22 -3.48
Netherlands -3.15 -3.25 -3.66 -3.68 -3.36 -3.97 -3,21 0.99 0.37
Portugal -4.94 -4.63 -4.56 -4.60 -4.83 -4.89 -4.64 -1.42 -0.37
Spain -5.19 -5.05 -5.30 -5.27 -5,07 -4.91 -5.14 0,62 0.11
Sweden -6.71 -0.95 -4.47 -2.83 -1.06 -3.45 -1.10 1.69 -0.99

Euro Area -5.11 -3.38 -4,45 -2.36 -3.48 -2.00 -3.48 2.01 1.24

Note: t-statistic associated to the Diebold-Mariano test for predictive accuracy. The null
hypothesis is that the difTerence between the two competing series is non-significant. A neg-
ative sign of the statistic implies that the absolute forecast error associated with the fore-
cast coming from the ingenuous model is lower, while a positive sign implies the opposite.
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Table 13.

SS; model

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain
Sweden

Euro Area

Results

Naive

1.61
-1.84
-3.77
-0.56
-0.91
-0.72
-0.69
-0.65
-0.77
-0.22
-0.99
1.42

-0.62
-1.69

-2.01

ofthe

BAL

-4.62
-6.01
-7.26
-9.39
-4.46

-10.08
-4.10
-7,81
-4.47
-5.93
-3.30
-4.59
-5.22
-6.80

-5.16

Diebold

AND

-2.47
-3.03
-3.42
-3.45
-4.04
-3,84
-2.68
-3.39
-3.45
-3.44
-3.22
-4.46
-5.21
-1.39

-3.49

-Mariano test

PES

-3.59
-3,45
-3.98
-4.18
-4.57
-4.74
-2.58
-3.63
-4.39
-4,97
-3.62
-4.39
-5,47
-5,01

-4.57

CP

-3.01
-0.61
-1.83
-6.34
-3.50
-8.43
-2.81
-6.09
-2.18
-3.86
-3.62
-4.38
-5.28
-3.17

-2.49

for the SSI

ACP

-2.56
-3.07
-3.62
-3.33
-4.40
-3,26
-3.01
-3.17
-3.56
-3.46
-3.33
-4.67
-5.29
-1.59

-3.59

BK

-3.01
-0.75
-0.84
-6.46
-2.02
-8.29
-3.43
-6.21
-1.87
-3.70
-3.90
-4.48
-4.91
-3.85

-2.32

model

TVP SS2

-2.52 1.12
-3.04 -2,08
-3.47 -2.47
-3.71 -0.78
-4.36 -0.83
-3.37 -1.05
-3.54 0.40
-3.22 -0.73
-3.62 -0.12
-3.47 -1.41
-3.16 -1.09
-4.40 1.66
-5.31 -0.96
-1.57 -1.94

-3.58 -2.12

Note: t-statistic associated to the Diebold-Mariano test for predictive accuracy. The
null hypothesis is that the difference between the two competing series is non-sig-
nificant. A negative sign of the statistic implies that the absolute forecast error asso-
ciated with the forecast coming from the SSI model is lower, while a positive sign
implies the opposite.

If we look at the results from Table 12, we can see that the ingenuous model
outperforms and is statistically better at the 5% level {t = 2.028) than the other
procedures, with the exception of the state-space approach (SSI and SS2).
With a few exceptions, forecasts coming from SSI and SS2 are better statisti-
cally than those coming from the rest of the quantification procedures (Tables
13 and 14). The state-space approach also outperforms the ingenuous model
in most countries, although there is no significant difference with the excep-
tion of Finland.

As we can see from these results, the consideration of asymmetric and
stochastic response thresholds in a more general model may improve quan-
tification methods with forecasting purposes. These results are in line with the
ones shown in Tables 10 and 11 and in Section three.
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Table 14.

SS2 model

Austria
Belgium
Finland
France
Germany
Great Britain
Greece
Ireland
Italy
Luxembourg
Netherlands
Portugal
Spain
Sweden

Euro Area

Results

Naive

0.01
-1.05
0.40
0.96
0.00
1.05

-1.84
-0.03
-0.90
3.48

-0.37
0.37

-0.11
0.99

-1.24

ofthe

BAL

-4,64
-5.73
-7.04
-9.32
-4,44

-10.05
-4.10
-7.76
-4.47
-5.99
-3.19
-4.92
-5.19
-6,71

-5.10

Diebold-Mariano test

AND

-2.53
-2.90
-2.93
-3.47
-3,57
-3.81
-2.70
-3.36
-3.37
-2.79
-3.20
-4,61
-5.11
-0.90

-3.37

PES

-3.59
-3.35
-3.51
-4.17
-4.19
-4.56
-2.61
-3.60
-4.34
-4.26
-3.61
-4.54
-5.37
-4.46

-4.44

CP

-3.01
-0.16
-1.33
-6.36
-2.96
-8.45
-2.84
-6.05
-2.15
-3.71
-3.62
-4,57
-5.26
-2.82

-2.36

for the SS2

ACP

-2.61
-2.93
-3.12
-3.35
-3.86
-3.34
-3.03
-3.13
-3.50
-2.83
-3.31
-4,82
-5.16
-1.00

-3.47

BK

-3.02
-0.36
-0,13
-6.46
-1.51
-8.31
-3.42
-6.17
-1.85
-3.44
-3.90
-4.83
-4.90
-3,43

-2.03

model

TVP

-2,58
-2.89

-2.95
-3.74
-3.81
-3.48
-3.67
-3.18
-3.54
-2.76
-3,14
-4.61
-5.19
-1.05

-3.47

SSI

-1,12
2,08
2.47
0.78
0.83
1.05

-0.40
0.73
0.12
1.41
1.09

-1.66
0.96
1.94

2.12

Note: t-statistic associated to the Diebold-Mariano test for predictive accuracy. Tbe
null bypotbesis is tbat tbe difference between tbe two competing series is non-sig-
nificant. A negative sign of tbe statistic implies tbat tbe absolute forecast error asso-
ciated witb tbe forecast coming from tbe SS2 model is lower, wbile a positive sign
implies tbe opposite.

5. CONCLUDING COMMENTS
Business tendency surveys record the proportion of firms expecting an eco-
nomic variable to rise, fall or remain unchanged at a given point in time. The
qualitative nature of data on the direction of change has often led to quantify-
ing survey results making use of official data, introducing a measurement
error due to incorrect assumptions. Monte Carlo simulations allow isolation of
the measurement error introduced by different methods used to quantify sur-
vey results as respondents diverge from rationality. We used nine different
quantification procedures to convert the generated qualitative data on the
direction of change into a quantitative measure of agents' expectations. The
extensions of the Carlson-Parkin method that allow for asymmetric and
dynamic response thresholds obtain lower measurement errors and provide
more accurate forecasts of the quantitative variable generated for use as a
benchmark.

In this paper we have also used business survey data from the Joint
Harmonised EU Industry Survey to derive quantitative forecasts of the evolu-
tion of industrial prices in fourteen EU countries and the euro area. Though
it is impossible to eliminate completely the measurement error introduced
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when converting qualitative data on the direction of change into quantitative
estimations of agents' expectations, state-space models outperform the other
methods. In all cases, the state-space models with dynamic threshold param-
eters outperform the other quantification methods and provide more accurate
forecasts of the Producer Price Index. These results suggest that introducing
asymmetric and stochastic response thresholds in a more general model may
improve quantification methods with forecasting purposes.

Accepted for publication: 3rd March 2006

ENDNOTES

1. Department of Econometrics, University of Barcelona, Diagonal, 690, 08034
Barcelona, Spain. Corresponding autbor, Tel.: +34-934-021-825; fax.: +34-934-021-
821 E-mail address: oclaveria@ub.edu

2. We also estimated initial conditions by OLS regression, obtaining very similar
results.

3. To cbeck tbe robustness of tbe results, we cbose different values for tbe autore-
gressive parameter, ranging from 0.1 to 1.0 witb an increase of 0.1 eacb time. As tbe
final results did not vary significantly from one specification to tbe otber we used the
model tbat generates a series as similar as possible to tbe Producer Price Index in tbe
euro area countries.

4. Mutb (1961) assumed tbat rationality implied tbat expectations bad to be generat-
ed by tbe same stocbastic process tbat generates tbe variable to be predicted.

5. All simulations are performed witb Gauss for Windows NT/95 version 3.2.38.

6. Understood as tbe difference between tbe quantitative series generated (actual
cbanges in tbe variable) and tbe series of unobservable expectations.

7. We are grateful to an anonymous referee for tbis suggestion.

8. In order to estimate tbis long-run variance from its autocovariance function, we bave
used tbe Bartlett kernel, as it guarantees tbat variance estimates are positive definite,
wbile tbe maximum lag order bas been calculated using tbe Scbwert criterion as a
function of tbe sample size.
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