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Abstract

The analysis of operating procedures in the early stages of design can lead to safer
and higher performance plants. Qualitative reasoning techniques hold considerable
promise i supporting generations of operating procedures, since they are able to
describe possible trajectories of a system based on non-quantitative information and
provide explanation about process behaviour in a way which gives insight into the
underlying physical processes. Despite this potential, existing techniques still present
limitations related to the tendency for generating non-real behaviour patterns and the

inability to describe distributed parameter systems.

This study presents a qualitative reasoning methodology, weighted digraph
(WDG) approach, for describing the dynamics of complex chemucal processes, and in
particular of distributed parameter systems, with a considerable reduction in the
generation of spurious solutions. It 1s based on a generalisation of the signed digraph
approach and retains its main advantages, such as the ability to easily represent
intuitive and causal knowledge and a graph structure which makes apparent the flow
of information between variables. In addition, 1t incorporates several new features,
making use of functional weighting, differential nodes and temporal edges, which

enable the procedure to qualitatively describe complex patterns of behaviour.



The effectiveness of the approach 1s demonstrated by considering the qualitative
modelling and simulation of the dynamic behaviour of several chemical processes:

heat-exchanger, CSTR with and without temperature control and distillation column.

The proposed weighted digraph approach is used to support generation of
start-up procedures with reference to two case studies: a network of heat-exchangers
and an integrated system composed of a CSTR and a feed/effluent heat-exchanger.
Itis shown that the digraph based strategy has the ability to generate feasible
operating procedures 1n the presence of operational constraints and identify the need

for modifications of the process topology in order to allow the start-up of the system.

Results also indicate that work is still needed in order to further improve the
methodology and create an interactive computer based interface to help with

reasoning about complex patterns of behaviour.
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Chapter 1

Introduction

1.1 Process Engineering Environment

Process design 1s the art of building process systems to convert raw materials into

desired products, while meeting prescribed specifications and satisfying economic

and environmental constraints.

The design of large chemical plants call for a merging of a range of engineering

disciplines, each of which produces a complex network of information that is used by
each of the engineering groups in a different way and passed on to the others.
The dramatic improvement in computer technology during the last decades has
stimulated the generation of ever larger amounts of information that have to be
interpreted and interchanged between the design teams. The vaniety of type of
information that includes complex data structures and relationships associated with
multiple solutions and conflicting goals, adds to the difficulty in finding solutions,
transferring information and communicating decisions. Recently, efforts have been
made to create a support system that can facilitate the manipulation of information
and group decision-making. The motivation is to build an integrated concurrent

process engineering environment to replace the conventional sequential approach.



J

[t is intended to encompass all aspects of conceptual and detailed design. as well as
construction, and the emphasis 1s on the consideration of all phases of the product
life-cycle, from initial concept to disposal, including operating procedures at the

design stage.

The traditional sequential design approach often requires many iterations that
involve successive revisions of previous design parameters and/or structures in order
to meet all design criteria (Lin, 1991). Design problems are divided into unconnected
pieces and the design process evolves in a sequential procedure. In the philosophy of
the concurrent process engineering design the multitude of multidisciplinary design
activities are carried out integrated and in parallel to meet the multiple critena
involved in process design (Jiang, 1994). Data and information are easily shared by
the design team and lateral communication and cooperative tasks are encouraged.
The goal is to increase design productivity and quality and reduce the product
development cycle. The general philosophy has been discussed by McGreavy (19385)
and Lu er al. (1994), and demonstrated by Wang et al. (1994) through an application
to the design of a fluid catalytic cracking unit. The authors emphasise the need to
approach design through an interactive environment which includes a set of
numerical and non-numerical tools for graphical representation, scientific
visualisation and database management, and also provides platforms for knowledge
representation and building expert systems. The mixing of various techniques offers
potential for flexible integration of the multitude of engineering design tasks resulting
in better quality designs. In such context, the tools from artificial intelligence tailored
to model knowledge and deal with non-numerical information, such as artificial
neural networks and qualitative reasoning, have a very important role to play.

Artificial neural networks can handle non-linear problems (McGreavy et al., 1994,

Hashimoto et al., 1994), qualitative information and non-continuous data, and
simulate the inverse of a process (Hunt and Sbarbaro, 1991; Guimaraes, 1992).

They adopt an empirical learning procedure that leads to a non-linear functional



approximation of the process (Stephanopoulos and Han, 1994). Another advantage

of artificial ncural networks is the speed of computation which is a crucial issue in the
Integrated  concurrent  process engineering environment (Guimardes and
McGreavy, 1995). This technique has been intensively applied to process
1dentification, fault diagnosis, data rectification, among others. A reference book on

this subject has been published by Rumelhart and McClelland (1986).

Qualitative reasoning is a technique created to cope with qualitative knowledge,
1.e. knowledge that is difficult to quantify and represent by conventional mathematical
methods. Although it has been experimented in several areas. such as control of
non-linear processes and dynamic analysis of processes, its main application is still
related to fault diagnosis. There have been some attempts in applying it to the
synthesis of operating procedures and explanation of quantitative solutions generated
by numerical simulators. However, the limitations of the existing techniques, mainly
related to their inability to describe dynamic behaviour of complex chemical
processes, such as distributed parameter systems, and the generation of large

amounts of ambiguous solutions, have hindered its widespread use.

1.2 Process Plant Operations

The design and operation of process plants are increasingly constrained by safety and
economic factors which have to be satisfied during the process hfe-cycle.
This associated with frequent changing economic policies has stimulated the design
of highly integrated processes, which are intrinsically more dynamic than previous
conceptions and subject to frequent changes between steady-states. This leads to the
need to consider operating procedures at the design stage in order to achieve a safer

and higher performance plant.



Process plant operations is a wide definition that encompasses COMIMISSIoning,
start-up, normal operation, process change-over, emergency fall-back and
shut-down, each of which is characterised by different goals. The synthesis of
operating procedures 1s directed to find a sequence of actions to be performed by

plant operators or computers in order to lead the process system from an initial state

to the goal state.

Although computational power has been largely explored in design and control,
the use of computers to support comprehensive methodologies for generating
operating procedures has not yet been explored to the same extent. This is due to the
fact that planning, scheduling and implementation of chemical plant operations are
heavily based on non-quantitative information from heuristic knowledge of human
operators and experience of the designer, which are very difficult to translate into
computer programs and cannot be handled by conventional mathematical procedures.
This 1s even more critical in the early design stages when detailed numerical
information about model parameters is not yet generally available or accurate enough

to allow numerical simulations.

The operational objectives of chemical processes may be local, involving a
particular processing unit, or global, 1nvolving several processing units.
Global objectives include the consideration of production requirements, optunum
economic operation, safety in the presence of faults or other disturbances and
flexibility for start-up, shut-down or change-over (Stephanopoulos, 1987). All these
have to comply with heavy environmental regulations and technological constraints.
The multi-objective character of plant operations associated with the lack of
appropriate supporting procedures makes it a task essentially dependent on empirical
methods and personal skills. Therefore it is by no means a trivial and well defined
problem, which has tended to become even more complex due to the increasing

restriction on the availability of raw materials and energy. These have stimulated the



formulation of highly integrated topologies with better energy management and the
consideration of more recycles to reduce waste of raw materials. As a consequence,
the units have become tightly coupled, allowing for strong interactions and acute

operational problems (Stephanopoulos, 1983).

There 1s a growing interest in the process industries for systematic procedures
for the analysis of process dynamics in order to achieve a high quality design and
efficient plant. However, despite this trend, the conceptual design of the process
flowsheet and its optimisation aiming at maximum plant efficiency and minimum

capital costs is still mainly based on information of steady-state operation.

Steady-state analysis may miss important transient responses of the system which
can affect the controllability and operability of the process or even have disastrous
consequences during start-up and shut-down, since these are usually the most
hazardous plant operations. Although they are not usually frequent operations in
continuous plants, they involve drastic and complex process variations that can
potentially exceed equipment design conditions and so threaten the integrity of the
plant. Moreover, control is manual rather than automatic and trip systems are often

disarmed or bypassed and this makes them intrinsically more dangerous operations.

Dynamic simulation at the design stage is important when comparing different
design alternatives for control and operational policies, as well as m identifying
potential operating problems. Poor characterisation of the dynamuc behaviour of a
process during the design stage and inadequate assessment of process performance
during start-up and shut-down can give rise to difficulties during plant operation.
This can considerably increase project costs, since it may be necessary to make
modifications to prevent unstable or unsafe operations, or even to allow the start-up.
As plant efficiency is a direct consequence of smooth plant operations, including a
successful start-up with minimum loss of raw materials, energy consumption and

production of off-specification products (Scott and Crawley, 1992), process



dynamucs analysis is essential for achieving good quality designs. Up to now the main
tocus of dynamic simulation has been on the use of conventional quantitative

approaches.

It 1s now commonly the case that the analysis of plant operations comes during
the construction of the piping and instrumentation diagram (P&ID) along with
analysis of control strategies. The procedure has tended to be based on experience
and heuristics and involves: (1) assumption of a policy for plant operation, (2) design
of additional facilities for the start-up, and (3) evaluation of the performance of the
process for the proposed operating procedure. If a policy does not satisfy the global
operational objectives, another is proposed and the procedure repeated. In extreme
cases, 1t may be necessary to return to the conceptual stage, which considerably
increases the costs. Clearly, the earlier plant operations is considered the less the risk
in needing changes or the possibility of process failures. Also, aspects related to safe
start-up and shut-down, special requirements for equipment size and conditions
during these and other critical operations, intermediate storage and the need for

auxiliary equipment need to be considered during the conceptual design of the

process flowsheet.

Clearly, the synthesis of operating procedures during the design of a plant
involves a very complex decision-making process. It is an expensive, time-consuming
and error-prone task both with respect to the process engineering specifications of
procedures and automation which needs to consider sequence control codes from the
process specifications. The interface between these two groups is a further potential
source of error, since the boundary is ill-defined and involves people from different
backgrounds who make assumptions without adequate understanding of all aspects

of the problem (Crooks er al., 1994). This reinforces the need for the integrated

concurrent process engineering environment.



An ntegrated concurrent process engineering environment makes possible
analyses of the life-cycle performance of the plant at the design stage. This approach
avoids the decomposition of the highly integrated process structures often present in
new projects and allows the exploration of operational features of the process, such
as stability, flexibility and operability together with the overall structure of the
flowsheet while evaluating design alternatives. Interactions between process
synthesis, analysis and evaluation not only lead to a more effective way to reach the
optimal solution but also allow the assessment and elimination of potentially
hazardous situations at the design stage, including those related to start-up and shut-
down procedures. In particular it allows the analysis of plant operating procedures at
the very early conceptual stage of the process flow diagram (PFD), which can lead to
the identification of potential bottlenecks of critical, unreliable and/or inetfective

operations when modifications are not so costly.

During the design stage, data are generated and analysed and decisions are made
based on interpretations using this information. Flexibility, operability, controllability
and safety are largely assessed by subjective interpretation of such data. Generation
of feasible operating procedures, which include potentially dangerous situations
during start-up and shut-down, are also based on process analysis and 1dentification
of dynamic trajectories and patterns of process behaviour. The interpretation of raw
data aiming at the assessment of qualitative information can be a very complex task,
relying heavily on interpretation skills and visualisation capabilities of graphical
outputs. A tool capable of formalising the deep knowledge mvolved 1n reasoning

about process behaviour would therefore be expected to play a very important role n

a design or operational environment.

Early stages in process design are characterised by lack of precise data and
information about the system. This makes process analysis based on interpretation of

data even more difficult. Qualitative reasoning techniques from artificial intelligence



have shown that little numerical information about system parameters may be
required to describe feasible trajectories of the system. This indicates that these

techmques hold considerable promise in supporting generation of operating

procedures at early stages in process design.

1.3 Qualitative Reasoning as a Basis for Synthesis
of Plant Design and Operating Procedures

Engineering 1s based on the knowledge of the laws of nature, such as mass and
energy conservation, which constitute the framework of mathematical models.
Developing a model that reflects the essential features of a system i1s a complex task,
and an important problem 1s to determine the numerical values of the parameters.
If these constants are not well defined the set of equations loses its practical sense 1n

terms of the usefulness of the solutions.

Most of the techniques employed for the analysis of engineering tasks are of
classical quantitative nature: analytical or statistical. However, these precise formal
tools have a limited range of application and do not contribute as much as expected
to a better modelling and understanding of highly cognitive tasks, such as fault

diagnosis and generation of operating procedures, which are among the most

complex and ill-defined of engineering problems.

A process engineer is required to solve problems reliably and in doing so often
has to be innovative and imaginative. This particularly applies for 1ll-defined
situations where information is incomplete, imprecise and sometimes inconsistent.
A specific solution is built by using an intricate combination of strategies, general
knowledge and information and experience. In many cases it is necessary to make a
decision without any numerical calculation. During the reasoning process, equations

may be used to perform logical deductions rather than calculations. Even when



calculations are used, the interpretation of results, in order to make a decision. is an
intuitive process and the reasoning is based on qualitative information extracted from
the numerical results (Muratet and Bourseau, 1993). For instance, it is possible to
describe the operation of a system by a sequence of events caused by prior actions
(cause and effect relations), without the need for complex mathematical models or
numerical parameters. This makes use of intuitive knowledge about the causality of
the processes to reason about system behaviour, without causality being explicitly
expressed in any mathematical model. Another example 1s the design of large physical
systems based not only on accumulated knowledge from previous experience but also
on creativity. This 1s often used to choose between design alternatives or in selecting
new technologies, when the designer has no direct previous expernience 1n relation to

the system being designed.

The ability to reason with incomplete knowledge and be creative seems to be
related to the qualitative understanding of how physical systems work. This 1s based
not only on the knowledge acquired from the set of conservation laws, equilibrium
relations and other mathematical models used to describe the system, but also from
intuitive knowledge associated to causality, continuity, feedback and so on which
represent general principles. Qualitative reasoning is typically used to analyse how
effects are propagated, make assessments of relative strength of influences and

order-of-magnitude of effects, and neglect those which do not contribute to the

understanding of the problem.

The classical approach used in qualitative analysis is based on the analytical
solutions of the problem (Dohnal, 1991a). For example, a system described by the

differential equation (1.1) has the general solution described by Eq. (1.2) and the

auxiliary equation (1.3).

2
d y+ay:0 (1.1)

P

dx.—
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y=e"".(C,.sinBx+C,.cosBx) (1.2)

m>+a=0 = m=A—-a (1.3)

a(0 > m=+Ja = a=Aa B=0
if <

WA= — g7 . —. o =10. B=a

where a, C;, (;, a and 3 are constants;

x and y are the independent and dependent variables, respectively.

An examunation of the solution shows that, depending on the sign of the
parameter ‘a’, the system may describe different trajectories, as illustrated in Fig. 1.1.
This shows that the system has distinctly different qualitative behaviour depending on
whether the constant ‘a’ 1s positive or negative. Thus the different patterns of
behaviour are divided into two different classes or domains, although the specific

responses will depend on the precise numerical value of ‘a’ and the imitial conditions.

Figure 1.1  Qualitative trajectories of a system described by Eq. (1.1).

Most practical problems in chemical engineering cannot be solved analytically
and classified in this straightforward way. Nevertheless, equivalent general critena
apply, i.e. certain parameters will define domains with similar types of functional

behaviour exhibiting distinctive features. However, a more flexible tool is needed to
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cnable similar qualitative analyses to be applied in more complex problem domains
where the solutions, or indeed the mathematical models, may be unknown.
Such concepts appear to have common links with those being developed in artificial

intelligence.

The translation into computer procedures of the reasoning process that people
intuitively apply to solve problems is seen as a major challenge of artificial
intelhgence (Muratet and Bourseau, 1993). In meeting this objective, there is a need
to understand how qualitative information can be managed as part of reasoning

processes.

Qualitative reasoning techniques from artificial intelligence provide a framework
for representing qualitative information and reasoning about aspects of the physical
world. The goal is to capture the way people reason about a problem and formalise
both the intuitive and other knowledge underlying quantitative calculations.
The methodology involves analysis, modelling, qualitattive simulation, causal
reasoning and qualitative symbolic algebra. It 1s well suited for modelling intuitive
and engineering knowledge that 1s not naturally described by mathematical equations,
e.g. “reactor 1s operating . It can also be used to describe the qualitative behaviour of
physical systems for which mathematical models do not exist, or if they do the
numerical parameters are unknown or inaccurate. The aim 1s to generate all possible
system solutions in order to identify potential problems so they can be addressed at
an early stage during design. For example, it 1S important to examune start-up

procedures at early stages in process design so that any changes which need to be

made can be camed out with minimum cost.

The main motivation of applying qualitative reasoning to chemical engineering
problems is related to the need to create a framework to help to understand how
information flows through the system in order to be able to reason about process

behaviour and explain why 1t takes a particular form. As pointed out by Grantham
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and Ungar (1990) “one cannot ask a numerical simulator why does the temperature
of the reactor rise in this simulation”. Qualitative reasoning provides a bridge which
enables numerical simulation results to be explained. Moreover, it can be used to help
carrying out highly cognitive tasks, such as process analysis and data interpretation,
supporting design decisions, fault diagnosis and generation of operating procedures.
Therefore, qualitative reasoning can be expected to play a very important role in an

Integrated concurrent process engineering environment.

Figure 1.2 1llustrates the relationship between qualitative reasoning and
quantitative simulation. It also shows how visualisation, coupled with qualitative
reasoning, supports process analysis, design decisions and synthesis of operating

procedures.

Qualitative reasoning has been extensively applied to fault diagnosis (Umeda
et al., 1980; Oyeleye and Kramer, 1988; Savkovic-Stevanovic, 1995). A smaller
number of studies concerned with the description of process dynamics have been
reported (Kuipers, 1984,1986; Dalle Molle er al., 1988) but they are mainly directed
to lumped parameter systems (described by ordinary differential equations) and
cannot be easily used to analyse distributed parameter systems (described by partial
differential equations). This 1s a sigmficant limitation since these systems are

frequently found in chemical processes in the form of equipment such as distillation

columns or tubular reactors.

Investigations on the use of qualitative reasoning to support generation of
operating procedures have already been reported, as for example Fusillo and
Powers (1987, 1988) and Hangos er al. (1991). However, these approaches present

limitations related to either the inability to deal with complex chemical processes or
the tendency to generate large numbers of ambiguous and spurious (non-real)

solutions which make the problem intractable.
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Physical reality
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Figure 1.2  Qualitative reasoning in the design environment.

Clearly, there is considerable scope for developing a qualitative reasoning
methodology capable of describing transient responses of complex chemucal
processes, especially for distributed parameter systems. The methodology must be
versatile enough to be used for the generation of operating procedures at early stages
in process design, when data and information about the system are minimal and
mainly qualitative. Such a methodology would form part of a framework to support
process analysis and data interpretation, with the aim of improving the conceptual
design stage of a process. It should also be capable of explaining operating behaviour

and supporting assessment of control strategies. The ability to describe complex



14

dynamic behaviour is clearly essential when evaluating operating procedures for

start-up and shut-down at the early stages of design.

1.4 Research Objectives

Qualitative reasoning techniques from artificial intelligence are used to generate
descriptions about possible dynamic trajectories of a system and provide a means of
explaining behaviour in a way which gives insight into the underlying physical
processes. They can be a very powerful tool in a design environment which, along
with good visualisation, can assist in reasoning about the behavioural characteristics
of the process. Despite this potential, there are still problems arising from the
tendency to generate non-real behaviour patterns and 1nability to describe distributed

parameter systems.

The overall objective of this research 1s to develop a qualitative reasoning
methodology for describing complex patterns of process behaviour, which 1s
sufficiently robust to be used in the early stages of process design to appraise
possible operating procedures. In particular, it addresses the problems of distributed

parameter systems and generation of ambiguous solutions during qualitative

sitmulation.

To do this it is necessary to extend the set of qualitative states {+,0,-} used by
existing approaches and mix qualitative and intuitive knowledge with crude
quantitative information of the relative strength of influences, based on observed

behaviour or order-of-magnitude analysis of a mathematical model.

The approach is based on using weighted digraphs (WDG) and, i many
respects, is analogous to model reduction since it extracts the essential characteristics

of system responses and complex systems are built from a mimimal set of elemental

structures .



IS

To provide a reference base, systems with known solutions are considered in the
first instance to build up a set of basic models which can be used to describe more
complex systems. This is extended to the development of algorithms for the
generation of start-up procedures based on process flow diagrams (PFD). Qualitative
models are used not only for finding feasible sequences of operations, but also for

describing the dynamic responses of the system.

1.5 Thesis Organisation

This thesis comprises seven chapters and one appendix. Following this introduction
which covers aspects related to the need for a qualitative reasoning tool to support
synthesis of operating procedures at early stages in process design, Chapter 2
presents a review of the existing qualitative reasoning techniques. In particular the
signed digraph approach is discussed in terms of the main characteristics which make
it a suitable candidate for devising a new procedure for qualitative reasoning.
The limitations are also discussed in terms of coping with process dynamics and the

generation of ambiguous solutions. The discussion is illustrated by a case study.

Chapter 3 looks at a detailed description of the proposed weighted digraph
(WDG) methodology for qualitative reasoning with nonsteady-state processes. The

modelling and simulation algorithm are illustrated and discussed with reference to a

simple case study which uses this novel procedure to overcome the main limitations

of the conventional signed digraph approach.

Chapter 4 is devoted to the application of weighted digraphs for describing the
dynamic behaviour of several chemical processes. It covers the systematic modelling
of chemical processes at different levels of complexity, including distillation columns
and the multiple thermal steady-states of continuous stirred-tank reactors (CSTR).

The aim is to illustrate the effectiveness, functionality and flexibility of the approach
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in dealing with process dynamics and the ability to reject spurious solutions. and
investigate how these characteristics are related to model elements. Emphasis is given
to the way 1n which particular behaviour patterns arise and information flows through
the model, in order to demonstrate how a graphical approach can assist the designer

in understanding process behaviour.

In Chapter 5 a review of methodologies for synthesising feasible operating
procedures 1s presented. An algorithm for generation of start-up procedures based on
the proposed weighted digraph methodology is described. Aspects related to the
qualitative representation of process flow diagrams, specification of qualitative
operational constraints and scheduling are emphasised. The procedure involves two
steps: (1) sequencing of valve operations and (2) description of dynamic trajectories.
In the first step a start-up procedure is generated by using weighted digraph models
in steady-state. It looks at the propagation of cause and effects between process
variables. The qualitative models are then used in dynamic mode to predict the
trajectories of the system using the proposed sequence of operations. The aim 1s to
test the feasibility of the start-up procedure and identify potential bottlenecks related
to the process topology. This can be used to determine whether auxiliary equipment

may have to be added or process modifications may be required to make it possible

to start-up the process.

Chapter 6 evaluates the performance and limitations of the algorithm proposed 1n
the previous chapter. The suitability of the method in predicting the scheduling of
valve operations in the presence of qualitative constraints is illustrated and discussed.
based on a network of heat exchangers as a case study. The importance and
effectiveness of the qualitative reasoning methodology in predicting dynamic
trajectories and the need for auxiliary equipment is analysed, based on an integrated

process flow diagram composed of a CSTR and a feed/eftluent heat exchanger.
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Chapter 7 draws together the main topics studied by presenting a summary of
the work together with concluding remarks. Suggestions for the direction of future
work are also made. The appendix provides supplementary material on numernical

data for generating quantitative predictions that serve to assess the effectiveness of

the weighted digraph methodology.
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Chapter 2

Qualitative Reasoning

2.1 Introduction

The first use of artificial intelligence in process engineering was in the early
1980s with the development of rule-based expert systems. However, the limitations
of these kind of tools based solely on associative (“shallow”) knowledge were soon
revealed. This motivated the development of methodologies for modelling knowledge
based on physical and chemical laws. The goal was to capture both intuitive and
engineering knowledge from basic principles underlying the process behaviour
without having to resort to the simulation of quantitative models. Since only general
patterns of behaviour were used, this became known as qualitative reasoning.
This provides a framework for intuitive reasoning about process problems in much
the same way that individuals do in their everyday life. In particular, the aim is to
provide explanations of behaviour and the general nature of the way changes occur

when a system 1s perturbed, making use only of structural information and

incomplete descriptions.

In this chapter, a critical review of qualitative reasoning techniques in terms of

the advantages and drawbacks from the viewpoint of their application to describe the
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dynamics of chemical processes and the ability to assist in generation of operating
procedures, is presented. The discussion is intended to set the context of the problem
by 1dentifying the limitations of earlier work. A qualitative reasoning technique is
chosen to be used as a platform for the formulation of a new approach, and is

critically evaluated so as to highlight the problems to be overcome so that the new

approach can be successfully used.

2.2 Main Characteristics of Qualitative Reasoning
and Applications in Process Engineering

Simulation of the behaviour of chemical plants is normally based on algebraic and
differential equations representing the basic laws of physics and chemistry. By solving
the equations and analysing the essential features of the solution, the patterns of
expected behaviour can be examined. However, many aspects of reasoning about the
behaviour of chemical plants during the preliminary design of a new project, or in

planning start-up procedures, do not require this level of detail. Much information is
often available from experience and numerical simulation comes later to fix design
values and eliminate unsatisfactory design alternatives. Qualitative analysis 1S then
used to interpret results, being valuable in supporting decisions about design and

operating strategies. It is also used by operators to identify the eftects of changes in

the process or the origin of faults.

Qualitative reasoning techniques are invaluable in providing a basis for
identifying the essential features of problems that cannot be effectively handled by

conventional mathematical approaches. Some of these problems and the value of

adopting qualitative reasoning are:

e Numerical algorithms require a complete set of equations together with

associated parameters to obtain a solution. Qualitative reasoning 1S
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possible with incomplete models and data or with models derived from
common-sense and expenence (de Kleer, 1990), examples of which are
commonly found in biochemical engineering (Dohnal, 1987, 1989,
1991a, b). In the early stages of design it is important to know if the
proposed process flow diagram will create operating difficulties.
The qualitative description of process trajectories gives valuable insight
into system behaviour, so preliminary design decisions can be made.
The use of qualitative reasoning to support synthesis of operating

procedures has already been investigated (Fusillo and Powers, 1988;

Csaki et al., 1991; Hangos et al., 1991);

Some engineering tasks need a description of all possible operational
trajectories. For example, a fault-tree must capture all failure modes.
Numerical simulators predict a specific trajectory for the prescribed set of
parameters and initial conditions. Simulation of all combinations of
parameters and input data may be computationally expensive or even
non-feasible. Moreover, it is always difficult to guarantee that all
combinations have been identified. Qualitative reasoning has the ability to

identify all possible trajectories of a system (de Kleer, 1990);

[n some situations a rapid and rough estimation of behaviour, rather than a
very precise prediction based on many unsupported assumptions is
acceptable (Forbus, 1990). For instance, in considering several design
alternatives, it is only necessary to know roughly how changes i one
process variable will affect others and the consequential effect on design of
equipment. Qualitative reasoning techniques are well suited for rapid and

rough estimation of behaviour and so can be used for screening

design alternatives;
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o There is the need for a tool to support reasoning with highly cognitive
tasks, such as process analysis, data Interpretation, fault diagnosis.
generation of operating procedures and explanation of process behaviour
In relation to decision making. The identification of the relationship and
information flow between variables is necessary in decision-making which
relies on reasoning about the effects of changes. For instance, it is very
important to understand how and why counter-intuitive responses can
anise, so that decisions related to equipment design and control strategies
can be effectively made. A systematic method to support explanation of
process behaviour and patterns of response, coupled with graphical
representation and scientific visualisation, is very important in interactive

design, so that the skills of the designer can be better exploited;

e An integrated concurrent engineering environment and the global control
of complex chemical plants need information to be easily shared.

Qualitative reasoning can be used to pass on (share) expert knowledge;
Against these must be set some important limitations:

e Most techniques do not use dynamic information to constrain the solution
space or to eliminate spurious solutions, as for example signed digraphs

(In et al., 1979) and qualitative process theory (Forbus, 1984);

e Quantitative knowledge about strength and order of magnitude of
influences tend to be ignored. In those cases where this information 1s used
it is limited by the use of the triple qualitative state descriptor {+,0,-},
which is not adequate for describing complex systems (Mavrovouniotis

and Stephanopoulos, 1987, 1988);

o (Qualitative reasoning techniques can generate non-real solutions mn

addition to real ones. There is no systematic procedure to identify and
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climinate the wrong solutions. This is the case of the qualitative simulation

method (QSIM) proposed by Kuipers (1986).

These hmitations have prevented the use of qualitative reasoning for describing
complex systems found in the process industry, e.g. distributed parameter systems.
However, there are some areas where there has been some success, such as fault
diagnosis and process control. This 1s mainly because faults and control strategies can
be analysed using steady state or quasi-steady state models. On the other hand,
operational supervision, dynamic simulation and synthesis of operating procedures
need non-steédy state models, which are not very effectively handled by most

qualitative reasoning techniques.

During the operation, the control and monitoring of process variables and their
fluctuations within allowable limits are crucial to maintain product quality and safety.
Diagnosis of process malfunctions is a very difficult task which has depended mostly
on human judgement. However, even experienced operators may have difficulties mn
handling unanticipated events and low-probability failures (Kramer, 1987).
Because of these difficulties, several methods of automated fault diagnosis based on
qualitative reasoning have been proposed. Diagnosis by cause-and-effect analysis
using patterns of process alarms is discussed by Inezal (1979),
Tsuge et al. (1985a, b) and Shiozaki et al. (1985a, b). A related technique has been
proposed for alarm analysis by Andow and Lees (1975). Umeda et al. (1980);
Oyeleye and Kramer (1988) and Chang and Yu (1990) present improved qualitative
methods for predicting propagation of disturbances. Tsuge et al. (1989) and
Savkovic-Stevanovic (1992, 1995) present qualitative simulators for estimation of
plant behaviour during abnormal situations. There are several other interesting

approaches, such as those by Rich and Venkatasubramanian (1987), Mavrovouniotis

and Stephanopoulos (1988), Grantham and Ungar (1990), Yu and Lee (1991) and

Wang et al. (1995), among others, who also propose fault diagnosis methods. Up to
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now fault diagnosis has been, by far, the main application of qualitative reasoning in

process engineering.

Qualitative reasoning has been used in process control to describe open-loop
responses of linear, non-linear and multivanable processes (Dalle Molle er al., 1988),
providing a framework for building qualitative versions of process models (Dalle
Molle and Edgar, 1989) and venfication of controller behaviour (Gazi et al., 1994).
Govind and Powers (1982) present a systematic procedure to support synthesis of
control structures based on the cause-and-effect representation of the process and
Féray—Beaumbnt et al. (1991) have applied qualitative transfer functions to represent
the process model of a distillation column. Hangos (1991) discusses possible
applications of qualitative techniques in control engineering, including evaluation of
characteristic properties, such as structural stability, observability and controllability,
as well as generation of operating procedures using a qualitative reasoning approach

proposed by Németh er al. (1992).

Although the design of chemical plants makes use of non-quantitative
procedures, qualitative reasoning has not been used to support it to the same extent
as for fault diagnosis and process control. Grantham (1990) presents a prototype
first-principles based system which aides in the conceptual development of batch
processing systems. It suggests which phenomena would help to achieve the design
ooals, determines the processing conditions required to activate them and performs a

qualitative analysis of the resulting behaviour, pointing out positive and negative

aspects.

2.3 Qualitative Reasoning Techniques

Qualitative reasoning techniques are concerned with modelling the various forms of

knowledge and establishing the basis for reasoning about the physical world in a way
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that mimics human reasoning. They usually consist of a modelling methodology for
the representation of knowledge about the process and an inference strategy usually
referred to as qualitative simulation. As the field is very young, different approaches

coexist with still unsolved theoretical, methodological and application

problems (Hangos, 1991).

The literature on the subject is extensive. The book by Weld and de Kleer (1990)
contains the most important foundation articles on the subject and presents a detailed
historical discussion from the point of view of artificial intelligence. Hurme (1992)
presents a vei'y extensive review of the different approaches, forms of knowledge

representation and applications to process engineering.

In order to be able to have a consistent basis for describing the various

techniques, 1t 1s useful to adopt the following definitions:

e Spurious solutions - Solutions that cannot be exhibited by the physical
system. This type of solution is generated when competing qualitative
influences arise during the simulation and the algorithm cannot determine

which influence prevails, e.g. when one influence tends to increase the

variable while another tends to decrease it;

e Ambiguous solutions - A set of solutions which does not give a

definitive answer;
e State - Indicative value of vanables or derivatives;

e Qualitative state descriptor - Set of states that the variables and

derivatives can assume during qualitative simulation;

e Causality - The definition of causality is a topic that has provoked a lot of
controversy and discussion. The “mythical causality” proposed by de Kleer

and Brown (1984) uses a finer time granularity to order events that
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theoretically occur simultaneously in “reality”, i.e. if “A causes B” than A
occurs before B in the “mythical” time. Iwasaki and Simon (1986) propose
the “causal ordering” method to determine the direction of influences from
mathematical models. However, the method is of limited application, since
1t 18 not always possible to know the mathematical models which describe
the system. The most accepted definition in engineering relates causality
with the cause-and-effect relationships between two variables as in the
expression: “A causes B”. It is accepted that causality is the basic
component of human reasoning. Therefore, methods based on causality
can easily represent intuitive knowledge and are well suited to explain
process behaviour and flow of information between process variables.
In non-causal models, the explanation of process behaviour 1s very difficult
since the causal links between vanables are not explicitly represented.
Because causality 1s not explicitly represented in mathematical models, the
most effective way to determune causality 1s to analyse all mechanisms
influencing the vanables and make assumptions about the controlling
mechanisms (Iwasaki and Simon, 1986), or by experiments.
Skorstad (1992) presents a causal theory for thermodynamic properties.
The author discusses that although the ideal gas law PV=RT defines a
functional relationship between pressure (P) and temperature (T), the
causal dependency is not clearly defined. Experiments have shown that a
pressure drop caused by an expansion on a throttle without an
accompanying work or heat flow has no effect on the temperature
(Skorstad, 1992), but a heat flow will affect T and consequently P,
although the volume is constant. Causality is usually represented by causal

eraphs in form of digraphs, which are discussed in section 2.5.

Table 2.1 summarises the most noted qualitative reasoning techniques and their

main area of application. The techniques use different modelling languages and
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concepts to describe physical systems. The choice of the most adequate approach to
handle a particular problem depends on the objectives of the model and the desired

type of response.

Table 2.1 Qualitative reasoning techniques.

Main qualitative Reference ~ Main area of application

reasoning techniques

Confluences de Kleer and Description of quasi-steady state
Brown (1984) systems for validation of sensor data
and fault diagnosis

Kuipers (1934, 1986) Modelling and simulation of the
dynamic behaviour of chemical

processes described by ODE' and by

incomplete or uncertain knowledge
about quantitative parameters.

‘Qualitative
simulation (QSIM)

Forbus (1984) Description of steady-state chemical
processes for explanation of system
behaviour and fault diagnosis.

Qualitative process
theory (QPT)

Iri et al. (1979) Modelling of steady-state chemical
processes for fault diagnosis

Signed digraphs
(SDG)

1 Ordinary differential equations

Confluences (de Kleer and Brown, 1984) and qualitative simulation - QSIM
(Kuipers, 1984, 1986) translate the system of ordinary differential equations (ODE)
and algebraic relations into qualitative differential equations (QDE). These qualitative

equations preserve the structural form of the quantitative models and replace
numerical values of variables and parameters by qualitative values. Both methods
assume that the system being analysed is described by continuously differentiable
functions of time. This greatly limits the use of non-quantitative, intuitive

information. Therefore they use only a small part of available knowledge and are of

limited application.
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Confluences assumes that variables and time derivatives are described by a
restricted set of possible qualitative states {+,0,-}, and uses sign algebra. The major
disadvantage of sign algebra is that addition and subtraction operations involving
varables with opposite signs are undetermined, i.e. the result can be any one of the
three qualitative values {+,0,-}. This gives rise to a tree of possible behaviour,
containing non-real (spurious) solutions. In some cases the number of ambiguous
solutions can be very large, imposing severe restrictions on the use of the method.
Confluences 1s usually classified as a device-centred approach, since it assumes that
the behaviour of complete systems can be determined from the behaviour of
individual process units and their interconnectivity. There is no attempt to provide
msight into how to develop the models for the individual units (Grantham and
Ungar, 1990). The simulation is based on the concept of “mythical causality” that
assumes infinitesimal changes in the neighbourhood of an equilibrium point.
This means 1t cannot be used to describe process dynamics for critical operations.
As the method does not explicitly represent causality, it also cannot be used to

explain process behaviour. It has mainly been used in validation of sensor data and

fault diagnosis.

Qualitative simulation (QSIM) 1s usually classified as a constrained-based
approach, since it is heavily based on constraints more than any other approach.
[tuses a much more flexible qualitative state descriptor than confluences.
Variables and derivatives can assume intermediate qualitative values inside the imtial
allowed set. For example, initially a vanable can assume the qualitative values

{0,+}, but during the qualitative simulation new landmarks can be established and

the variable can reach intermediate values, such as 11 and 12 ordered as follows:
{0,11,12,+=}. However, the method assumes a very complex methodology for
qualitative operations with the states of the vanables, which contributes to the
generation of trees of possible solutions. These include real and spurious solutions

and inconsistent branches. The explosive number of ambiguous solutions is among
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the main problems of this approach. Many efforts have been made (Kuipers, 1987:
Kuipers and Chiu, 1987; Kuipers and Berleant, 1988; Lee and Kuipers, 1988: Dalle
Molle, 1989; Kuiperseral., 1991) to combine qualitative with quantitative
information and include information about higher-order derivatives, aiming at
improving the qualitative description and eliminate spurious solutions. These works
have improved the performance of the method but also made it far more complex
than the onginal approach. QSIM is mainly a simulation tool and requires very
detailed descriptions of systems, even for simple cases such as tanks. However, it
does not provide any support for building the qualitative models in order to minimise
the number of ambiguous solutions. For the simulation of a shell-tube heat exchanger
in steady-state, Vianna (1992) obtained a tree of solutions with nine branches
(including non-feasible trajectories). Probably this result can be improved by a better
modelling. Attempts have been made to develop a model-builder (Crawford
et al., 1990; Richards et al., 1992; Farquhar, 1994). QSIM cannot be used to explain
how process behaviour 1s generated, since it does not explicitly represent causality
and the simulation is very complex. QSIM has been used for process control and
prediction of dynamic behaviour of lumped parameter systems (Dalle Molle

et al., 1988; Dalle Molle and Edgar, 1989, 1990, Kuipers, 1989), and process

monitoring (Dvorak and Kuipers, 1989).

QSIM is not suited to describe distributed parameter systems. Kuipers (1992)

says that the extension of QSIM to cope with this class of problem faces two

major problems:

e Boundary conditions - QSIM works with landmarks and the clear
definition of limit values for variables and derivatives. This implies that for
a distributed parameter system the explicit representation of boundary
conditions is needed. However QSIM cannot be easily adapted to deal

with boundary conditions (Kuipers, 1992);
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 QSIM can only reason along one path each time - Because of the
simulation technique, a particular path, e.g. space, has to be simulated
independently of others, e.g. time (Kuipers, 1992). However, a distributed
parameter system has to be simulated by considering changes in time and

space simultaneously.

Qualitative process theory (QPT) is significantly different from previously
mentioned approaches. It is based on the representation of the knowledge of the
basic physical and chemical phenomena underlying the process behaviour, such as
mass and healt transfer, phase equilibrium and chemical reaction (Grantham, 1990;
Grantham and Ungar, 1990). Because of this, it 1s usually referred to as a process-
based approach. Models are created using a description of substances, objects and
the basic process. Influences impose changes on system parameters while relations
constrain the propagation of the influences between process vanables. Causality is
used to impose order on the events and can also be interpreted backwards to
discover the cause of a specific event or to realise which variables must change
order to produce a desired effect. The method includes a graphical representation of
the relations between process variables. It has been used to explain how results from
numerical simulation are generated (Forbus and Falkenhainer, 1990, 1992), m
diagnosis of faults (Grantham and Ungar, 1990) and for building intelligent tutoring
systems for undergraduate students (Forbus and Whalley, 1994). QPT presents the
following limitations: (1) the algebra involved in determuining changes is not trivial;
(2) inadequacy of the triple qualitative descriptor {+,0,-}; (3) generation of spurious
solutions; (4) the consideration of intuitive knowledge (not based on the laws of
physics and chemistry) is not easy, although possible; and (5)1t only represents

steady-state processes. Extension to deal with dynamics and distributed parameter

systems is very difficult, if indeed possible.
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The signed digraph (SDG) approach (Iri et al.. 1979) is based on graph theory
from mathematics. It has been used in engineering for a long time (Hurme, 1992).
A signed digraph model is a graphical structure which represents the physical and
chemical processes underlying the system behaviour. It is composed of nodes, edges
and signs. Nodes represent process variables while edges represent the local influence
between varniables. The influences can be either positive or negative. Variables are
described by the limited triple set of possible qualitative states: {+,0,-!}.
The construction of signed digraphs is heavily based on the concept of causality, i.e.
on the determination of variables that cause changes and those that change.
The method allows the representation of causality in feedback loops, which is a great
advantage over other methods. Models are easy to construct from intuitive and
engineering knowledge and the graph structure makes it well suited to explain
process behaviour. A signed digraph can be constructed from observed plant
operation data, experience or using the structural information from mathematical
models. The latter represents a more robust approach. Iri et al. (1979) use the signed

digraph approach for qualitative modelling of steady-state chemical processes and

apply it to fault diagnosis.

The qualitative simulation of signed digraphs 1s done by introducing a
disturbance to the set of input variables, where the initial state of all vanables 1s [0],
and propagating the disturbance through nodes and edges (Hurme, 1992).

The simulation does not involve sign algebra but the logic “or” approach 1s used, 1.€.

the stronger influence prevails.

The conventional signed digraph (SDG) approach presents several
characteristics that make it a very attractive tool for reasoning with chemcal

processes in a design or operational environment. The charactenistics include:

e Easy to construct from intuition or engineering knowledge -

The signed digraph technique 1s based on the direct representation of the
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cause and cffects relationships between process variables in a digraph

structure. It requires little compilation of knowledge and unlike other
representation 1t does not require the development of qualitative equations

or the use of complex qualitative algebra;

Visualisation facilities - The model assumes a graphical approach which

1s very well suited to the visualisation of flow of information;

It may be used to describe complex process topologies -
Coupled systems or processes with recycles generate cycles or loops in the
digraph structure. These can be ¢asily handled by signed digraph models,
since nodes can recetve multiple branches and information can flow in any
direction. Moreover these structures do not impose problems during the

reasoning stage;

Reasoning with SDG is intuitive - Individuals usually do not use
equations or complex mathematical relations to mentally describe a
problem. They reason about the cause and effects of the relevant

influences and use a very simple qualitative algebra and an
order-of-magnitude-like approach to eliminate weaker influences in order
to simplify the model structure. As the signed digraph 18 a causal

relationship based approach, it is able to capture the intuitive way people

reason about problems;

Computationally undemanding - The inference algorithm for describing
process behaviour is based on search methods, and the logic “or” for
solving multiple influences, which are not computationally demanding it
compared with methods that use complex algebra. It can be programmed
in any language and therefore does not require the use of LISP language

or LISP machines, as do most other qualitative reasoning techniques.
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The above advantages and the effectiveness in dealing with fault diagnosis have
stimulated many researches with signed digraphs aiming at overcoming some of its
main limitations: (1) generation of spurious solutions, (2)inability to describe
dynamic behaviour and (3) inadequacy of the triple qualitative descriptor {+,0,-}.
However, the existing approaches have been restricted to fault diagnosis, and no
attention has been directed at other areas of process engineering, such as generation

of start-up procedures or supervision of plant operations.

Umeda et al. (1980) have extended the conventional SDG approach to allow the
description of the dynamic behaviour of systems described by ordinary differential
equations by assuming a multi-stage approach. Shiozaki er al. (1985a,b) and
I'suge et al. (1985a, b) extend the possible qualitative values of the variables to a
five-range pattern (+,+7,0,-7,-) to deal with states that are outside the range of
normal changes but still within threshold limits. Tsuge et al. (1985a) also use delays
to help in ordering the causes of failures and a multi-stage approach to enhance
knowledge representation and allow diagnosis of impulse type failures. Oyeleye and
Kramer (1988) develop an extended signed digraph (ESDG) and a method to convert
the ESDG to a set of confluences (relations, in de Kleer and Brown’s approach),
which are used to eliminate spurious interpretations produced by non-causal
confluences. The ESDG includes non-physical feedforward edges that represent
inverse and compensatory responses due to negative feedback. Dynamic ettects were
ignored and only qualitative steady-state equations are used. No numercal data 1s
required. Hashimoto et al. (1991) propose a three-layer approach in order to capture
subsequent transitions that variables can undergo due to actions of operators or
controllers. Mohindra and Clark (1993) attach the logical “and™ to the edges,
extending the applicability of the conventional SDG, which is limited to the “or” logic
approach. Wilcox and Himmelblau (1994a, b) propose the possible cause and effect

graph (PCEG), which limits the statements that can be used to descnibe the root
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cause of a fault based on material and energy balances. This reduces the size of the

search space and consequently reduces the number of spurious solutions.

Although the above works have greatly enhanced the functionality and
applicability of the conventional SDG approach, it is still limited to fault diagnosis

and cannot be applied to systems described by partial differential equations.

There are many other qualitative reasoning methods, such as formal
order-of-magnitude (Mavrovouniotis and Stephanopoulos, 1987, 1988), which uses
the rough magnitude of parameters and effects to improve the qualitative description
of chemical processes. According to the latter authors, qualitative reasoning pays too
much attention to values of single parameters and neglects the importance of the
relations between them. In engineering problems, besides information about signs of
quantities, there is also information about relative order-of-magnitude and rough
numerical values describing intervals of changes. These approaches are based on
previous 1deas about using order-of-magnitude 1 artificial intelligence
(Raiman 1986, 1991). Other researches mix the i1dea of order of magnitude with
other qualitative reasoning methods (Hurme and Jarveldinen, 1991; Dague, 1993 and
Yip, 1993). The main problem with such approaches is related to the complexity of

the algebra used to reason with order-of-magnitude entities. Much work has also

been done in terms of fuzzy-logic based approaches (Shen and Leitch, 1992; Huang
and Fan, 1993; and Wang et al., 199)).

From the analysis of the existing techniques it is clear that qualitative reasoning
techniques need to be extended to handle the dynamic description of distributed
parameter systems so that they can be used to support tasks imvolving critical

transients, such as generation of operating procedures.
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2.4 Generation of Operating Procedures
Using Qualitative Reasoning

The synthesis of operating procedures makes use of non-quantitative causal
knowledge which reflects an understanding of how behaviour arises. This insight
provides a basis for making decisions about optimal operating strategies. The concept
of causality is fundamental in explaining the results of simulation whether qualitative
or quantitative. Causal models encode more knowledge than non-causal approaches
because they attempt to rationalise knowledge and extend the formal algebraic
relationships. The usual approach is to use a graphical representation to visualise the
links between variables and indicate how information flows through the system. As a

consequence it 15 a natural choice for generating operating procedures.

Therefore, since confluences and QSIM are based on non-causal models, they
are not generally capable of supporting synthesis of operating procedures. Moreover,
the models required by such approaches are often very complicated, even for simple
physical systems, and consequently the number of equations necessary to descnbe a
complete plant become overwhelming and the resulting set of constraints intractable
(Feray-Beaumont et al., 1991). Such complexity associated with the algebra used n
the qualitative calculus results in an explosion of ambiguous solutions. This means

that it is impossible to extend these methods to deal with distributed

parameter Ssystems.

The application of qualitative process theory (QPT), which is based on causal
models, for the description of process dynamics and representation of intuitive

knowledge is not straightforward. It requires a clear definition of substances and

equipment involved in each process, which becomes very complex when modelling a

complete plant.
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The main characteristics of the signed digraph approach in terms of ease to
construct models, visualisation facilities and ability to represent complex process
topologies, causal relationships and intuitive knowledge, make it well suited to the
new approach. The goal 1s to overcome the limitations of existing qualitative
reasoning techniques, by avoiding generation of spurious solutions and enabling

distributed parameter systems to be handled.

The next section contains a detailed description of the signed digraph approach
and a discussion about how the limitations are related to basic structural elements.
This is directed to showing that the method can be modified to effectively handle
process dynamics, and so be used in a framework for the generation of

operating procedures.

2.5 Signed Digraphs

The signed digraph (SDG) methodology used by Iri et al. (1979) 1s based on the
eraph theory and was originally developed for diagnosis of system failures
chemical processes. It was motivated by the difficulties in finding the first cause of a

failure during plant operation because of the large number of state variables which

need to be considered.

2.5.1 Graphs and Digraphs

Equations are a very effective means of representing the structural relationships of
the variables of a system. However, they are mainly computational tools and give no

insight into the way in which information flows through the system or solutions arise.

Visual images are a much more appealing mode of conveying this type of detail.
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Graph theory 1s a branch of mathematics which explicitly is concerned with
representing this kind of structure. It provides a key to successful problem solving

and to gain insight into the general solution of a problem.

Mathematically a graph is an abstraction of the structural relationship between
discrete objects, represented by a set of nodes , N={n, ny,...,n,}. The relationship
between any two objects »; 1s represented by an unordered pair of nodes called an
edge, ex{n;,nj}. Nodes are denoted by letters and edges are line segments drawn
between the nodes, as shown in Fig. 2.1a. The choice of the discrete objects and the

relationship between them depends on the application (Mah, 1990).

Directed graphs, or digraphs for short, are used to represent asymmetric
relationships where the direction of flow 1s important for the problem formulation,
e.g. the direction of flow in a pipeline or in a process flowsheet. In a digraph, each
edge e, 1s mapped onto an ordered pair of nodes {n;,n;}. It 1s drawn as a line segment
with an arrow directed from n; to n,. The edge e is incident to the node n; and

emergent from the node n;. Figure 2.1b illustrates a digraph.

[t is useful to summarise the terminology used in the graph-based methods:

e adjacent nodes - two nodes n; and n; linked by an edge e;

o incident to - e, is incident to the node n;, if n; 1s the terminal node of the

edge e;

o emergent from - e is emergent from the node n;, if n; 1s the nitial node of

the edge e,

e ascendant node - node from where the edge ex 1s emergent from,
o descendant node - node to where the edge e 18 incident to;

o parallel edges - edges sharing the same pair of end nodes;
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* self-loop - an edge with the same two end nodes:

o path - sequence of distinct and consecutive edges linking any two nodes

but not intersecting a node more than once. For instance, in Fig. 2.1b the

sequence {a,b},{b,d},{d,e} is a path between ‘a’ and ‘e’ (terminal nodes);

 loop - two different paths leading from the same initial node to the same
termunal node, but the initial node is different from the terminal one.

The sequences {b,c},{c,d} and {b,d} in Fig. 2.1b enclose a loop.

. cyclle - a path with the two terminal nodes being the same. In Fig. 2.1b the

sequence {b,d},{d,e},{e,b} is a cycle.

(a) (b) (c)

Figure 2.1  (a) Graph; (b) digraph; and (c) signed digraph.

2.5.2 Signed Digraph Structure

In et al. (1979, 1980) generalised the digraph approach by representing the
positive and negative influences between process variables as a signed
digraph (SDG). The proposed structure i1s a graph: G=(N,E) where N is a set of
nodes {n, n,,...,n,} and E 1s a set of edges {e;, e,,...,en}. Each edge 1s identified by
an ordered triple (n;, n;, sx) where the nodes n; and n; define the direction of the
influences by mapping the edges to their initial and termunal nodes, respectively.

The component s, represents the sign {+,-} of the influences between the vanables.

LEEDS UNIVERSITY LIBRARY
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Positive influences arc characterised by variables changing in the same direction,
while negative influences represent variables changing in opposite directions.

Figure 2.1c 1llustrates a signed digraph.

Signed digraphs are qualitatively derived from operating data and/or the
characteristic equations of the process and used as the model for representing the

influences on the elements of the system.

Generally, systems can be described by algebraic equations and a set of ordinary

differential equations which can be written as follows:

d,
——C?t-—:ﬁ(xl,xz,.....xn) (2.1)

If of;/ox; =0, there is an edge from x; to x; with the same sign of the

derivative  (9f;/0x;). No self-loop is defined, even if Jf/ox;#0.

Iri et al. (1979, 1980) use a buffer tank to illustrate their methodology applied to
fault diagnosis. For fault diagnosis purposes the variables can assume three state

values: high (+), normal (0) and low (-).

The state () of each node is calculated by multiplying the state of the ascendant
node by the sign of the incident edge as shown in Eq. (2.2). If more than one edge is
incident to a node and they are of opposite signs, Iri et al. (1979, 1980) assume that
the influences will compensate each other for purposes of fault diagnosis.

On. =06n. s.. (2.2)

I ] J

where On, is the state of the node »;;

s; is the sign of the edge from node n; to node »;;
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n, 1S the number of nodes of the model: and

n;. 18 the number of edges incident to n;.

The basic principle of the inference algorithm is to trace the causes of a failure
back along the directed graph by calculating the state of the nodes which compose

the digraph structure.

Although signed digraphs are very effective for fault diagnosis they do have

limitations, as discussed below in relation to process dynamics.

2.5.3 Limitations of Signed Digraphs in

Describing Process Dynamics

Consider the gravity-flow tank shown in Fig. 2.2a subject to step disturbances in the
feed flow rate, F;. The outlet flow rate and level are represented by F, and Lrp,
respectively. The tank is described by Eqgs. (2.3) and (2.4) and the -causal
relationships (2.5) to (2.7) derived from these equations. Figure 2.2b shows the SDG

model generated for the system, based on the causal relationships.

dL,

WZSTI'(E' “Ea) (2.3)
F + > L, (2.5)
LT __+._) ]—7;) (26)
F — 1L, (2.7)

where t=time; S7; and S = constants.
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Qualitative simulation of signed digraphs is done by introducing a disturbance to

the set of input variables, where the initial state of all variables is [0].
The disturbances are propagated from node-to-node. To describe the dynamics, it is
assumed that the variables can take one of three state values: increase (+),
constant (0) and decrease (-). Simulation does not involve algebra of signs: rather a
logic “or” 15 used which implies that the stronger influence prevails. However, when

two influences of opposite signs are incident to a node, the result is ambiguous

because any of the three solutions {+,0,-} is possible.

Table. 2.2 and Fig. 2.3 show the result of reasoning with the SDG model
(Fig. 2.2b) when the tank is subject to a positive step disturbance in the feed flow
rate (F;). It can be seen that the method correctly captures the first response of the
system, 1.e. the level and outlet flow rate increase with the increase in the feed flow
rate. However, at subsequent time steps, the prediction is uncertain because the
model is unable to distinguish the strength of the influences from conflicting actions:
(1) positive 1nfluence from F; and (2) negative compensatory influence from F,.
As the signed digraph does not contain enough information to constrain the solution
space, the method fails to distinguish the final response of the system and cannot
predict unambiguously the behaviour of the system over the next period. Therefore,

all possible solutions need to be generated, including spurious ones. Figure 2.4 shows

an expected (quantitative) dynamic response for the system.

The unsatisfactory prediction of the qualitative dynamic behaviour of the tank

can be attributed to the following reasons:

« Inadequacy of the triple qualitative state descriptor - The value space
of the variables is restricted to the set {-,0,+} which is not sutficiently

discriminatory to assess the relative strength of the influences;
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* Lack of dynamic information - The model does not take account of

information on the system dynamics, i.e. how variables change with time:

» Inadequate reasoning algorithm - The reasoning methodology proposed
by Ir1 et al. (1979, 1980) for fault-diagnosis is inadequate for description
of system dynamics. It searches for the origin of failures and is not

intended to trace system behaviour through time.

In summary, the signed digraph approach is well suited to the description of the
initial response of the vanables of a system, but is not intended to describe the
magnitude of the influences and delays, because it does not include information about
changes 1n the state of the variables with time and space and is restricted by the state

descriptor {+,0,-}.

It 1s clear that there 1S considerable scope to the development of a methodology
based on the conventional signed digraph to deal with distributed parameter systems

and support several process engineering tasks, such as process design and generation

of operating procedures.

Figure 2.2  (a) Gravity-flow tank and (b) signed digraph model.
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Table 2.2 Qualitative dynamic behaviour for the gravity-flow tank subject to a
positive step disturbance in the feed flow rate.

N.B. ? = indeterminate behaviour

Figure 2.3  Qualitative dynamic behaviour for the gravity-flow tank: (a) inlet flow
rate and (b) level.
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Figure 2.4  Expected dynamic behaviour of the level of the gravity-flow tank.
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2.6 Concluding Remarks

[n this chapter an overview on qualitative reasoning has been presented and the
existing techniques discussed in terms of their effectiveness in dealing with process

engineering problems.

Qualitative reasoning has the ability to deal with incomplete knowledge and
support cognitive tasks. Some techniques can express causality embedded in intuitive
and engineering knowledge and have great potential for use in explaining process
behaviour. Signed digraphs have several advantages, mainly in terms of visualisation
capabilities, ease to construct models and ability to deal with coupled systems and
recycles. They can therefore be used to explain process behaviour and support
non-quantitative tasks, such as process analysis and data interpretation, as well as to

generate optimal design and operating strategies.

Existing qualitative reasoning techniques, including signed digraphs, do have
several limitations, mainly related to the inability to cope with process dynamics in
terms of distributed parameter systems and generation of spurious solutions.
Therefore, there is a need for a flexible tool capable of dealing with several classes of

chemical engineering problems and robust enough to describe complex system

trajectories.
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Chapter 3

Weighted Digraphs for Qualitative
Description of Process Dynamics

3.1 Introduction

The simulation of process dynamics has been recognised as a task of major
importance during the analysis of the life-cycle performance of a plant, and is
essential in ensuring high standards of design. Despite this, the use of dynamic
simulators in process design has been very limited, even for supporting the synthesis
of procedures such as operating and control. The reasons are mainly related to the
difficulties involved in generating dynamic models, determining precise numerical
values of parameters and interpreting the large amounts of data and information
generated by numerical simulators. Until now, these highly cognitive tasks have been

carried out mainly based on the experience and skills of talented designers.

The current trend towards the creation of an integrated concurrent engineering

environment has stimulated the development of “intelligent™ support systems to help

with model building and reasoning with information generated by the simulators.
The aim 1s to provide a platform to make explicit the relations between process

variables and the way 1n which responses develop in order to help to explain and
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Interpret solutions and so be valuable in supporting design decisions. Such a
framework can be used to reason about the effects of changes in process design and

operating conditions and to trace back to problem sources so that modifications can

be targeted more specifically on desired goals.

Qualitative reasoning derives from artificial intelligence and is well suited to be
used i conjunction with numerical simulation to provide an “intelligent” support
system. Qualitative representation of process dynamics is essential in assessing flow
of information through a process because it reveals the nature of the interaction

between process variables which i1s fundamental in understanding the solutions.

At present, existing qualitative reasoning techniques are not able to effectively
describe the general dynamic behaviour of process systems, since the models are very
difficult to generate and the simulation tends to produce large numbers of spurious
(non-real) solutions. Moreover, they are unable to cope with distributed parameter
systems. Consequently, this has hindered their widespread use in design and synthesis

of operating procedures. This calls for a more robust approach.

In this chapter a qualitative reasoning approach, referred to as weighted digraphs
(WDG), is presented. The methodology is based on a generalisation of the signed
digraph (SDG) approach by Irieral. (1979). It is directed to retaining the main
characteristics of the conventional approach, such as the ease of model construction
from intuitive or engineering knowledge and visualisation facilities, but introduces

several new features to overcome the main limitations due to poor re