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Abstract 

 

Radars, as the name suggests, were traditionally used for radio detection and ranging. Nevertheless, 

advancement in technology has made it possible for using them as a sensor to identify or classify 

targets. The design of a reliable and robust (in term of noise and clutter) radar target recognition 

technique has long been the dream of many researchers.  

  

Although target recognition based on Singularity Expansion Method (SEM) has been studied 

extensively for the last few decades, the feasibility of using the Complex Natural Resonances 

(CNRs) or poles to classify targets is further investigated in this thesis. CNRs are chosen for 

representing the target in this thesis as they are theoretically independent of the aspect angle 

between the radar and the target, and they form a minimal set of parameters by which the target can 

be identified thus assisting the classification problem. 

 

This thesis focus on designing a reliable and robust resonance based target discrimination process 

by breaking down the resonance based target identification process into two parts. The first part 

involves addressing the computational issue of the poles extraction scheme and extracting the 

dominant poles of the target. In a resonance based target identification scheme, it is important to 

extract the contributing CNRs of the target and store them into a target feature reference library. 

Incorrectly determining the dominant poles of the target could result in a false alarm during the 

target identification step. The second part consists of designing a classifier that is capable of 

identifying the correct target from a set of targets in the presence of noise. 

 

Matrix Pencil Method (MPM) is utilized in this thesis to extract the CNRs of the target. MPM is 

chosen due to its low sensitivity to background noise and its computational ease and efficiency. 

However, spurious poles as a result from overestimating the modal order of the system could 

deteriorate the performance of the MPM. A method has been proposed to overcome this issue and 

improve the performance of the MPM. 

 

Two methods have been proposed in this thesis to extract the dominant poles of the target. The first 

novel approach uses Principle Component Analysis (PCA) to fuse the backscattering signatures of 

the target from either multiple incident aspects or multiple incident polarizations. The significant 

poles of the target could then be extracted from the fused signature. This method has the advantage 
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of reducing the noise of the target’s signatures and thereby aiding the dominant CNRs extraction 

process. The second novel approach utilizes the energy of each of the extracted resonances of the 

target to identify the contributing poles of the target. 

 

After extracting the significant CNRs of the target, the next step is to design a reliable and robust 

resonance based target identification technique. Two robust resonance based target identification 

schemes have been introduced in this thesis. The first unique method utilizes a standard tool in 

statistical analysis for target discrimination. Canonical Correlation Analysis (CCA), which has 

previously been used in economics and medical studies, has been proposed in this thesis for target 

identification. Numerical results show that this technique is comparable to the Generalized 

Likelihood Ratio Test (GLRT) in the presence of white Gaussian noise.  

 

One of the issues related to resonance based target classifier is that it requires the commencement of 

the late time period for the unknown target response to be determined accurately, in order to avoid 

false alarms during the target classification process. For Automatic Target Recognition (ATR) 

applications, usually such information is not known a priori. In view of this problem, a modified 

GLRT technique that utilizes the Time-Frequency Analysis (TFA) is introduced in the second novel 

approach. The improved GLRT method does not require prior knowledge of the beginning of the 

late time period for the transient response of the unknown target. Simulation results show that the 

modified GLRT method is comparable to the original GLRT technique when the commencement of 

the late time period for the unknown target response is correctly determined and outperforms the 

original GLRT technique when the commencement of the late time period for the unknown target 

response is incorrectly determined. 
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Chapter 1: Introduction 

 

1.1 Introduction 

 

The ability to quickly and accurately identify targets, either friends or foes, at long distances and 

under all weather conditions has the potential to greatly enhance the effectiveness of military and 

commercial sensor systems. Possible attack from military aircrafts and missiles can require 

decisions regarding lethal engagement to be made within seconds of detecting an unknown target. 

This decision often relies upon the process of Non-Cooperative Target Recognition (NCTR). 

 

In the realm of radar NCTR, there are two main categories: imaging and feature based identification 

[1]. Imaging radars provide a visualization of the detected target utilizing techniques such as focus 

spot scanning, inverse synthetic aperture [2], tomography [3], and inverse scattering [4]. In order to 

reconstruct the image of the target, imaging identification techniques require information of the 

target to be gathered from multiple incident aspect angles. Feature based identification radars sense 

unique characteristics which are often not image related such as jet engine turbine rotation rates, 

hull vibration, or maneuvering patterns. Such radars typically utilize Doppler modulation of the 

received signal spectrum to sense differential motion of portions of the structure [1]. Jet Engine 

Modulation (JEM), High Resolution Range Profiling (HRRP), and Inverse Synthetic Aperture 

Radar (ISAR) are some examples of the NCTR techniques used for recognizing aircraft targets [5]. 

 

The main disadvantage of these techniques is that the extracted images or features may vary as the 

incident aspect angle changes. Therefore, in order to correctly identify the target, a large database 

that contains the extracted images or features of the target, from multiple incident aspect angles, is 

needed. For most radar target identification problems, usually the incident aspect angles to the 

target are not known a priori. Therefore, it is preferable to have a target’s signature that is purely 

dependent on the target itself and independent of the incident aspect angles. 

 

In this thesis, the Complex Natural Resonances (CNRs) or poles will be used for representing the 

target. CNRs are chosen as they overcome the drawbacks highlighted previously. Natural resonance 

frequencies contained in a target’s radar signature are determined by its structure and can serve to 
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identify the target. Furthermore, the full sets of CNRs depend only upon the target’s geometry and 

composition [1], [6]. They are independent of the target’s position or orientation to the radar [1], [7] 

and incident polarization states [1], [8]. These are appealing properties which have lead many 

researchers into using them as a feature set to characterize radar targets. While the poles are 

mathematically aspect independent, their associated residues are angle dependent and thus will 

require more than one radar measurement to be made to collect a complete set of poles to correctly 

represent the target [8], [9]. The feasibility of using the CNRs for target classification has also been 

successfully demonstrated in the literature [7], [9], [11]. 

 

Natural resonance NCTR is most effective using frequencies within the resonant region of the target 

[1]. In order to find the maximal number of poles to represent the target, it is necessary to use Ultra 

Wide Band (UWB) radar system which excites the full structure resonances of the target. Moreover, 

the target is excited at a frequency band for which the wavelength of the excitation corresponds 

approximately to the size of the target. Therefore, resonance based target identification is the only 

approach that is being considered. This will imply long wavelength for many targets (i.e. aircrafts 

etc.). For example, for a radar target of characteristic dimension equal to 1 meter, we use the Very 

High Frequency (VHF) band [30MHz - 300MHz] and, similarly, for a target of characteristic 

dimension of 0.1 meter, we use the Ultra High Frequency (UHF) band [300MHz - 3GHz]. 

 

Several assumptions are made in this thesis. First, it is assumed that only stationary Perfect 

Electrical Conductor (PEC) targets will be used in this research, therefore, any Doppler information 

will be ignored. Furthermore, the scope of this thesis is limited to ground-to-air scenario where the 

targets are illuminated by an UWB signal (i.e. Gaussian pulse, Rayleigh monocycle etc.) in the free 

space environment. It is also noted that the research presented in this thesis only dealt with 

numerical simulations or simulated wire model and ellipsoid targets. A lot of researchers around the 

world have used wire model targets (i.e. bent wire target, wire model aircraft etc.) in their research 

[8], [16], [24], [32], [39], [92]. This is necessary in the first instance to relate resonances to various 

dimensions. In a sense, they are canonical problems that go some way to verify the performance of 

the various target identification techniques. Simple shaped 3D target, ellipsoid, has also been 

introduced in this thesis to quantify the performance of the proposed techniques. To the author 

knowledge, there are only few instances in the literature where full 3D objects have been 

investigated. [44] and [93] are some of the works that used full 3D targets. The idea of this thesis is 
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not to investigate complicated geometries, but to get a sense of what can be achieved in successful 

identification using the proposed techniques. The work presented in this report concerns the design 

and development of an efficient and robust resonance based target identification system for 

Automatic Target Recognition (ATR) applications.  

 

A brief summary of some of the target discrimination methods will be established in the next 

section follow by a discussion of the development and limitations of the resonance based target 

identification system. Last but not least, the motivation and scope of the research will be presented 

followed by an outline of the thesis.  

 

1.2 Radar Target Recognition Methodologies 

 

A general radar target recognition method consists of several discrete stages as shown in Figure 1.1: 

data acquisition (measuring radar returns or computing profiles within a simulated environment), 

pre-processing (i.e. scaling, noise reduction etc.), feature extraction, and finally using a suitable 

classifier to identify the target. The work presented in this thesis will concentrate on the final two 

stages (feature extraction and designing a robust classifier to identify the target) of the ATR system. 

 

Figure 1.1: A typical ATR system. 

 

Some of the well-known target recognition methodologies are listed below. There techniques are 

classified based on the transmitted waveforms used by the Radar [28], [86].  

1. Recognition of targets with Narrow band signals: 

(a) Polarization features of radar echoes [87]. 

(b) Target recognition using intensity of received signals. 

2. Recognition of targets using multi-frequency signals [86]: 
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(a) Methods using impulse function and transfer function of target including use of response 

to step and ramp functions. 

(b) Use of natural resonances as target feature at multiple frequencies. 

(c) Combination of natural resonances and frequency dependence of radar cross section 

(RCS). 

(d) Using polarization and frequency dependence of RCS. 

(e) Using RCS at different frequencies. 

3. Recognition of targets using UWB signals [26]: 

(a) Using high resolution range profile of targets so that all of the major scatterers of the 

target can be resolved individually, thereby generating the image of the target. 

(b) Using CNRs: this method illuminated the target with a sufficiently broadband signal to 

be able to excite the target’s resonance frequencies. 

 

Lin and Kiang [88] have demonstrated target discrimination for the cases of prolate spheroids based 

on the concept of natural frequencies. Chen and Walton [89] have used the multi-frequency radar 

returns for classification of targets in both the time and frequency domains. They have concluded 

that the use of resonance region (1.0 to 20.0 MHz) has great potential for radar target discrimination 

between targets of different class. Baum [7], [9] has reported that the Singularity Expansion Method 

(SEM) is useful for the aspect independent nature of the pole locations in the complex frequency 

plane/ S-plane. SEM is a way to represent the solution of the scattering problems in terms of 

singularities in the S-plane. An example of the poles of the metallic thin straight wire targets in the 

S-plane could be found in Figure 1.2 below. 
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Figure 1.2: Normalized poles of the metallic thin straight wire targets in the S-plane. 

 

Out of the above mentioned methodologies, the target recognition based on CNRs of the target is of 

major interest to the radar designer due to the appealing properties of the CNRs as mentioned in 

Section 1.1. Therefore, we will be using CNRs as a feature set for target recognition in this thesis. 

 

1.3 Development and Limitations of the Resonance Based Radar Target Identification 

System  

 

Extracting the complex resonances from the target response accurately is critical for the success of 

resonance based target recognition, as the target identification process is based solely on these 

resonances. The development of resonance based radar target recognition is based on the SEM 

initially developed in 1971 by C. E. Baum [7], [9]. Baum was the first to demonstrate that the target 

resonances can be extracted by searching for singularities in the Method of Moment (MoM) matrix 

that result from a frequency domain integral equation formulation [7]. The disadvantages of this 

method are that it is limited to the frequency domain formulation and its computational cost is too 

high. 

 

In view of these problems, Van Blaricum and Mittra [10] proposed using Prony’s algorithm to 

extract the target resonances from the late time of the time domain target response. This approach 

has drawn substantial attention in the literature as the extraction procedures can be applied to any 



      

Chapter 1: Introduction 

 - 6 -  

  

computed or measured target response. However, it is well known that the accuracy of the extracted 

CNRs from the Prony’s method is significantly degraded when the data is corrupted by noise. 

Therefore, researchers around the world have been introducing better methods for resonance 

extractions. Least Square Prony’s Method [11], Continuation Method [12], and Matrix Pencil 

Method (MPM) [13], [14] are some examples of the improved resonance extractions techniques. 

Apart from these poles extraction techniques, there are also target recognition schemes that extract 

poles as part of the identification process. Kill-pulse (K-pulse) technique [15] and Extinction-pulse 

(E-pulse) technique [16], [17] are some examples of the target recognition schemes. Most of these 

techniques are capable of determining the number of poles embedded in the late time of the target 

signature and accurately extracting the CNRs, provided that the target response has a minimum 

Signal-to-Noise (SNR) ratio of 20dB or better [13]. A perturbation analysis of the MPM can be 

found in [19]. In particular, the perturbation of the variance of the extracted resonant frequency, 

���(���), as a function of SNR can be found in Figure 2 of [19]. At a SNR of 20dB, ���(���) =
10��. 
 

Identifying the correct portion of the target response for extracting the CNRs is another issue of the 

resonance based target identification system. It is well established that the damped exponential 

model only applies to the late time period of the target response, thus inclusion of any early time 

samples in the extraction procedure would significantly degrade the accuracy of the extracted 

CNRs. Therefore, it is important to correctly determine the commencement of the late time period. 

Ilavarasan [81] has formulated a method to calculate the late time commencement for a given target, 

provided that the excitation pulse width, the time when the pulse hits the target and the one way 

transit time of the pulse along the line of sight under that particular incident aspect, are known in 

advance. However, such information is usually not known a priori for ATR applications. Therefore, 

determination of the commencement of the late time period automatically has always been the 

dream of researchers around the world.  

 

Other than the process of resonance extraction, another research interests have focussed on the 

development of target recognition schemes for ATR applications. The key requirement for high 

performance ATR is the separability of the extracted features in the feature space. The CNRs which 

characterize an object are found to be excitation invariant. The positions of the resonances in the 

complex frequency plane or S-plane do not shift as the same object is viewed along different 
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incident directions or with different polarizations, which permits a minimum amount of data to be 

used in object discrimination [1], [6]-[8]. According to the SEM, the CNRs are purely dependent on 

the target’s geometry and composition [1], [6]. Differences in the target attributes from target to 

target will result in different sets of CNRs and target recognition could then be achieved based on 

such differences between the CNRs. Mittra, Pearson, and Van Blaricum first proposed using the S-

plane for target discrimination [21]. Some of the resonance based ATR schemes that are popular in 

the literature include K-pulse [22], [23], E-pulse [16], [17], and Generalized Likelihood Ratio Test 

(GLRT) [24], [25]. Amongst them, the GLRT has produced a better identification result, in the 

presence of noise [24], [25]. Therefore, it will be used as the reference classifier in this research. 

 

Other than radar targets in free space, the concept of using target resonances has also been applied 

to subsurface targets or targets below an interface. The motivation of this research originates from 

the topic of Unexploded Ordnance (UXO) detection using Ground Penetrating Radar (GPR). 

Extensive theoretical studies of CNRs for targets below realistic soil models have been conducted 

by Lawrence Carin’s research group [69], [90] and Wang [91]. Chen [11] has successfully extracted 

the CNRs of UXOs from experimental data. Baum [70] has conducted some analytical studies on 

the resonant behaviour of subsurface dielectric targets. Recently, the concept of using target 

resonances has also been applied to biomedical targets [71]-[74]. In conclusion, the behaviour and 

extraction of CNRs for subsurface targets are quite well documented in the open literature. 

 

1.4 Motivation and Scope of this Research 

 

The main motivation behind this research is to design and develop a reliable and robust resonance 

based target identification system that could enhance the effectiveness of the current military and 

commercial sensor systems. 

 

The resonance based target identification process is broken down into two parts in this research. 

The first part involves identifying the dominant poles of the target. In a resonance based target 

identification scheme, it is crucial to extract the contributing CNRs of the target and store them into 

a target feature reference library. Incorrectly determining the dominant poles of the target could 

result in a false alarm during the target recognition step. The second part consists of designing a 
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classifier that is capable of identifying the correct object from a set of targets under all weather 

conditions. 

 

1.4.1 Dominant Poles Extraction Process 

 

Precise extraction of the complex resonances from the target response is critical for the success of 

resonance based target recognition, as the target recognition process is based solely on these 

resonances. However, in real world application, noise (i.e. antenna ringing etc.), clutter (i.e. ground, 

sea etc.), and multipath could be source of interferences to the ATR system. Noise will appear in the 

early time region as well as the late time region. The CNR extraction process is then forced to fit the 

early-time non-resonant signals into the SEM and results in erroneous CNR [11]. Any clutter 

appearing in the late time region will also cause error. The effect of clutter on the ATR system is 

smaller in the ground-to-air scenario as compared to the ground-to-ground or air-to-ground 

scenario. This is due to the fact that the reflection from the ground is larger than the reflection from 

the target. 

 

All these interferences would result in erroneous CNRs and cause false alarm during target 

classification process [11]. Therefore, they should be removed before the poles extraction process. 

Some of the noise, clutter, and multipath removal techniques include Singular Value decomposition 

(SVD), Principle Component Analysis (PCA), Independent Component Analysis (ICA), and 

CLEAN and spatial location diversity [75]-[78]. As mention previously, it is assume in this thesis 

that the targets are illuminated by an UWB signal in the free space environment. However, in order 

to quantify the performance of the proposed resonance based target discrimination process, white 

Gaussian noise is added to the target signature. 

 

Amongst all the existing poles extraction techniques (shown in Section 1.3), MPM is chosen to 

extract the CNRs of the target in this thesis. MPM is chosen as vigorously studied in the literature 

has proven its computational ease and efficiency and that it is less sensitive to background noise 

[18]-[20]. However, extraneous poles as a result from overestimating the modal order of the system 

could deteriorate the performance of the MPM. In view of this issue, a method has been proposed in 

Chapter 4 to improve the performance of the MPM. 
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Before storing the target’s CNRs into the target feature reference library, it is important to ensure 

that only the contributing poles of the target are extracted. This is needed to prevent a false alarm 

during target classification process. Two methods have been proposed in this thesis to extract the 

dominant poles of the target. The first novel approach uses PCA to fuse the backscattering 

signatures of the target from either multiple incident aspects or multiple incident polarizations. The 

significant poles of the target could then be extracted from the fused signature. The second novel 

approach utilizes the energy of each of the extracted resonances of the target to identify the 

contributing poles of the target. These two methods will be discussed in detail in Chapter 4. 

 

1.4.2 Robust Resonance based Target Recognition Schemes 

 

After extracting the significant CNRs of the target, the next important step to the creation of a 

reliable and robust resonance based target discrimination system is to design an efficient and robust 

resonance based target identification technique for ATR applications.  

 

Two novel and robust resonance based target identification schemes have been introduced in this 

thesis. The first unique method utilizes a standard tool in statistical analysis for target 

discrimination. Canonical Correlation Analysis (CCA) which has previously been used in 

economics and medical studies has been proposed in this thesis for target identification. A detail 

discussion of the CCA based technique can be found in Chapter 5. 

 

One of the issues related to resonance based target classifier is that it requires the commencement of 

the late time period for the unknown target response to be determined accurately. It is well 

established that the damped exponential model only applies to the late time portion of the target 

response. Therefore, inclusion of any early time samples in the identification process would 

significantly degrade the performance of the classifier. However, for ATR applications, usually the 

late time period for the unknown target response is not known a priori. In light of this problem, a 

modified GLRT technique that utilizes the Time-Frequency Analysis (TFA) is introduced in 

Chapter 5. 
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1.5 Organisation of the Thesis 

 

As mentioned before, the resonance based target identification process is divided into two parts in 

this research. The first part of the thesis focuses on developing methods to identify the dominant 

poles of the target, while the second part concentrates on designing and developing efficient and 

robust classifiers for ATR applications. This thesis is organised as follows. 

 

Chapter 2 gives a literature review of the resonance based target identification process. The 

theoretical background of the CNRs, SEM, CNR extraction methods such as the MPM, and target 

recognition schemes such as the GLRT method will be presented in this chapter. 

 

In Chapter 3, we will look at some of the signal processing techniques, CCA, PCA, and Wigner-

Ville Distribution (WVD), that are utilized in this research to enhance the resonance based target 

identification scheme. The theoretical background of these three techniques will be described in 

detail in this chapter. 

 

Chapter 4 will present the works that have been done to identify the contributing poles of the target. 

These include addressing the computational issue of the MPM and developing two novel techniques 

to extract the dominant CNRs of the target. The first novel method utilizes the PCA to obtain the 

fused signature of the target from either multiple incident aspects or multiple incident polarizations. 

The significant poles of the target could then be extracted from the fused signature. The second 

unique method uses the energies of the extracted CNRs to identify the dominant poles of the target. 

 

Last but not least, two unique reliable and robust resonance based target classifiers will be presented 

in Chapter 5. The first classifier uses a novel statistical method based on CCA to perform target 

classification. The second classifier introduces WVD to the original GLRT method to enhance the 

performance of the classifier. Numerical examples show that the performance of both of the target 

identification techniques is comparable to the original GLRT method in the presence of noise.  

 

Finally, a summary of the works presented in this thesis and recommendations for further research 

are given in Chapter 6. 
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Chapter 2: Resonance Based Rader Target Identification 

 

2.1 Introduction 

 

A typical ATR system could be found in Figure 1.1. The problem of interest here is to identify a 

specific target based on the noisy backscattered field from a “wide-band” transmitted pulse. First of 

all, the target is illuminated by an electromagnetic (EM) pulse or UWB signal. The backscattering 

signature of the target is then collected by the receiver. Next, signal processing techniques are 

applied to the received signal for pre-processing (i.e. removing any unwanted components like 

noise and clutter, combining the signatures of the target from multiple aspects using data fusion 

techniques etc.) purposes before the desire feature of the target is being extracted. The extracted 

feature of the target is then stored into a reference library for classification purposes. Last of all, a 

classifier is used to identify the unknown target.  

 

In this thesis, the target identification scheme makes use of the complex resonances embedded in 

the target signature as a feature set to distinguish one target from another. This chapter presents an 

overview of the resonance based radar target identification. The theoretical background of the 

CNRs, SEM, CNRs extraction methods such as the MPM, and target recognition schemes such as 

the GLRT method will be provided in this chapter. 

 

2.2 Complex Natural Resonances 

 

In order to understand the concept of CNRs, we first have to understand what resonance is. To 

illustrate the concept of resonance, consider a tuning fork. When it is struck, it produces an initial 

transient, which almost instantaneously changes to a simple relatively pure note or tone. The 

frequency of the vibration and the tone that it produces is purely dependent on the physical shape, 

size and material of the tuning fork. 

 

The term CNRs arises when an object (i.e. string etc.) vibrates and produces more complex waves 

with a set of frequencies instead of just one frequency as in the case of tuning fork. The same thing 
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happens for EM scattering. The incident field (i.e. ultra-short pulse etc.) induces current on the 

radar target. CNRs are then formed corresponding to the shape, size and material of the radar target. 

 

As mentioned in Section 1.1, in order to study the feasibility of the proposed techniques, the scope 

of this thesis has been limited to free space stationary PEC targets. For dielectric targets, the 

situation becomes more complicated due to the existence of both the external and internal 

resonances. The internal resonances are caused by the internal waves that experience multiple 

internal reflections, whereas the external modes are caused by the surface creeping waves [95]. In 

Chapter 4 of [70], Baum studied the general properties of the external and internal resonances of the 

dielectric target. It was concluded that the external resonances are quite similar to the resonance of 

the PEC target in the same geometry and the external resonance of the target inside the medium can 

be approximated using the Baum’s Transform [70]. For internal resonance, the mechanism is 

essentially the internal bouncing of the radiation within target. Experimentally it can be measured 

by coating the target with metal foil, and coupling into the target using a small hole then measuring 

the resonance using electric and magnetic probes. Chen [95] has studied the resonance behaviour of 

the spherical target within a lossless environment using modal analysis and obtained similar 

conclusions to Baum for the relationship of the external and internal resonances for PEC and PMC 

targets. 

 

The underlying advantages of using the CNRs for target identification are as follow:  

• The CNRs are theoretically independent of the aspect angle between the radar and the target. 

This means that the same poles will be extracted from different transient signatures, for 

different incident angle, of the same target [1], [7]-[11], [55]. 

• They are polarization independent [8]. 

• They form a minimal set of parameters by which the target can be identified thus assisting the 

classification problem [11], [55]. 

• They are formed corresponding to the physical and geometrical properties of the target. 

Therefore, every target has its own unique set of poles [1], [7]-[11], [55]. 

• A target’s RCS is enhanced in the resonance region [26]. 

 

Some of the disadvantages of using the CNRs for target identification are as follows: 



      

Chapter 2: Resonance Based Rader Target Identification 

 - 13 -  

  

• For certain incident aspect angles or incident polarization states some poles cannot be excited 

sufficiently and the corresponding polar-residue patterns show deep nulls at certain aspects 

indicating that, while the poles are aspect independent themselves, the excitation mechanism 

for producing them is not [8], [9]. This could cause false alarms during target classification 

process. 

• It is a challenging process to identify the dominant CNRs of the target if interferences such as 

noise, clutter, and multipath are present as they would result in erroneous CNRs. These 

interferences could result in false alarm during classification process [11]. 

• It is also difficult to identify the significant CNRs of concealed targets and dielectric targets 

due to the heterogeneous dispersive nature of the half-space and additional resonant modes 

from internal bouncing respectively [70]. 

• The identification of the complex resonances associated with the structures with high 

radiation damping is a difficult proposition, even with relatively noise-free data [94]. 

• It is a challenging process to determine the correct portion of the target response for extracting 

the CNRs. It is well established that the damped exponential model only applies to the late 

time period of the target response, thus inclusion of any early time samples in the extraction 

procedure would significantly degrade the accuracy of the extracted CNRs. However, such 

information is usually not known a priori for ATR applications [11], [94]. 

 

2.3 Excitation Pulse 

 

In order to find the maximal number of poles to represent the target, it is necessary to use UWB 

radar system which excites the full structure resonances of the target. UWB signals are used for 

detecting echoes from the local scattering centers of the target and hence require the pulse width to 

be of the order of a nanosecond to meet the resolution criteria for a typical target [28]. This low 

pulse width will result in a low energy bandwidth product which will lower the detection range of 

the radar. For achieving a detection range of 100km, the peak power of the transmitted signal 

should be of the order of few tens of gigawatts [96]. The peak power is determined by multiplying 

the power of the transmitted pulse by the bandwidth duration product of the signal and the energy of 

the transmitted signal [96].  

 



      

Chapter 2: Resonance Based Rader Target Identification 

 - 14 -  

  

UWB system is defined with respect to the spectrum property of the transmitted signals [97], rather 

than any other properties. This indicates the importance of the pulse in the UWB system [98]. 

According to the definition of UWB signals by the Federal Communications Commission (FCC), 

any pulse with a fractional bandwidth ≥ 0.20 or a 10dB UWB bandwidth ≥ 500MHz can be used as 

a basic UWB pulse [97]. In practice, the selection of pulses depends on many factors. The radiation 

efficiency and spectrum shape are two of the general concerns. Since the transmitted UWB signal is 

usually a baseband signal, the basic pulse should not have a Direct Current (DC) component to 

allow effective radiation. In addition, to maximize the radiated power within the FCC constraints, 

the pulse should have a flat spectrum over the desired bandwidth [98]. Among pulses with definite 

mathematical expressions, typically used pulses include Gaussian monocycles, Gaussian doublet, 

Rayleigh monocycles and Manchester monocycles [98]. 

 

In this research, plane wave excitation will be considered. Although any temporal waveform may be 

used, a plane wave impulse is perhaps the most useful. With the impulse response known, the 

response due to any other plane wave incident from the same direction may be obtained by a 

convolution operation. However, it is impractical to obtain an ideal impulse response since its 

frequency spectrum extends from zero to infinity. Hence, a Gaussian pulse excitation with a rapid 

decay to a negligible value in both the time and frequency domains is considered. This type of pulse 

is effectively band limited and is well suited for numerical computation [27]. 

 

The time domain formulation for the Gaussian plane wave is given by [27] 

( )
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where ka  is the unit vector in the direction of propagation of the plane wave, T  is the pulse width 

of the Gaussian impulse, r  is a position vector relative to the origin, c  is the velocity of 

propagation in the external medium, and 0t  is a time delay which represents the time at which the 

pulse peaks at the origin. The time delay is introduced to ensure a smooth rise of the incident field 
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from a zero value. An example of the time and frequency profiles of the Gaussian pulse can be 

found in Figure 2.1. 

 

 

Figure 2.1: Time and frequency profiles of a Gaussian pulse with a bandwidth of 1GHz. 

 

2.4 Target Response 

 

Upon the plane wave excitation, current is induced on the target. The response of the target due to 

plane wave excitation can be obtained either by direct measurement or by simulation. 

Computational electromagnetics software such as FEKO (Field Computations Involving Bodies of 

Arbitrary Shape) and XFDTD could be used to obtain the target response.  

 

FEKO implements the frequency domain method of MoM solution of the Electric Field Integral 

Equation (EFIE) for low frequencies problem, and the Physical Optics (PO) Geometrical Theory of 

Diffraction (GTD) and Uniform Theory of Diffraction (UTD) for high frequencies problem [28]. 

Electromagnetic fields are obtained by calculating the electric surface currents on the conducting 

surfaces. The currents are calculated using a linear combination of basis functions, where the 

coefficients are obtained by solving a system of linear equations. Once the current distribution is 

known, further parameters, such as far field of the target, can be obtained. The frequency samples 

obtained can be converted to time samples by either using an Inverse Fast Fourier Transform (IFFT) 
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or an Inverse Chirp-Z Transform (ICZT). Further details on the MoM can be found in Section 2.5 

below. 

 

In FEKO, many small triangular patches are used to form the target. The current distribution on the 

conducting surface of the target is then obtained by calculating the current distribution of each of 

the small triangular patch. 

 

XFDTD is a three-dimensional full wave electromagnetic solver based on the Finite Difference 

Time Domain (FDTD) method. The FDTD method belongs in the general class of differential time 

domain numerical modelling methods. The Maxwell's (differential form) equations are solved in a 

leap-frog manner; that is, the electric field is solved at a given instant in time, then the magnetic 

field are solved at the next instant in time, and the process is repeated over and over again until a 

state of convergence has been reached. This typically means that all field values have decayed to 

essentially zero or a steady-state condition has been reached. The amount of interest devoted to time 

domain numerical methods to solve electromagnetic problems have been increasing dramatically in 

recent years. This is due partly to its conceptual simplicity and great flexibility to treat practical 

problems (i.e. modeling of biological tissues etc.). Further details on FDTD can be found in [27]. 

 

While the FDTD algorithm is an excellent tool for the analysis of the transient scattering from 

general two dimensional target, it is computationally intensive for the three dimensional problem of 

interest [106]. Thus, FEKO will be used to obtain the target response in this thesis. 

 

2.5 Method of Moments 

 

In general, integral equation methods are known to have several advantages over those based on 

differential equations [82]. In the context of solving the scattering problem, all the integral equation 

formulations implicitly incorporate the radiation condition at infinity through a properly chosen 

Green’s function. The MoM introduced by Harrington [29] is an integral equation based method for 

the scattering problem. In this method, the integral equations are reduced to a set of complex valued 

system of linear equations. This is achieved by expanding the unknown currents using a known set 

of basis functions. An inner product is formed with this expansion and by defining a set of 

weighting functions [83]. This results in a matrix equation of the form of 
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[ ][ ] [ ]VIZ =                                                        (2.3) 

where the matrix [ ]Z  is the approximation for the integral equation operator and is only dependent 

on the geometry and constitutive parameters of the problem. Vector [ ]I  is the unknown current 

distribution on the wire and vector [ ]V  is the excitation. The excitation [ ]V  will normally vary 

according to different excitations.  

 

The matrix equation is then solved for [ ]I  using either the direct methods (i.e. LU decomposition or 

Gaussian elimination methods), or iterative methods (i.e. conjugate gradient and fast multipole 

methods [84], [85]). For an object under consideration with X unknowns, the computational load is 

X
3
 for the direct methods. For the iterative methods, this requirement is somewhat lower depending 

on the algorithm. The number of unknowns increases with the frequency of operation. This enforces 

a limit on the electrical size of the object that may be considered using a single computer. The 

numerical procedure of MoM could be found in [29]. 

 

2.6 Early Time and Late Time Target Responses 

 

It is well known that when a radar target is illuminated by a short pulse, the scattered transient 

signal may be divided into an early time component and a late time component as shown in Figure 

2.2. When an incident EM pulse first strikes a target, some of its energy will be reflected in the 

reverse direction to the incident field. This is known as backscattering. The interval during which 

this occurs and before a resonance condition can be established is known as the early time period. 

The early time response of the transient scattered filed is characterized by time varying coefficients 

determined by local features of the scattering object and is due to direct physical optics fields, as 

well as a sum of temporally modulated natural modes [30]. The early time scattering phenomenon is 

local, aspect dependent, and target dependent. In some instances and orientations, the early time 

response components of the return signal can be of much larger peak amplitude than the resonance 

or late time responses. Due to its aspect dependent nature, it is well known in the literature that 

modelling of the time varying early time response is complicated [31]-[33]. 

 

As the exciting field is passing by the target, it induces current on the target’s conducting surface. 

The finite surface area of the target limits the current flow and causes it to flow back and forth on 
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the body. When the frequency coincides with the period of oscillation of the induced currents, a 

strong resonance will occur. The interval during which this occurs is called the late time period. The 

beginning of the late time period is given by [7] 

trpbL TTTT 2++=                                   (2.4) 

where bT  is an estimate of the time when the incident wave strikes the leading edge of the target, 

pT  is the effective pulse duration used in the system, and trT  is the maximum transit time of the 

target. In other words, the beginning of the late time period is defined as the time when the pulse 

has transited through the whole target by one round trip along the line of sight after hitting the 

target. For complex targets or targets containing highly damped CNR’s, it is difficult to separate the 

early time and late time responses [11]. The presence of noise, a non-resonant signal, in the target 

signature could also affect the separation of the early time and late time responses as noise will 

appear in both the early time and late time regions of the target response [11]. Auto-Regressive 

Moving Average (ARMA) model [34] and Half Fourier Transform [32] are some of the methods 

used to separate the early time and late time responses.  

 

Compared to the complexity of modelling the early time response, modelling the late time response 

is much simpler. This is because the scattering phenomenon in the late time period is dominated by 

global resonances and theoretically such global phenomena are purely target dependent and aspect 

independent. Late time scattering can be described by the SEM, which is used to model the late 

time response of the target by a sum of complex exponentials. The CNRs can then be directly 

extracted from the complex exponentials. 

 

 

Figure 2.2: Early time and late time responses of a target. 
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2.7 Complex Natural Resonances Extraction Techniques 

 

Target identification based on CNRs requires an accurate and reliable method for extracting the 

poles. There are two methods for extracting the CNRs from the received signature of the target. The 

first method is based on the formulation of the scattering problem. The induced current on the target 

can be solved for by using MoM as shown in Equation 2.3. 

 

For CNRs, which are purely dependent on the target rather than the excitation field, the MoM 

equation can be rewritten as 

[ ][ ] [ ]0=IZ                                                                           (2.5) 

A solution exists only when 0)det( =Z [7]. The CNRs can then be solved for by any complex root 

searching scheme such as Mueller’s method [7], [79]. However, this technique is limited to 

frequency domain formulations and the computational cost is usually too high. Therefore, this 

method for extracting the CNRs is not use in this research. 

 

The second method for extracting the CNRs is based on linear time signal’s model. Two of the 

linear time signals’ models used for extracting the CNRs from the transient response of the target 

are Auto-Regressive (AR) and ARMA models [34], [80]. The SEM, which has provided a 

convenient way to model the late time response of the target as a sum of complex exponentials, 

employs the AR model [34]. The SEM based techniques for estimating the parameters are further 

divided into either non-iterative or iterative. For the former, representations include the Prony’s 

method, the E-pulse technique and the MPM. Examples of the iterative technique include least 

squares curve fitting and genetic algorithms [35]. In this research, the non-iterative technique will 

be used. In particular, the MPM is chosen as it is more robust to noise in the sampled data and it is 

proven to have better computational efficiency [18]-[20]. 

 

In contrast to AR model, the use of the ARMA model has eliminated the need to determine the start 

of the late time period for the transient response of the target [34]. 
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2.7.1 Singularity Expansion Method 

 

In circuit theory and using the Linear Time Invariant (LTI) model, the impulse response 

characterizes the behaviour of linear circuits or systems. For most linear circuits, the impulse 

response can be determined from the singularities of the response function in the complex 

frequency plane and the corresponding residues according to the resistive, inductive and capacitive 

elements of the circuits [36], [37]. The impulse response can be modelled as a sum of all residues 

multiplied by exponentially damped sinusoids. 

 

In the 1960s, Kennaugh and Moffatt [38] extended the concept of impulse response and applied it to 

transient scattering from the radar targets. Based on their work, Baum [7] introduced the SEM in the 

early 1970’s to describe the transient electromagnetic scattering phenomena. 

 

The development of the SEM has provided a convenient way to model the late time response of the 

target as a sum of complex exponential. The CNRs or poles can then be directly extracted from the 

complex exponentials. It is to be noted that the SEM does not directly provide the transient 

response, but rather is an alternative method of looking at the broadband time domain response of 

boundary value problems and as such is a procedure to be used in conjunction with an analysis 

procedure [39]. 

 

2.7.2 Matrix Pencil Method 

 

As mentioned previously in Chapter 1, researchers around the world have been looking for 

alternative methods which provide better resonance extraction performance as compared to the 

Prony’s method. Among them, the MPM [13] has been extensively studied in the literature. MPM is 

also known as Generalized Pencil-of-Function (GPOF) method [13]. 

 

MPM is relatively new, even though its roots go back to the Pencil-of-Function (POF) approach 

[40]-[42], which has been in use for years. The term “pencil” originated with Gantmacher, in 1960 

[13]. The basic difference between the MPM and the POF is that the MPM is computationally more 

efficient even though they both start from the same philosophy. The original POF method was a 

variation of the polynomial method and hence it has the same bottlenecks as associated with 
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Prony’s method, which requires two distinct steps. However, the MPM as presented in [13], [19], 

[20] is a one-step process and thus it is more computational efficient. More importantly, the original 

POF method deals with continuous time signals, while the MPM is designed for discrete time 

signals [43]. In this thesis, the computed target signatures are discrete time signals and thus the 

MPM is employed. 

 

A number of versions of the MPM are available in the literature [18]. The one that is presented and 

used in this thesis is the one with a Linear Prediction (LP) and SVD, given by [13]. The SVD gives 

a prediction of the desired number of poles and also removes noise from the sample data [18]. 

 

In general, the observed late time of the electromagnetic energy scattered from an object in free 

space can be modelled by 

                          (2.6) 

where =)(ty observed time response, =)(tx signal, =)(tn noise in system, ij

ii erR
θ=  is the residue 

or complex amplitude of the th
i  mode, iii js ωσ ±=  is the Complex Natural Resonance (CNR) or 

pole of the th
i  mode, =M desired number of poles to be extracted, =ir aspect dependent amplitude 

of the th
i  mode, =iθ aspect dependent phase of the th

i  mode, =iσ aspect independent damping 

factor of the th
i  mode, and =iω aspect independent angular frequency of the th

i  mode. 

 

Note that Equation 2.6 only applies to the late time response of the target. Inclusion of any non-

resonant signals (i.e. early time signal, noise etc.) could result in erroneous poles [11]. It is assumed 

that the interferences such as clutter and multipath are removed before applying Equation 2.6 as 

they could also result in erroneous poles. 

 

The sampled version of the above expression can be written as 
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where siTs

i ez =  is the roots of the system, � = late time sample for the target, sT  is the sampling 

period which should satisfy the Nyquist sampling criteria to avoid higher mode aliasing, and N  is 

the total number of late time data samples in the discrete time domain. 

 

To combat noise, the Total Least Squares (TLS) MPM has been found to be superior [18]. In this 

implementation, one forms the data matrix ][Y  from the noise contaminated )(ty  as show below: 
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)1()2()1(

)()1()0(

][

+×−



















−−−−

+
=

LLN
NyLNyLNy

Lyyy

Lyyy

Y

L

MMM

L

L

                       (2.8)                                           

where L  is the pencil parameter, which is chosen to be 
23

N
L

N
≤≤  such that the variance in the 

parameters iz , due to noise, has been found to be minimum [13], [18]. 

 

Next, apply SVD to matrix ][Y , 

TVUY ]][][[][ Σ=                             (2.9) 

where ][U  is the )()( LNLN −×−  unitary matrix whose columns are the eigenvectors of TYY ]][[ , 

][V  is the 1)(1)( +×+ LL  unitary matrix whose columns are the eigenvectors of ][][ YY T , ][Σ  is the 

1)()( +×− LLN  diagonal matrix containing the singular values of ][Y , and “ T ” denotes the 

conjugate transpose. 

 

The choice of the desired number of poles, M , is done at this stage [13]. One looks at the ratio of 

the various singular values of ][Y  to the largest one. Typically, the singular values beyond M  are 

discarded. Selection of M  is done by considering the singular value, cσ , such that 

p

max

c −≈ 10
σ

σ
                           (2.10) 

where p  is the number of significant decimal digits in the data [13]. For instance, if the data is 

accurate up to 3 significant digits, then the singular values for which the ratio in Equation 2.10 is 

below 310−  are essentially noisy singular values, and they should not be used in the data 

reconstruction. 
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Define ][ 'Σ  as the MM ×  diagonal matrix with M  largest singular values of ][Y  on its main 

diagonal in descending order. Further, define ][ 'U  and ][ 'V  as the ‘filtered’ matrices that contain 

only M  dominant left singular vectors of ][U  and ][V  respectively. 

 

The matrices ][ 1Y  and ][ 2Y  are then constructed by 

TVUY ]][][[][ '

2

''

1 Σ=                           (2.11) 

TVUY ]][][[][ '

1

''

2 Σ=                           (2.12) 

where ][ '

1V  and ][ '

2V  are equal to ][ 'V  without the last and first row respectively and “T ” denotes 

the conjugate transpose. Using Equations 2.11 and 2.12, the roots of the system, iz , are given by 

the nonzero eigenvalues of TT VV ][}]{[ '

2

'

1

+ . Here, “+” is the Moore-Penrose pseudo-inverse operator. 

 

The values of the poles, is , can then be extracted from iz  as follow: 

s

i

i
T

z
s

ln
=                            (2.13) 

 

Once M  and siz  are known, the residues can be solved for from the following least squares 

problem: 
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Equation 2.14 can be rewritten in parametric form as follow: 

ZRy =                                                                                                                              (2.15) 

A solution to the above least squares problem is 

yZR +=                                                                                                                            (2.16) 

where “+” is the Moore-Penrose pseudo-inverse operator. 
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Unlike the CNRs, the residues or complex amplitudes are aspect (incident angle) and polarization 

dependent [8]. 

 

After performing the poles extraction, pre-filtering of the spurious poles can be done by eliminating 

the poles which are outside the range of excitation frequencies, not in complex conjugate pairs and 

with damping factors greater or equal to zero. 

 

2.8 Resonance based Target Recognition Techniques 

 

In an ATR system, it is important to have a target recognition scheme that is robust to noise in the 

sampled data. During the past twenty years, a number of target discrimination techniques that utilize 

the CNRs have been proposed. Perhaps the most popular of these methods is the E-pulse technique 

which operates by annihilating the late time response from a specific target [16], [17], [44], [81]. 

The aspect independent E-pulse is a discriminatory waveform which, when convolved with the late 

time response of a matched target, produce an almost null response. When an E-pulse tailored to 

one target is convolved with a different target, a larger response results. By designing a bank of 

filters to annihilate late time responses from known targets, the E-pulse discriminator selects the 

target filter whose output has the minimum energy as the correct target. Obviously, this can be done 

by doing a visual check. However, it could be difficult to do a visual check when the targets are too 

similar. Therefore, to quantify the performance of the E-pulse technique, the E-pulse Discrimination 

Number (EDN) is introduced in [81]. Target recognition is achieved by thresholding the output of 

the convolution signal. The target is then identified by the E-pulse yielding the minimum EDN. 

Though the E-pulse technique is an intuitively sensible approach, it has several design 

disadvantages as follow: 

• An E-pulse for each of the candidate targets needs to be formed using the CNRs of the targets. 

• In order to avoid a false alarm in the target discrimination process, the received signature of 

the unknown target needs to be re-sampled to ensure that it has the same sampling interval as 

the E-pulse itself [45]. 

• In order to select the correct target, computation of the E-pulse Discrimination Number 

(EDN) is needed for each of candidate targets. 

Therefore, the computational cost for the E-pulse technique is high. 
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Recently, the use of a GLRT, which is based on maximum likelihood estimation of the model 

parameters in white Gaussian noise, was shown to perform better than the E-pulse technique [24], 

[25]. Moreover, the GLRT method is more computationally efficient than E-pulse technique. 

Therefore, it will be used as the reference classifier in this research. 

 

2.8.1 Generalized Likelihood Ratio Test 

 

Using the SEM representation of the late time scattered field from a radar target as the signal model, 

the GLRT provides a decision criterion for target discrimination. Before we look at the 

mathematical definition of GLRT, a few assumptions have to be made. In order to test the 

performance of the GLRT method, first off all, as in almost all target discrimination studies, we 

assume that a target has been detected and only a single target is responsible for the returned 

scattered field. In addition, the target producing the return belongs to a family of  known targets 

for which we know a priori the poles of each for classification purposes. The mathematical 

definition of GLRT can be found in the literature [24], [25]. 

 

Using Equations 2.6 and 2.7, the SEM representation of the return from the thg  target in the 

presence of noise can be rewritten as 

∑
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gLT  is the start of the late time period for the transient response of target 

g . 

 

The various signals in Equation 2.17 can then be denoted by 
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where 
gST  is the sampling interval for the transient response of target g . 

 

Using the sampled version of the signal in Equation 2.17, the response from the thg  target can be 

written in parametric form as 

nZRy += gg ,              Pg ≤≤1                                            (2.21) 

where 

[ ]Tg

M

gg

g g
RRR L21=R                                                                                              (2.22) 

is an unknown, non-random vector containing the residues, “T ” denotes the transpose operator, and  

[ ]
g

g Mq

g

M

gg

g ZZZ
×

= L21Z                                                                                          (2.23) 

denotes the matrix containing the known signal modes, CNRs. The late time response of the target 

in Equation 2.17 is assumed to be sampled q  times at a uniform rate. 

 

Without loss of generality, a Bayes criterion can be used to develop a Likelihood Ratio Test (LRT) 

[46] to decide between two targets. The likelihood function for the thg  target is proportional to 
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                                                   (2.24) 

where 2σ  is the noise variance and “ H ” denotes the complex conjugate transpose. 

 

Though the LRT is a very useful tool in a number of applications, resonance based target 

identification cannot benefit directly since orientation dependency results in the unknown parameter 

vector gR . An alternative solution is to use the GLRT. When the maximum likelihood estimate of 

gR  is used in the LRT, the resulting test is referred to as the GLRT [24]. Assuming that each target 
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has equal probability of being present and when uniform cost (zero for a correct decision and one 

for an incorrect decision) is assumed, the GLRT leads to the following decision rule for  targets 

discrimination [24] 

maximum is )(|| if target )}(decide{
221

||gty
H

g

/

g

H

g yZZZ
−=                                             (2.25) 

where |||| ⋅  denotes the vector 2-norm or Euclidean norm and “ H ” denotes the complex conjugate 

transpose. 

 

2.9 Classifier Performance 

 

The confusion matrix and Receiver Operating Characteristics (ROC) graphs have been widely used 

in ATR for organizing classifiers and visualizing their performance [100]-[103]. A confusion matrix 

displays the number of correct and incorrect predictions made by the model compared with the 

actual classifications in the test data. Each column of the matrix represents the instances in a 

predicted class, while each row represents the instances in an actual class. The name stems from the 

fact that it makes it easy to see if the system is confusing the two classes. A ROC curve is a graph 

of a relation which summarizes the possible performances of a signal detection system faced with 

the task of detecting a signal (target) in the presence of noise and/or clutter. This relation is usually 

used to relate the detection or “hit” rate to the false alarm rate as an internal decision threshold is 

carried [102]. For a typical ROC curve, the decision threshold is carried from a very conservative 

value (i.e. a value that results in zero detection rate and zero false alarm rate) to a very aggressive 

value (i.e. a value that results in 100% detection rate and 100% false alarm rate) [102]. The 

mathematical definition of the confusion matrix and ROC could be found in [100].  

 

To the author knowledge, both of the methods have not been used in the literature to quantify the 

performance of the resonance based classifier. Instead of using the confusion matrix or ROC plot to 

quantify the performance of the resonance based target identification scheme, most of the 

researchers around the world have used “the number of correct identifications per number of test 

trials” or “correct recognition rate” methods [24], [25], [104], [105]. In this thesis, the performance 

of the proposed resonance based classifiers was evaluated by using the “the number of correct 

identifications per number of test trials” method. 

 

P
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2.10 Conclusion 

 

An overview of the various disciplines related to resonance based radar target recognition has been 

presented in this chapter. These include discussing the advantages of using the CNRs as a feature 

set to distinguish one target from another and choosing the appropriate resonance extraction and 

target recognition schemes for use in this research. MPM and GLRT methods are chosen for CNRs 

extraction and target classification respectively because of their robustness to noise and their 

computational efficiency. 

  

In the following chapter, we will look at some of the signal processing techniques that will be used 

in this thesis to enhance the target identification process. 
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Chapter 3: Signal Processing Techniques 

 

3.1 Introduction 

 

In this chapter, we will look at some of the signal processing techniques that are utilized in this 

research to enhance the resonance based target detection scheme described in Chapter 2. 

 

3.2 Motivation behind the Chosen Techniques  

 

SEM was one of the first models to describe the transient scattering behaviour of a radar target in 

the free space. In this model, late time period of the target response is presented as a sum of damped 

exponentials with natural resonant frequencies that purely correspond to the target attributes. This 

advantageous feature has allowed the resonances to be used as feature sets for target recognition.  

 

Based on the SEM model, resonances extraction and resonance based target identification could 

only be carried out in the late time portion of the target response. Inclusion of early time samples 

could result in accuracy degradation of the CNRs extraction and affect the performance of the 

resonance based target classifier. Therefore, determination of the late time commencement is crucial 

for the resonance based target identification process. However, for ATR applications, usually the 

commencement of the late time period for the unknown target response is not known a priori. 

Therefore, it is important to determine the resonance region for the unknown target and this can be 

achieved by using the TFA. A robust resonance based target classifier that utilizes the TFA will be 

presented in Chapter 5. 

 

In addition to the issue of late time commencement, mere existence of particular resonant modes is 

another issue related to the resonance based target identification process. It is well known that the 

late time resonances are target dependent and are theoretically independent of the incident aspect 

and polarization state. In other words, the contributing resonances of the target can be extracted 

from any incident aspect or polarization state. However, there are cases where some of the 

resonance modes cannot be properly extracted. Blaricum [47] has shown that for certain aspect 

angles some poles cannot be excited sufficiently and the corresponding polar-residue patterns show 

deep nulls at certain aspects indicating that, while the poles are aspect independent themselves, the 
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excitation mechanism for producing them is not. Shuley and Longstaff [8] had proven that a similar 

scenario also occurs for different incident polarizations. Therefore, in order to ensure that all of the 

dominant CNRs of the target are extracted so as to avoid false alarms during the target identification 

process, target responses from multiple incident aspect angles and/or multiple incident polarizations 

are used. A dominant poles extraction scheme that uses both the information fusion technology and 

multiple datasets will be introduced and discussed in Chapter 4. 

 

3.3 Time-Frequency Analysis 

 

There continues to be high interest in the development of signal analysis techniques that can 

improve both the detect ability and the detailed characterization of signals, particularly those with a 

high degree of complicated non-stationary (statistically time varying) behavior. Recently, the use of 

TFA techniques to analyse complicated nonlinear and/or non-stationary signals has become 

increasingly popular due to the fact that in the time versus frequency plot or joint Time-Frequency 

Distribution (TFD), one can determine the frequencies and their relative intensities as time 

progresses. In other words, more information regarding the signal can be extracted from the joint 

TFD as compare to either using the time domain or frequency domain plot of the signal. Figure 3.1 

shows an example of the time-frequency plot. 
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Figure 3.1: Time-frequency representation of two Gaussian atoms. 

 

The evolvement of resonances of a target has been studied by a lot of researchers around the world 

[67], [107]-[110]. One of the most well-known descriptions for transient electromagnetic scattering 

in the resonance region if the SEM [7]. In extending the SEM, Felsen et al. [107]-[110] proposed a 

Hybrid Wavefront Singularity Expansion Method (HWSEM). The HWSEM essentially formulates 

the transient scattering as a series of wavefront events. In the early time period, the target is 

partially excited and the dominant scattering phenomena can be described by wavefronts 

(progressing waves) [110] which correspond to diffractions from various parts of the target. In the 

late time period, formation of global resonances can be regarded as a consequence of the multiple 

interactions between the various wavefronts. The connection between wavefront and resonance 

descriptions in the late time period is thus established and such a connection has been further 

verified in [67], [107]-[110]. As compared to the well-known “full body resonance” in the late time 

period, the HWSEM has also suggested the term “partial resonance”, which corresponds to the 

resonances of the substructure of the target [107], [110]. In terms of a wavefront description, this is 

the consequence of the interaction between at least two wavefront events [107], [110]. As a result, 

partial resonances may also appear when the target is partially excited in early time period or due to 

the substructure of a complex target [111]. Furthermore, it has also been shown that each resonant 

mode (both full body resonance and partial resonance) has its own “turn-on time” [67], [107]. 
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Therefore, the TFD can be considered as an important alternative means of studying the transient 

scattering, especially for complex targets from which analytical solutions are usually not available. 

 

The TFDs are divided into two main classes: linear and bilinear. The Short-Time Fourier Transform 

(STFT), which belongs to the linear class, was one of the first tools to be used for analysing time 

variant signals. Compared to standard Fourier analysis which takes the entire duration of the signal 

in time and then takes the transform, the signal is first windowed with a time-limited window and 

then transformed to the frequency domain via a Fourier Transform. The resultant distribution is 

known as the STFT [48], [49]. The STFT is essentially a windowed version of the Fourier 

transform, which considers the frequency spectrum within a short period of time. 

 

One of the well-known shortcomings about the STFT is that it is not able to achieve fine time and 

frequency resolution simultaneously due to the constraint of the uncertainty principle [48], [49]. In 

other words, if one would like to achieve fine resolution in the time domain, the resolution in the 

frequency domain would be correspondingly degraded and vice versa. One way to handle this 

resolution issue is to use the WVD [48], [49] which belongs to the bilinear class. WVD will be used 

in this thesis to determine the resonance region of the unknown target as it is capable of producing 

the best time-frequency resolution as compared to the other TFDs. 

 

3.3.1 Wigner-Ville Distribution 

 

WVD is belonged to the Cohen’s class of TFD. In contrast with the linear time-frequency 

representations which decompose the signal on elementary components (atoms), the purpose of the 

energy distributions is to distribute the energy of the signal over the two description variables: time 

and frequency. As the energy is a quadratic function of the signal, WVD will be in general 

quadratic representation. The Wigner-Ville energy distribution in terms of the signal, )(tx  or its 

spectrum, )(ωX , is defined by [48]-[50] 
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Among all the quadratic time-frequency representations, the WVD satisfies a large number of 

desirable mathematical properties. For example, the WVD is always real-valued and it preserves the 

time shifts and frequency shifts of the signal. The WVD also satisfies the marginal properties, that 

is, the frequency or time integrals of the WVD correspond to the signal’s instantaneous power and 

its spectral energy density respectively. Hence, the WVD can be loosely interpreted as a two 

dimensional distribution of signal energy over the time-frequency plane [50]. However, it should be 

emphasized that this interpretation is only approximately valid, as the uncertainty principle does not 

allow infinite resolution in time and in frequency simultaneously. Presence of the cross-terms in the 

WVD output at some points in the time-frequency domain, for instance, contradicts with the proper 

energy density interpretation. Nevertheless, it appears that these cross-terms must be present or the 

desirable properties of the WVD cannot be satisfied. In other words, there is a trade-off between the 

quantity of interferences and the number of desired properties. 

 

3.4 Information Fusion Technology 

 

Information fusion technology is one of the emerging technologies of data processing. Among the 

three levels of information fusion (pixel level, feature level, and decision level), the decision level 

fusion, delegated by multi-classifier combination, has been one of the hot research fields on pattern 

recognition. It has also achieved successful application in the aspects of handwritten character and 

face recognition [51]. Although the research of the feature level fusion starts not as early as other 

fusion methods, it received a delightful development. 

 

The advantage of feature level fusion is obvious. Different feature vectors extracted from the same 

pattern always reflects the different characteristic of patterns. By optimizing and merging these 

different features, it not only keeps the effective discriminatively information of multi-feature, but 

also eliminates the redundant information to a certain degree [52]. This is especially important to 

classification and recognition. 

 

In general, the existing feature fusion techniques for pattern classification can be subdivided into 

two basic categories. One is feature selection based, and the other is feature extraction based [53]. 

In the former, all feature sets are first grouped together and then a suitable method is used for 

feature selection. One examples of this method can be found in [54]. In the latter, the multiple 

feature sets are combined into one set of feature vectors that are input into a feature extractor for 
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fusion. Although there are quite a few feature extraction techniques available in the literature [52], 

only the PCA will be used and presented in this thesis. PCA is used to combine the backscattered 

signatures of the target from different incident aspect angles. The dominant CNRs of the target are 

then extracted from the fused signature. Details on using PCA to extract the dominant poles of the 

target could be found in the next chapter. 

 

3.4.1 Principal Component Analysis 

 

PCA is a useful statistical technique that has found application in fields such as data analysis, data 

compression, redundancy and dimensionality reduction and feature fusion. It is a way of identifying 

patterns in the data and expressing the data in such a way as to highlight their similarities and 

differences. To describe the basic procedure of PCA based feature fusion technique, let consider the 

following real valued data matrix of size KN × : 
[ ]KF xxx L21= ,                                                                     (3.3) 

where  
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are zero mean data vectors of size 1×N  each and K  is the dimension of the data matrix. 

 

The covariance matrix of the data matrix is a KK ×  symmetric, positive-definite matrix expressed 

in the general form 
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The off-diagonal entries ijji ss ,, =  represent the covariance between the data vectors ix  and jx  

while the diagonal entry 2

is  represents the variance of the data vector ix . Accordingly, the 

correlation coefficient jir ,  between the data vectors ix  and jx  can be defined as 
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Since the covariance matrix FS  is symmetric and positive-definite, it can be transformed into a 

diagonal matrix Λ  through a similarity transformation 
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where “T ” denotes the conjugate transpose and U  is the modal matrix which is a unitary matrix in 

the form 

[ ]KuuuU L21=                                                                                                        (3.8) 

with s'iu  being the normalized eigenvectors or characteristic vectors of size 1×K  each, 

corresponding to the eigenvalues or characteristic values of the covariance matrix FS .  

 

The eigenvalues, iλ , are solved by using the following equation: 

0)det( =− ISF λ                                                                                                                  (3.9) 

where “ det ” denotes the determinant of the matrix and I  is the identity matrix of size KK × . 

 

After ordering the computed eigenvalues such that Kλλλ >>> L21 , the corresponding 

eigenvectors it  are solved from the matrix equation 

0)( =− iiF tIS λ       for Ki ,,2,1 K=                                                                                 (3.10) 

 

These orthogonal eigenvectors are then normalized to obtain the orthonormal eigenvectors 
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It turns out that the eigenvector with the highest eigenvalue is the principal component of the data 

matrix F . Once the principal component has been chosen, the fused data, fusedx , of size N×1  can 

be found by 
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TT

fused Fu ×= 1x                                                                                                                  (3.12) 

where “T ” denotes the conjugate transpose. 

 

3.5 Conclusion 

 

In a feature based target identification scheme, it is important to pre-process (i.e. remove any 

unwanted components like noise etc.) the raw signature of the unknown target before extracting the 

desire feature of the target or performing the identification steps as shown in Figure 21.1. In this 

chapter, we have introduced two signal processing techniques, WVD and PCA, to overcome the late 

time commencement and dominant CNRs extraction issues respectively of the resonance based 

target identification process. Their usages in this research will be presented in the upcoming 

chapters. 
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Chapter 4: Dominant Poles Extraction Schemes 

 

4.1 Introduction 

 

As mentioned in the previous chapters, the CNRs are closely related to the physical attributes of the 

target, in this context the physical geometry and the material properties of that geometry. The 

resonant frequencies (the imaginary part of the CNRs) vary as the geometry of the target changes. 

Consider a library of targets of similar physical shape and structure. If we compare the CNRs of 

these targets, there must be some modes located quite closely to each other in the S-plane, due to 

the fact that those targets have similar physical shapes. On the other hand, there are also some 

resonant modes located in quite different positions in the S-plane due to the other differences in 

physical attributes (i.e. slight different in length etc.). Therefore, in the field of target recognition 

using CNRs as a feature set, it is important to extract the contributing poles of the target as 

incorrectly determining them could result in a false alarm during target identification process. 

 

It is a rigorous process to extract the contributing CNRs of the target as at some incident aspects, 

some of the modes are not well excited and the accuracy of the poles could be affected by noise in 

the target signature. The well-known poles extraction technique, MPM, will be used in this research 

due to its robustness to noise and its computational ease. In order to ensure that the estimated poles 

will be more accurate and robust to different incident aspect and polarization state, Sarkar [14] had 

applied it to multiple datasets. Selection of the contributing poles of the target could also be done 

after the extraction process by eradicating parasitic CNRs that are outside the range of excitation 

frequencies, not in complex conjugate pairs, and with damping factors greater or equal to zero. 

Chauveau [55] had also proposed two criteria for selecting the dominant poles of the target based on 

weight and damping factors. 

 

This chapter is divided into three sections. In the first section, a computational issue of the MPM 

will be discussed and an improved version of the MPM will be proposed. Following that, a 

dominant poles identification technique based on the energies of the extracted poles will be 

presented in detail with numerical examples provided. Last but not least, another novel dominant 

poles extraction scheme using PCA and multiple datasets will be proposed. 



      

Chapter 4: Dominant Poles Extraction Schemes 

 - 38 -  

4.2 Matrix Pencil Method Computational Issue 

 

This section is based on publication [A1] and has been extended for this thesis. 

 

4.2.1 Introduction 

 

In a resonance based target identification process, most of the target classification techniques use 

only the pole information, due to their aspect independent nature. Although the residues are of 

seemingly little use in target identification process, due to their aspect dependent nature, correctly 

extracting their values is still necessary. If the target’s orientation and antenna polarization are 

known a priori, target identification can be achieved by comparing the reconstructed transient 

response, using the extracted poles and residues, of the target with the simulated transient response 

of the target. There are also other applications where the residues are required involving 

polarization and multi-aspect scattering [8], [14]. In order to quantify that the correct residue 

information is indeed being extracted, the poles and residues extracted from the target, for a 

particular aspect, are used to reconstruct the transient response of the target in the late time period. 

The reconstructed signal of the target will be different from the original signal of the target if there 

is severe rank deficiency in the z-matrix, indicating that wrong residue information is being 

extracted. 

 

In this section, the problem of the rank deficiency in the Z  matrix, shown in Equation 2.15, of the 

MPM will be discussed. A solution to tackle the problem is proposed and simulation results are 

being used to evaluate the performance of the improved MPM.  

 

4.2.2 Improved Matrix Pencil Method 

 

In linear algebra, the rank of a matrix is defined by the maximal number of linearly independent 

rows or columns of the matrix. In the MPM, the Z  matrix used for solving the least squares 

problem for the residues, is a MN ×  matrix of rank M . Equation 2.14 has a unique solution if and 

only if the rank of the Z  matrix is equal to M . Rank deficiency of the Z  matrix will occur if the 

rank of the Z  matrix is less then M  and if this happens, Equation 2.14 will have infinitely many 

solutions [56]. 
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It is stated in [57] that overestimating the modal order, M , is preferred to underestimating it, as 

underestimating M  would lead to large errors. However, overestimating M  could also result in 

spurious CNRs, which could cause rank deficiency in the Z  matrix of the MPM. This will then led 

to incorrect residue information being extracted and result in a wrong target response being 

reconstructed. 

 

It is assumed in this section that for the original MPM, parasitical poles (stated in Section 2.7.2) and 

their corresponding residues are removed after solving Equation 2.16. The flowchart for the original 

MPM is shown in Figure 4.1. The flowchart of the improved MPM is shown in Figure 4.2. It is 

shown in Figure 4.2 that the spurious poles are eradicated before solving the least squares problem 

for the residues. In this case, the rank of the matrix is reduced from M  to UM − , where U  is the 

number of spurious modes. 

 

 

Figure 4.1: Flowchart of the original matrix pencil method. 
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Figure 4.2: Flowchart of the improved matrix pencil method. 

 

4.2.3 Signals Comparison 

 

In order to ensure that the correct residue information is being extracted, the CNRs and residues 

extracted from the target, for a particular aspect, are used to reconstruct the impulse response of the 

target. The similarity between the reconstructed signal and the original signal can be found by using 

the following measure “Correlation Factor (CF)”: 
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where )(kI  and )(kI
∧

 are the sampled version of the original signal and reconstructed signal 

respectively. It is observed that when the signals are identical, CF is 1. As there is more and more 
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difference between the signals, the CF decreases accordingly. This model is used frequently in 

model identification and control literature for validation of results. 

 

4.2.4 Numerical Examples 

 

Consider a simple PEC L-shaped wire of total length 1m (0.7cm in the z-direction and 0.3cm in the 

y-direction) in free space illuminated by a plane wave at an incident angle of o150=θ  and o0=φ . 

The 1m L-shaped in free space and its corresponding backscattering frequency and impulse 

responses are shown in Figure 4.3. The incident field was polarized with respect to the θ  direction. 

The backscattered field is normally computed in the time domain, but for this example, data were 

obtained in the frequency domain. The frequency samples were then windowed by a Gaussian 

shaped window in the frequency domain, corresponding to a Gaussian pulse in the time domain. 

The Gaussian pulse in the time domain therefore acts as the time domain illuminating wave and acts 

as an approximation to the impulse response. The windowed data was then transformed to the time 

domain via either an IFFT or an ICZT. In this instance, 512 frequency samples were considered to a 

maximum frequency of 1GHz, resulting to 1024 time samples. After obtaining the time domain 

signature, the early time portion was removed and the MPM was applied to the remaining late time 

samples to extract the CNRs and their corresponding residues. 
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Figure 4.3: Geometry of the 1m L-shaped wire and its corresponding backscattering 

frequency and impulse responses as a result of an impulsive plane wave incident from 

o150=θθθθ . 

 

Table 4.1 shows the computed poles and residues information for the 1m L-shaped wire. After 

filtering the singular values by using Equation 2.10, the modal order, 16=M , was chosen to 

perform the pole extraction. The modal order of 16=M  was chosen as the resonance peaks from 

the frequency response, shown in Figure 4.3, of the 1m L-shaped wire suggests that it contains 6 

dominant CNRs or 12 dominant complex conjugate poles and it is preferred to overestimate the 

modal order instead of underestimating it. It can be seen from the results that the poles extracted by 

using the two different MPM solutions have almost the same values. However, the values of the 

residues computed by using the original MPM are different to the values of the residues extracted 

by using the improved MPM. By using the original MPM, 4 spurious modes were eliminated after 

solving Equation 2.16. The rank deficiency, 1rank = , in the Z  matrix of the original MPM had 

caused the values of the residues to be zero. This in turn causes the reconstructed impulse response 

of the L-shaped wire, as shown in Figure 4.4, to be different to the original impulse response of the 

L-shaped wire. The CF between the original signal and the regenerated signal is 0.  

 

By using the improved MPM, 4 spurious poles were eradicated before solving the least squares 

problem for the residues. Fig. 4.5 shows the reconstructed impulse response of the 1m L-shaped 
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wire using the poles and residues extracted by the improved MPM. The CF between the original 

signal and the reconstructed signal is 1. 

 

It is demonstrated that rank deficiency in the Z  matrix of the MPM will result in the wrong signal 

being reconstructed, indicating that incorrect residue information is being extracted. Therefore, 

careful measures have to be taken to prevent this problem. 

 

 

Table 4.1: Normalized poles and residues of the 1m L-shaped wire. 
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Figure 4.4: Reconstructed impulse response of the 1m L-shaped wire, using poles and residues 

extracted by the original matrix pencil method. 

 

 

Figure 4.5: Reconstructed impulse response of the 1m L-shaped wire, using poles and residues 

extracted by the improved matrix pencil method. 
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4.2.5 Conclusion 

 

The rank deficiency problem in the Z matrix of the MPM is examined in this section. The residues 

computed using the MPM are incorrect if there is severe rank deficiency in the Z matrix of the 

MPM. A solution has been proposed to solve the rank deficiency problem. Initial investigation, 

using a simple L-shape wire in free space, suggests that the proposed solution would improve the 

performance of the current MPM methods. In order to further quantify the performance of the 

proposed technique, future investigation should include applying the improved MPM method to low 

Q-Factor target, dielectric target and more complex target such as the wire aircraft model. 

 

4.3 Identifying the Dominant Complex Natural Resonances of the Radar Target Based on 

the Energies of the Extracted Poles 

 

This section is based on publication [C1]. 

 

4.3.1 Introduction 

 

As mentioned previously, determining the modal order of the system is one of the major problems 

related to CNRs extraction. Incorrectly determining the modal order of the system may result in 

spurious poles. Moreover, if the received signature is corrupted by noise, identifying the significant 

poles of the target will become an even more complex problem to solve. In this section, a post 

processing technique, based on examining the energies of the extracted CNRs, will be applied to 

identify the dominant CNRs of the target. 

 

The extraction for the dominant poles of the target is done without prior knowledge of the modal 

order of the system. The proposed dominant CNRs identification scheme is validated by using a 

PEC wire target in free space with different Signal-to-Noise Ratios (SNRs). 

 

4.3.2 Dominant Poles Identification Scheme 

 

In order to avoid false alarms during target classification process, it is important to identify the 

significant poles of the system. The actual number of significant modes is usually unknown and is 

determined by the system bandwidth, geometry and material properties of the target, sensitivity and 
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radar look angle. As stated previously in [57], it is preferable to overestimate the modal order as 

underestimating it will lead to large errors. If the received signature of the target is further corrupted 

by noise, noisy unwanted poles that are in complex conjugate pairs and within the range of 

excitation frequencies may get extracted. Therefore, by using the spurious poles filtering criterions, 

stated in Section 2.7.2, alone are not enough to extract the dominant poles of the target. In this 

section, the dominant CNRs of the target are extracted, without prior knowledge of the modal order 

of the system, by examining the energy of each of the extracted poles. 

 

Before calculating the energy for each of the extracted CNRs of the target, the received late time 

signature of the target is normalized prior to any processing such that the total energy of the signal 

is equal to unity. The energy for each of the extracted CNRs of the target can be found by using the 

following equation: 

      for 1,,2,1,0 −= Nk K                                                           (4.2)                            

where =iR residue of the thi  mode, iii js ωσ ±=  is the pole of the thi  mode, =iσ aspect 

independent damping factor of the thi  mode, =iω aspect independent angular frequency of the thi  

mode, =sT sampling period for the transient response of the target, and =N number of data 

samples. 

 

In physics, resonance is the tendency of a system to oscillate with greater amplitude at some 

frequencies than at others. Resonance occurs when a system is able to store and transfer energy 

between two or more different storage modes (such as kinetic and potential energy in the case of a 

pendulum). However, there are losses from cycle to cycle, called damping. When damping is small, 

the resonant frequency is approximately equal to the natural frequency of the system. In another 

words, the dominant poles of the target have a lower damping factor, iσσσσ , and hence a higher energy 

level. Experimental results also show that the dominant poles of the target have higher energy level 

than the noisy spurious poles as noise is a non-resonant signal. Elimination of the noisy unwanted 

poles can be done by computing the energies for the CNRs, followed by finding the average energy 

for the CNRs. With that, the energy ratio for each pole can be found by dividing the energy of each 

pole by the average energy of the CNRs. Finally, poles that have energy ratio less than the reference 

energy ratio of 0.1 are eradicated. It is noted that the value for the reference energy ratio is derived 

based on empirical results on several simple PEC targets. 
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4.3.3 Numerical Examples 

 

For discussion purposes, we will consider a thin wire target of length m1=L . The wire radius a  is 

given by 200=aL . Figure 4.6 shows the 1m PEC wire in free space. The wire target was 

illuminated by a plane wave at an incident angle of o150=θ  and o0=φ . The incident field was 

polarized with respect to the θ  direction. The frequency response for the 1m thin wire target was 

obtained by using the MoM technique. The frequency samples were then windowed by a Gaussian 

shaped window in the frequency domain, corresponding to a Gaussian pulse in the time domain. 

The windowed data were transformed to the time domain via an IFFT. In this instance, 512 

frequency samples were considered to a maximum frequency of 1GHz, resulting to 1024 time 

samples. For noise simulation, each point of the impulse response of the target was perturbed by 

white Gaussian noise. The white Gaussian noise is added to the corresponding impulse signature, 

�(�), of the target by using the following equation: 

� !("#) = 10$%&�' ()*+,-./)-0+*1 2                                      (4.3) 

where 3456789  and 37:54;  are the average power of the uncorrupted signature and average noise 

power of the system respectively.  

 

3456789 = �
< 	> |�(�)|@<

' "(�)                            (4.4) 

where A is the end-time for the transient response of the target and |∙| denotes the complex modulus. 

Note that the average power of the target signal is computed using both the early time and late time 

portions of the return. 

 

The SNRs of dB20SNR =  and dB10SNR =  will be considered. 
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Figure 4.6: Geometry of the 1m thin straight wire. 

 

Before performing poles extraction, the late time signature of the wire target was normalized such 

that the total energy of the signal is equal to unity. MPM was then applied to the late time period, 

sample 13 to 1024, to extract the poles and residues from the noise corrupted impulse responses of 

the wire target. In order to test the feasibility of the proposed scheme, the modal order, 18=M , 

was chosen to perform the CNRs extraction. After pre-filtering the spurious poles by using the 

criterions stated in Section 2.7.2, the remaining CNRs from the noise corrupted impulse responses 

of the wire target can be found in Figure 4.7. The energy of each of the extracted CNRs from the 

impulse responses of the 1m wire target with dB20SNR =  and dB10SNR =  is shown in Table 4.2. 

For the impulse response with dB20SNR = , Table 4.2 shows that three of the positive poles with 

energy ratio less than the reference energy ratio of 0.1 were eliminated. For the impulse response 

with dB10SNR = , Table 4.2 shows that two of the positive poles with energy ratio less than the 

reference energy ratio of 0.1 were eliminated. Figure 4.8 shows the dominant CNRs of the wire 

target in the S-plane after the noisy spurious poles elimination. It can be seen from Figure 4.8 that 

the imaginary parts of the dominant poles matches more well to the theoretical values [58] than the 

real parts as expected, since the damping factors are more sensitive to noise. 
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Figure 4.7: Theoretical and extracted poles for the 1m wire target before spurious modes 

eradication. 

 

 SNR =20dB SNR =10dB 

i  /cσ i  /cωi  
isE  

(joule) 

Energy 

ratio 

/cσ i  /cωi  
isE  

(joule) 

Energy 

ratio 

1 -0.740 18.553 0.006 0.165 -0.874 14.561 0.025 0.493 

2 -0.647 15.300 0.019 0.521 -0.777 12.156 0.086 1.695 

3 -0.577 12.152 0.052 1.426 -0.553 9.105 0.104 2.049 

4 -0.481 9.047 0.094 2.578 -0.353 6.039 0.090 1.773 

5 -0.385 5.949 0.102 2.797 -0.244 2.871 0.049 0.966 

6 -0.263 2.877 0.055 1.508 -0.027 1.720 0.001 0.020 

7 -0.011 13.700 9.118x10
-5 

2.501x10
-3

 -0.026 18.353 2.479x10
-4 

4.885x10
-3

 

8 -0.004 0.559 4.495x10
-5

 1.233x10
-3

     

9 -0.004 7.753 2.644x10
-5

 7.251x10
-4

     

Table 4.2: Poles and corresponding energies information for the 1m wire target. 
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Figure 4.8: Theoretical and extracted poles for the 1m wire target after spurious modes 

eradication. 

 

The reconstructed impulse responses (before and after noisy spurious poles elimination) for the 1m 

wire scatterer with dB20SNR =  and dB10SNR =  are shown in Figure 4.9 and Figure 4.10 

respectively. Both of the reconstructed signals in Figure 4.9 have the same CF of 1 and both of the 

reconstructed signals in Figure 4.10 also have the same CF of 0.99. This indicates that the 

remaining CNRs, after spurious poles elimination using the proposed method, are indeed the 

dominant poles of the 1m wire target. This also shows that the noisy unwanted poles do not 

contribute much to the signal reconstruction, due to their low energy levels. 
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Figure 4.9: Reconstructed impulse response of the 1m wire target with 20dBSNR = . 

 

 

Figure 4.10: Reconstructed impulse response of the 1m wire target with 10dBSNR = . 

 

4.3.4 Conclusion 

 

A novel technique, based on utilizing the energies of the CNRs, has been introduced in this section 

to identify the dominant poles, from a pool of extracted CNRs, of a simple PEC target in free space 

with different SNRs. The proposed dominant poles identification scheme does not require any 
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knowledge of the modal order of the system. It is noted that the value for the reference energy ratio 

used in this research is derived based on empirical results on several simple PEC targets. In order to 

enhance the proposed dominant poles identification scheme, future research should include finding 

a way to auto determine the reference energy ratio regardless of the type of targets. Applying this 

new technique to low Quality-Factor (Q-Factor) target and dielectric target will also be the subject 

of further investigations. 

 

4.4 Resonance Based Radar Target Identification Using Information Fusion Technology 

 

This section is based on publications [A2] and [C2]. This section has been extended for this thesis. 

 

4.4.1 Introduction 

 

The main reason for interest in the resonance description is, no doubt, the theoretical aspect and 

polarization independence of the resonances, making them an ideal target feature parameter for 

ATR. However, due to the aspect dependency of the residues, some resonant modes will be weakly 

or not excited at all at some incident aspects [9] and incident polarization states [8]. Therefore, in 

order to ensure that all of the dominant CNRs of the target are extracted so as to avoid false alarms 

during target identification process, target’s responses from multiple incident aspect angles and/or 

multiple incident polarizations are used. 

 

In this section, a novel technique, based on PCA, is used to enhance the resonance based target 

identification process. PCA is used to combine the backscattered signatures of the target from 

different incident aspect angles. The dominant CNRs of the target are then extracted from the fused 

signature. 

 

4.4.2 Significant Poles Extraction Using Multiple Data Sets 

 

Currently, there are three methods for extracting the significant poles of the target from multiple 

data sets [59]. Conventionally, to estimate the SEM poles from multiple look angle data, one takes 

the average of all the various look directions waveforms and then obtains a single waveform. CNRs 

are then extracted from the averaged waveform. However, this is not a good approach if the SNRs 

of the different waveforms are different. For example, by taking an average of the signal along with 
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waveforms where the signal has died down may lead to an unnecessary contamination of the signal 

by noise [14]. This method of extracting the CNRs of the target from multiple data sets is shown in 

Figure 4.11. 

 

 

Figure 4.11: Method 1 – Poles extraction utilizing the averaged signature of the target. 

 

The second approach, shown in Figure 4.12, to estimate the poles from the multiple data sets is 

done by extracting the CNRs from each target’s response and selecting one pole to represent each 

resonant mode. This sounds more feasible and reasonable as compared to the first method, provided 

that a good pole selection technique is adopted. However, it is difficult to trace the CNRs when 

more than one mode is around a certain frequency. Some CNRs might be ignored if they are not 

properly selected. 
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Figure 4.12: Method 2 – Extracting the poles from each target’s response and selecting one 

pole to represent each resonant mode. 

 

The third method for extracting the CNRs from the multiple data sets is accomplished by using 

Sarkar’s modified MPM [14]. In this approach, shown in Figure 4.13, a modified MPM is applied to 

obtain a single estimate for the poles utilizing simultaneously all the transient waveforms from 

either multiple incident aspect angles or multiple incident polarizations. This technique for 

estimating the CNRs from the multiple data sets has eliminated the issues caused by the first two 

approaches. Nevertheless, higher computational cost is expected in the poles extraction process. 

 

 



      

Chapter 4: Dominant Poles Extraction Schemes 

 - 55 -  

 

Figure 4.13: Method 3 – Poles extraction utilizing the modified matrix pencil method [14]. 

 

4.4.3 Proposed Method 

 

In view of the disadvantages of the above three methods, a novel technique, shown in Figure 4.14, 

based on information fusion technology is introduced to enhance the CNRs extraction process from 

multiple data sets. First, PCA is applied to fuse the target’s responses from multiple incident aspects 

and/or multiple incident polarizations. Next, the significant poles of the target are extracted from the 

fused signature. Although this approach is the same as method 1 in the sense that a single signature 

is formed, it has the advantage of eliminating the redundant information (i.e. noise) from the 

signatures of the target. 
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Figure 4.14: Proposed Method – Poles extraction utilizing the fused signature of the target. 

 

4.4.4 Numerical Examples 

 

In order to test the feasibility of our proposed method, we will consider two examples in this 

section. First, a thin wire target of length m1=L , shown in Figure 4.6, in free space is being 

considered. The wire radius a  is given by 200=aL . In this example, the polarization angle of the 

incident field is fixed and various incident aspect angles are considered. Plane wave incident angles 

of o20=θ  and o0=φ , o40=θ  and o0=φ , o60=θ  and o0=φ , and o80=θ  and o0=φ  will be 

considered. The incident field was polarized with respect to the θ  direction. The frequency 

response of the target was obtained by using the MoM technique, and transformed to the time 

domain via an IFFT algorithm. In this instance, 256 frequency samples were considered to a 

maximum frequency of 1GHz, resulting to 512 time samples. The received signatures of the wire 

target for the four different incident aspect angles are shown in Figure 4.15. It is assumed in this 

example that there is no noise in the received signatures of the wire target. 
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Figure 4.15: The impulse and magnitude responses of the 1m wire target excited by a plane 

wave at incident angles of (a) o20=θ  and o0=φφφφ , (b) o40=θ  and o0=φφφφ , (c) o60=θθθθ  and 

o0=φφφφ , and (d) o80=θθθθ  and o0=φφφφ . 

 

It is observed from Figure 4.15 that the received signatures of the wire target are different for 

different incident aspect angles. As shown from the magnitude response waveforms, some of the 

resonance peaks are missing, indicating that the CNRs are weakly excited in some incident aspects.  

 

PCA was then used for fusing the four different received signatures of the wire target. The fused 

signature of the 1m wire target is shown in Figure 4.16. Next, MPM was applied to the received 

signatures and fused signature to extract the first few dominant resonances of the wire target. The 

first few dominant normalized resonant frequencies of the 1m wire target are shown in Table 4.3 

and Figure 4.17. 
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Figure 4.16: The fused signature of the 1m wire target. 

 

Mode  Theoretical 

CNRs [59] 

o20====θ  

and 

o0====φφφφ  

o40====θθθθ  

and 

o0====φφφφ  

o60====θθθθ  

and 

o0====φφφφ  

o80====θθθθ  

and 

o0====φφφφ  

Fused 

Signature 

i  c/iωωωω  c/iωωωω  c/iωωωω  c/iωωωω  c/iωωωω  c/iωωωω  

1 2.910 2.880 2.880 2.880 2.880 2.880 

2 6.010 5.947 5.947 5.948 5.948 5.947 

3 9.060 9.047 9.046 9.046 9.046 9.046 

4 12.200 12.168 12.167 – 12.159 12.168 

5 15.300 15.312 15.313 15.301 – 15.311 

Table 4.3: Dominant normalized resonant frequencies of the 1m metallic wire target. 
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Figure 4.17: Dominant normalized poles of the 1m metallic wire target in the S-plane. 

 

The first few dominant modes are at =ci /ω 2.91, 6.01, 9.06, 12.20, and 15.30 and they correspond 

to 139MHz, 287MHz, 432MHz, 582MHz, and 730MHz respectively. It can be seen from Table 4.3 

and Figure 4.17 that at incident angles of =θ 60
°
 and =φ 0

°
, and =θ 80

°
 and =φ 0

°
, the normalized 

resonant frequencies of mode 4 and 5 are missing respectively. Whereas, all the dominant CNRs of 

the wire target were being extracted by using the fused signature. 

 

For the second example, a PEC ellipsoid of dimension 5cm== ba  and 30cm=c  in free space, 

shown in Figure 4.18, is being considered. The ellipsoid surface satisfies the following equation: 

1
2

2

2

2

2

2

=++
c

z

b

y

a

x
                                                                                                           (4.5) 

 

In this example, the aspect angle of the plane wave is fixed at o20=θ  and o0=φ  and various 

polarization angles, ξ , are considered. Polarization angles of o0=ξ , o30=ξ , o60=ξ , and o90=ξ  

will be considered. The frequency response of the target was obtained by using the MoM technique, 

and transformed to the time domain via an IFFT algorithm. In this instance, 256 frequency samples 

were considered to a maximum frequency of 1GHz, resulting to 512 time samples. The received 

signatures of the ellipsoid for the four different polarization angles are shown in Figure 4.19. It is 

assumed in this example that there is no noise in the received signatures of the ellipsoid target. 
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Figure 4.18: Geometry of the ellipsoid. 
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Figure 4.19: The impulse and magnitude responses of the ellipsoid excited by a plane wave at 

polarization angles of (a) o0=ξξξξ , (b) o30=ξξξξ , (c) o60=ξξξξ , and (d) o90=ξξξξ . 

 

It is observed from Figure 4.19 that the received signature of the ellipsoid at a polarization angle of 

o90=ξ  is different from the rest of the received signatures as the ellipsoid was not excited properly 

at an incident polarization angle of o90=ξ . PCA was then used to fuse the four different received 

signatures of the ellipsoid. The fused signature of the ellipsoid target is shown in Figure 4.20. Next, 

MPM was applied to the received signatures and fused signature to extract the dominant resonances 

of the ellipsoid target. The dominant normalized resonant frequencies of the ellipsoid target are 

shown in Table 4.4 and Figure 4.21. 
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Figure 4.20: The fused signature of the ellipsoid target. 

 

Mode  o0====ξξξξ  o03====ξξξξ  o06====ξξξξ  o09====ξξξξ  Fused Signature 

i  c/iωωωω  c/iωωωω  c/iωωωω  c/iωωωω  c/iωωωω  

1 4.818 4.818 4.818 – 4.818 

2 9.639 9.639 9.639 – 9.639 

3 14.522 14.522 14.522 – 14.522 

Table 4.4: Dominant normalized resonant frequencies of the metallic ellipsoid target. 

 

 

Figure 4.21: Dominant normalized poles of the metallic ellipsoid target in the S-plane. 
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It can be seen from Table 4.4 and Figure 4.21 that at a polarization angle of o90=ξ , the normalized 

resonant frequencies of all the modes are missing due to the weak excitation of the plane wave. 

Whereas, by using the fused signature, all the dominant CNRs of the ellipsoid were being extracted. 

 

It is indicated from the above two examples that target classification with reduced aspect or 

polarization sensitivity can be achieved by using the PCA to obtain a single characteristic signature 

that contains the dominant CNRs of the target. 

 

4.4.5 Remarks 

 

A novel technique, based on PCA, has been introduced in this section to enhance the resonance 

based target identification process using multiple data sets. This new method has been successfully 

applied to identify the dominant CNRs of simple PEC targets in free space. In order to prove the 

robustness of this technique, further testing, using the noise contaminated signatures of the target, 

could be conducted. Applying this new technique to low Q-Factor target, dielectric target, and  

more complex target such as the aircraft model will also be the subject of further investigations. 

 

4.5 Conclusion 

 

In a resonance based target identification system, it is important that the contributing CNRs of the 

target are extracted prior to the target identification step as incorrectly identifying the dominant 

poles of the target could result in a false alarm during the target classification process. A robust and 

reliable pole extraction technique is needed to accomplish this task and MPM is chosen due to its 

robustness to noise in the sampled data and computational ease. However, the rank deficiency 

problem in the Z matrix, shown in Equation 2.15, of the MPM has degraded the performance of the 

MPM. In this chapter, a solution to the rank deficiency issue of the MPM has been presented and in 

order to further quantify the performance of the proposed technique, future investigation should 

include applying the improved MPM method to low Q-Factor target, dielectric target, and more 

complex target such as the aircraft model. 

 

Two novel significant poles extraction schemes, that utilized the energies of the CNRs and PCA, 

have also been presented in this chapter. Numerical examples using PEC targets in free space have 

proven the feasibility of the proposed methods. However, in order to prove the reliability and 
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robustness of the proposed techniques, further investigation using a low Q-Factor target and a 

dielectric target is needed. 

 

As mentioned previously in Chapter 1, the resonance based target identification process is broken 

down into two parts in this research. The first part, which involves identifying the dominant poles of 

the target, has been covered in this chapter. The second part, which involves designing a classifier 

that is capable of identifying the correct object from a set of targets under all weather conditions, 

will be presented in the following chapter. 
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Chapter 5: Robust Target Identification Techniques 

 

5.1 Introduction 

 

It can be seen from Figure 1.1 that the classification step forms an important part of the feature 

based target identification process. Other than the process of resonance extraction, another research 

interests have focussed on the development of target recognition schemes for ATR applications. It 

is also the dream of researchers around the world to develop a classifier that is reliable and can 

perform well in noisy environment. 

 

Target recognition based on CNRs is popular due to the fact that the CNRs are purely dependent on 

target attributes. In other words, the differences in target attributes between two different targets 

would result in different CNRs for each target and target recognition can be achieved based on such 

differences between the CNRs. In order to automate the identification procedure, Moffatt and Mains 

[60] first proposed the concept of target identification based on target dependant CNRs using a 

predictor-correlator approach. A brief overview of some of the resonance based classifiers that are 

popular in the literature could also be found in Section 1.3. Amongst them, the GLRT has produced 

a better identification result, in the presence of noise. Therefore, it will be used as the reference 

classifier in this research to quantify the quality of the proposed classification techniques. 

 

Two unique and efficient resonance based target identification schemes will be presented in this 

chapter. The first technique makes use of the correlation between the unknown target and the 

reference target in the identification process while the second method utilized both the WVD and 

GLRT to enhance the performance of the classifier. Numerical results have proven that both the 

proposed methods are comparable to the GLRT technique. 

 

5.2 Target Classification Process 

 

In a feature based target identification process, shown in Figure 1.1, it is important to have a 

classifier that is robust to noise in the sampled data. The problem of interest here is to identify a 

specific target based on the noisy backscattered field from a “wide-band” transmitted pulse. Several 

assumptions are made in order to simplify the target identification process in this chapter. First, we 
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assume that a target has been detected and the backscattered field contains only a single target. 

Furthermore, we assume that the reference target is within a set of targets and we know a priori the 

dominant poles of the reference target. 

 

5.3 Robust Target Identification in White Gaussian Noise Using Canonical Correlation 

Analysis 

 

This section is based on publication [J1]. 

 

5.3.1 Introduction 

 

During the past, a number of target discrimination techniques that utilize the CNRs have been 

proposed. Perhaps the most popular of the techniques is the E-pulse technique [16] which operates 

by annihilating the late time response from a specific target. However, the disadvantages of the E-

pulse, mentioned in Section 2.8, have degraded the target identification process. Therefore, 

statistical methods such as the GLRT [24], [25] were introduced to enhance the target identification 

process. In this section, we propose a new and robust resonance based target identification 

technique that is also based on hypothesis testing [46]. The performance of our method is evaluated 

by using various simulated targets in free space under different environmental conditions. 

 

5.3.2 Overview of Canonical Correlation Analysis 

 

CCA was developed by Hotelling [62]. It is a way of measuring the linear relationship between two 

multidimensional variables. It finds two bases, one for each variable, that are optimal with respect 

to correlations and, at the same time, it finds the corresponding correlations. In other words, it finds 

the two bases in which the correlation matrix between the variables is diagonal and the correlations 

on the diagonal are maximized. The dimensionality of these new bases is equal to or less than the 

smallest dimensionality of the two variables. 

 

Being a standard tool in statistical analysis, canonical correlation has been used for example in 

economics, medical studies, and undersea target classification [63]-[65]. In this section, CCA will 

be used as a target identification tool to identify the reference target, based on its extracted poles’ 

information, from a set of candidate targets. 
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5.3.3 Classification Using Canonical Correlation Analysis 

 

The material presented here and much of the language and terminology are drawn from [63].  

 

Given two sets of vectors, C = [��, ⋯ , �G]IℝK×G, and M = [N�, ⋯ , NO]IℝK×O, CCA seeks a pair of 

vectors, �∗and Q∗, that maximize the correlation R = S%��(C8, MT), such that 

R∗ = max8,T S%��(C�, MQ)	                                                                                                (5.1)     

                    

The covariance matrix of X and Y can be denoted as follow: 

Z = [Z\\ Z\]Z]\ Z]]^                                                                                                             (5.2) 

where Z\\ and Z]] are the within-sets covariance matrices of  X and Y respectively and Z\] = Z]\<  

is the between-sets covariance matrix. 

 

The solution to Equation 5.1 can be obtained by solving the following eigenvalue problems: 

Z\\��Z\]Z]]��Z]\�∗ = R@�∗ 
Q∗ = 	Z\\��Z\]�∗                                                                                           (5.3) 

where Z\\ = a[CC<]  , Z]] = a[MM<]  , Z\] = a[CM<]  , Z]\ = a[MC<] , “ a ” denotes the 

expectation operator, and “A” denotes the transpose operator.    

 

The square roots of the eigenvalues obtained from Equation 5.3 are called canonical correlations, 

and the vectors �∗ and Q∗ are the canonical vectors. 

 

To help explain the idea of CCA, we use a noiseless version of Equation 2.21 as follow 

gg ZRx = ,              Pg ≤≤1                                              (5.4) 

where 

[ ]Tg

M

gg

g g
RRR L21=R                                                                                                (5.5) 

is an unknown, non-random vector, “T ” denotes the transpose operator, and  

[ ]
g

g Mq

g

M

gg

g ZZZ
×

= L21Z                                                                                            (5.6) 

denotes the matrix containing the known signal modes. 
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For the analysis presented here, gR is an unknown parameter vector in the identification of target g

. The only known parameters are the poles which determine gZ . Therefore, we will ignore gR  in 

our target identification process as it is orientation or polarization dependent. 

 

The maximum canonical correlation between the noiseless return signal x  and the known parameter 

Z is given by 

R∗ = max8,T S%��(b�, cQ)                                                                                             (5.7) 

                                                  

If  ∅ denotes the empty set, we can see that 

• Under ℋ', null hypothesis: 

 b ∩ c = ∅, hence R∗ = 0	if the subspaces spanned by b and	c are orthogonal.  

• Under ℋ�, alternative hypothesis: 

b ∩ c ≠ ∅, hence R∗ = 1	under noiseless condition.  

  

Under noisy environment, if we assume that all targets are equally probable, the above decision rule 

can be generalized for 3 target discrimination as  

"hSi"h	N(�) = ���&h�	&	i�	R∗	ij	k��iklk.                                                          (5.8)

  

5.3.4 Numerical Examples 

 

To demonstrate the effectiveness of the proposed CCA method, we will compare it against the 

GLRT technique. 

 

5.3.4.1 Simulation Setup 

 

In order to highlight the performance of the CCA method as a function of SNR, several simulations 

using PEC targets in free space were conducted.  

 

The first example considers five 1m long thin bent wire targets with different bending angles of 

θ = 30°, θ = 45°, θ = 60°, θ = 75°, and  θ = 90° as shown in Figure 5.1. The wires have equal 

lengths of 0.5m along both the X and Y axis.  
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The second example considers five ellipsoid targets with different lengths of L = 0.56m ,L =
0.60m ,L = 0.64m , L = 0.68m , and L = 0.72m  as shown in Figure 5.2. The ellipsoid surface 

satisfies Equation 4.5.  

 

Also shown in Figure 5.1 and Figure 5.2 are the orientation of the incident field Eφ relative to each 

target. 

 

 

Figure 5.1: Geometry of the 1m long thin bent wire target with a bending angle of θ. 

 

 

Figure 5.2: Geometry of the ellipsoid target with a length of L. 

 

The scattering data used in the experiment are the theoretical impulse responses of the targets. The 

impulse response was obtained by first acquiring the frequency response of the target using the 

MoM technique. The frequency response was then windowed using a Gaussian window to 

approximate the Gaussian incident pulse. Finally, the impulse response of the target was obtained 

by transforming the windowed frequency domain data to the time domain via an IFFT technique. 
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After obtaining the impulse responses of the targets, the poles of each target were extracted using 

MPM algorithm. The extracted poles were then stored inside a targets’ features reference library. 

 

The experimental setup for the simulation process is illustrated in Figure 5.3. In our experiment, we 

will fix the reference target in each example by letting bent wire with a bending angle of θ = 60° 
and ellipsoid with a length of L = 0.64m to be the reference targets. 

 

 

Figure 5.3: Experimental setup for demonstrating the performance of the CCA and GLRT 

techniques. 

 

To simulate noisy environment, white Gaussian noise is added to the corresponding impulse 

signature, �(�), of the reference target by using Equation 4.3. 

 

After adding noise to the signature, the corrupted impulse response of the reference target is then 

fetched into either the CCA or GLRT detector, which then renders a decision as to which target is 

present. This process is repeated 30 times at each specified value of SNR. For the purposes of this 

experiment, the SNR values are chosen to range from -10dB to 20dB. 

 

5.3.4.2 Bent Wire Targets of Different Bending Angles 

 

For our first example, we will consider five bent wire targets. In this example, 512 frequency 

samples were considered up to a maximum frequency of 1GHz, resulting to 1024 time samples. 

Figure 5.4 shows the frequency and impulse responses of the reference target due to an impulsive 

plane wave incident from φ=45
o
. Late time commences at around	AO = 23wj for the five bent wire 

targets. 12 dominant complex conjugate poles, tabulated in Table 5.1, were then extracted using the 

MPM algorithm. 
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Although this is an example that uses simple targets, it can be seen from Table 5.1 that the five bent 

wire targets have quite similar CNRs as there is only a slight different in bent angle between the 

five targets. Therefore, this increases the difficulty of identifying the reference target when noise is 

introduced into the system. 

 

The simulation’s results for this example are shown in Figure 5.5 for different target orientations. 

  

 

Figure 5.4: Backscattering frequency and impulse responses of the bent wire with a bending 

angle of � = ��° as a result of an impulsive plane wave incident from φ=45
o
. 

 

 

Table 5.1: Natural resonant frequencies of the five bent wire targets. 
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Figure 5.5: The performance of the CCA and GLRT methods as a function of SNR for two 

different incident angles using the five bent wire targets. 

 

5.3.4.3 Ellipsoid of Different Lengths 

 

For our second example, we will consider five ellipsoid targets. In this example, 512 frequency 

samples were considered up to a maximum frequency of 4GHz, resulting to 1024 time samples. The 

frequency and impulse responses of the reference target, due to an impulsive plane wave incident 

from φ=45
o
, can be found in Figure 5.6. Late time commences at around AO = 4.5wj for the five 

ellipsoid targets. 4 dominant complex conjugate poles, tabulated in Table 5.2, were then extracted 

using the MPM algorithm. 

 

The simulation’s results for this example are shown in Figure 5.7 for different plane wave incident 

angles. 
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Figure 5.6: Backscattering frequency and impulse responses of the ellipsoid with a length of 

� = �. ��	 as a result of an impulsive plane wave incident from φ=45
o
. 

 

 

Table 5.2: Natural resonant frequencies of the five ellipsoid targets. 

 

 

Figure 5.7: The performance of the CCA and GLRT methods as a function of SNR for two 

different incident angles using the five ellipsoid targets. 
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5.3.5 Discussion 

 

A Q-Factor is use to describe how under-damped a resonator is [66]. Higher Q indicates a lower 

rate of energy loss relative to the stored energy of the oscillator. Therefore, the oscillations die out 

more slowly. 

 

In order to demonstrate the effectiveness of the CCA technique, we have utilised both the high Q-

Factor and low Q-Factor targets in our two examples. It can be seen from Figure 5.4 and Figure 5.6 

that the bent wire target resonates longer in the frequency domain as compared to the ellipsoid 

target. Therefore, the bent wires and the ellipsoids are our high Q-Factor and low Q-Factor targets 

respectively. 

 

As can be seen from Figure 5.5 and Figure 5.7, the performance of the CCA and GLRT methods are 

plotted as a function of SNR in decibels for each target’s orientation. The performance of each 

technique is defined as the number of correct identifications (IDs) per 30 test trials at a specified 

SNR value. 

 

It can be seen from the bent wire targets example that both the CCA and GLRT methods have 

identical performance for each target’s orientation. At an aspect angles of φ=15
o
 and φ=45

o
, both 

the methods begin to correctly identify the reference target in every trial at a SNR of 2dB and 0dB 

respectively. 

 

For the ellipsoid targets example, the performance of the CCA and GLRT techniques also matches 

closely to each other as shown in Figure 5.7. At an aspect angles of φ=15
o
 and φ=45

o
, both the 

detectors start to correctly identify the reference target in every trial at a SNR of 10dB and 2dB 

respectively. As expected, there is a slight drop in performance as compared to the bent wire 

example because of the lower Q-Factor of the ellipsoid. Also as predicted, the performance of both 

techniques decreases as SNR decreases. 

 

In each of our two examples, five targets were being used for simulation. This means that there is 

20% chance of classifying the reference target. It can be seen from Figure 5.5 and Figure 5.7 that 

the identification rate in 30 test trials for the bent wire target and ellipsoid target are above 20% 

even at a low SNR of -10dB except for φ=15
o 

for the ellipsoid target where the identification rate 
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drop to 13.33%. This demonstrated the robustness of the CCA technique as the identification rate in 

30 test trials for the bent wire target and ellipsoid target are above 20% even at a low SNR of -

10dB. 

 

5.3.6 Conclusion 

 

In this research, we have proposed a novel and robust statistical technique base on SEM 

representation for target discrimination. Numerical results using both high Q-Factor and low Q-

Factor targets demonstrate the effectiveness of the CCA method as compare to the GLRT method in 

the presence of random noise. Applying this new technique to dielectric target will be the subject of 

further investigation. 

 

5.4 Robust Target Identification Using a Modified Generalized Likelihood Ratio Test 

 

This section is based on publication [J2]. 

 

5.4.1 Introduction 

 

In order to correctly identify a remote target, an efficient and robust target signature identification 

technique is required. During the past, a number of target discrimination techniques that utilize the 

CNRs have been proposed. Perhaps the near optimal solution among them is the GLRT technique, 

which outperforms the E-pulse method in the presence of noise [24], [25]. It is well established that 

the resonance based target classifier only applies to the late time portion of the target response. 

However, for ATR applications, usually such information is not known a priori and incorrect 

determination of the commencement of the late time period for the unknown target response would 

significantly degrade the performance of the classifier. 

 

In view of this problem, a modified GLRT target recognition scheme is proposed in this section. 

The enhanced GLRT method utilizes the WVD to determine the portion of the unknown target 

response on which to perform hypothesis testing. Therefore, it does not require prior knowledge of 

the commencement of the late time period for the transient response of the unknown target. The 

performance of our method is evaluated by using various simulated targets in free space under 

different environmental conditions. Simulation results show that the modified GLRT method is 
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comparable to the original GLRT technique when the beginning of the late time period for the 

unknown target response is accurately determined and surpasses the original GLRT technique when 

the commencement of the late time period for the unknown target response is wrongly determined. 

It can be seen from Figure 1.1 that the feature based target classification process is broken down 

into two parts, the feature extraction and the discrimination/ classifier part. In this section, the late 

time information is needed for extracting the dominant poles of the reference target. But no further 

information of the late time is needed for the discrimination part. 

 

5.4.2 Modified Generalized Likelihood Ratio Test 

 

The first step in designing the modified GLRT technique is to use the WVD to determine the 

portion, as shown in Figure 5.8, of the unknown target response to perform the GLRT test. The 

WVD in Figure 5.8 was produced by the same target used in Section 4.3.3. It can be seen from 

Figure 5.8 and [67] that each of the resonance peaks (P1-P3) of the unknown target frequency 

response has a corresponding energy density distribution in the time-frequency domain and as time 

progresses, the energy of each resonances decreases as expected. 
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Figure 5.8: Using the WVD to determine the portion, 
, of the unknown target response to 

perform the GLRT test. 

 

Next, as a crucial step of the classifier design, the value of x must be determined. This corresponds 

to the region where most of the unknown target resonances’ energies lie. This region is determined 

from the early time, Ay, to the late time, AO. The proposed method of determining the values for Ay 

and AO is based on empirical results on several targets. It is noted, from the WVD results of several 

targets, that every target will have a time, Ay, when the energy of the target response is maximum. 

Following that, the target resonances’ energies traces will start to appear in the time-frequency 

domain. 

 

In order to determine the values for Ay and AO, the energy, a, of the unknown target response at 

each time sample has to be  determined. This can be found by adding up the energies of the target 

transient response along the frequency axis of the time-frequency plot. Ay corresponds to the time 

when a is maximum and AO corresponds to the time when	a drops below the average energy, a8z6, 

of the signal in the time-frequency domain. a8z6 is found by using the following equation: 

a8z6 = (∑ aK|}� ) ~⁄                            (5.11) 
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where ~ is the total number of data samples in the discrete time domain and x is the total number of 

samples between Ay and AO. 

 

Using Equation 2.18, the response from target & can be rewritten as 

�8 =

��
��
��
��

N �Ay, + (� − 1)A4�
N �Ay, + (� − 1)A4 + A4�
N �Ay, + (� − 1)A4 + 2A4�⋮

N �Ay, + (� − 1)A4 + (� − 1)A4���
��
��
��
, � = 1,2, … , x                      (5.12) 

where Ay,  is the early time for the transient response of target &, � is the total number of data 

samples, starting from Ay, , in the discrete time domain, and x is the total number of �8  used to 

perform the modified GLRT test. Therefore, the modified GLRT leads to the following decision 

rule for 3 targets discrimination 

decide�N(�)� = target	&	if	the	sum	of ��c6�c6��
�@c6��8�

@
 

																																is	maximum                         (5.13) 

 

5.4.3 Numerical Examples 

 

To demonstrate the effectiveness of the proposed modified GLRT method, we will compare it 

against the GLRT algorithm. 

 

5.4.3.1 Simulation Setup 

 

In order to demonstrate the effectiveness of the modified GLRT technique as a function of SNR, 

several simulations using PEC targets in free space were conducted. 

 

The first example considers five 1m long thin bent wire targets with different bending angles of 

θ=30°, θ=45°, θ=60°, θ=75°, and  θ=90° as shown in Figure 5.1. It is noted that the bent wire has a 

fixed segment along the X axis and a rotating segment along the Y axis. The wires have equal 

lengths of 0.5m along both the X and Y axis.  
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The second example considers five ellipsoid targets with different lengths of L=0.56m, L=0.60m, 

L=0.64m,  L=0.68m, and L=0.72m as shown in Figure 5.2. The ellipsoid surface satisfies Equation 

4.5 where � = L/2, Q = 5cm, and S = 5cm.  

 

The last example considers five wire models of aircraft with different rear wings’ lengths of 

r = 0.1m, r = 0.2m, r = 0.3m, r = 0.4m, r = 0.5m as shown in Figure 5.9. Also shown in Figure 

5.1, Figure 5.2, and Figure 5.9, the orientations of the incident field Eφ are relative to each target. 

 

 

Figure 5.9: Geometry of the wire model aircraft target with a rear wing length of r. 

 

In this section, we will classify the bent wire and the ellipsoid as our simple targets. The wire model 

aircraft target will be classified as our complex target as it has quite a few substructures. 

 

The scattering data used in the experiment are the theoretical impulse responses of the targets. The 

impulse response was obtained by first acquiring the frequency response of the target using the 

MoM technique. The frequency response was then windowed using a Gaussian window to 

approximate the Gaussian incident pulse. Finally, the impulse response of the target was obtained 

by transforming the windowed frequency domain data to the time domain via an IFFT technique. 

After obtaining the impulse responses of the targets, the poles of each target were extracted using 

the MPM algorithm. The extracted poles were then stored inside a targets’ features reference 
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library. In this section, the poles were extracted from the impulse response, due to an impulsive 

plane wave incident from φ=45
o
, of the target. 

 

The experimental setup for the simulation process is illustrated in Figure 5.10. In our experiment, 

we will fix the reference target in each example by letting the bent wire with a bending angle of 

θ=60°, the ellipsoid with a length of L=0.64m, and the wire model aircraft with a rear wing length 

of r = 0.3m to be the reference targets. 

 

 

Figure 5.10: Experimental setup for demonstrating the performance of both the modified 

GLRT and GLRT techniques. 

 

To simulate noisy environment, white Gaussian noise is added to the corresponding impulse 

signature of the reference target using Equation 5.9. 

 

After adding noise to the signature, the corrupted impulse response of the reference target is then 

fetched into either the modified GLRT or GLRT detector, which then renders a decision as to which 

target is present. This process is repeated 100 times at each specified value of SNR. For the purpose 

of this experiment, the SNR values are chosen to range from -10dB to 20dB. 

 

5.4.3.2 Bent Wire with Different Bending Angles 

 

For our first example, we will consider five bent wire targets. In this example, 512 frequency 

samples were considered up to a maximum frequency of 1GHz, resulting to 1024 time samples. 

Figure 5.4 shows the frequency and impulse responses of the reference target, bent wire with a 

bending angle of θ=60°,  due to an impulsive plane wave incident from φ=45
o
. The 12 dominant 

complex conjugate poles for the five bent wire targets are listed in Table 5.1. 
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Although this is an example that uses simple targets, it can be seen from Table 5.1 that the five bent 

wire targets have quite similar CNRs as there is only a slight difference in the bending angles 

between the five targets. Therefore, this increases the difficulty of identifying the reference target 

when noise is introduced into the system. 

 

Using Equation 2.4, the commencements of the late time periods for the transient responses of the 

reference target at incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 are estimated to be AO =

25.22wjhS, AO = 25.33wjhS, AO = 25.22wjhS, and  AO = 26.08wjhS respectively. These late times 

are used to perform the original GLRT test. 

 

Prior to performing the modified GLRT test, WVD is used to determine the high resonance region, 

x, for the transient response of the reference target. Figure 5.11 shows an example of determining 

the value of Ay and AO for the transient response of the reference target due to a plane wave incident 

from φ=45
o
. It can be seen from Figure 5.11 that Ay corresponds to the time when the energy, a, of 

the reference target response is maximum, at around 325, and AO matches the time when a drops 

below a8z6 = 3.45. Therefore, the total number of samples between Ay and AO for this example is 

A=79. The values of x for the transient responses of the reference target at an incident angles of 

φ=15
o
, φ=30

o
, and φ=75

o
 are x = 87, x = 75, and  x = 107 respectively. 

 

The performances of both the modified GLRT and original GLRT techniques as a function of SNR 

for four different target orientations are shown in Figure 5.12. In order to simulate the effect of 

incorrect late time determination for late time starting too early, AO = 16wjhS , AO = 16wjhS , 

AO = 18wjhS , and  AO = 18wjhS  are arbitrary chosen for an incident angles of φ=15
o
, φ=30

o
, 

φ=45
o
, and φ=75

o
 respectively. In order to simulate the effect of incorrect late time determination 

for late time starting too late, AO = 36wjhS is used for all the four incident angles of φ=15
o
, φ=30

o
, 

φ=45
o
, and φ=75

o
.  
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Figure 5.11: Determining the values of �� and �
using the energy, �, of the transient response 

of the bent wire target with a bending angle of θ=60°. 
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Figure 5.12: The performance of the modified GLRT and original GLRT methods as a 

function of SNR for four different incident angles using the five bent wire targets. 

 

5.4.3.3 Ellipsoid Targets with Different Lengths 

 

For our second example, we will consider five ellipsoid targets. In this example, 512 frequency 

samples were considered up to a maximum frequency of 4GHz, resulting to 1024 time samples. The 

frequency and impulse responses of the reference target, ellipsoid with a length of L = 0.64m, due 

to an impulsive plane wave incident from φ=45
o
, can be found in Figure 5.6. The 4 dominant 

complex conjugate poles for the five ellipsoid targets are listed in Table 5.2. 

 

Using Equation 2.4, the commencements of the late time periods for the transient responses of the 

reference target at an incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 are estimated to be 

AO = 5.50wjhS, AO = 6.50wjhS, AO = 7.38wjhS, and AO = 9wjhS respectively. These late times are 

used to perform the original GLRT test. 

 

Prior to performing the modified GLRT test, WVD is used to determine the high resonance region, 

x, for the transient response of the reference target. Utilising the energy, a, of the reference target 

response, the values of x for the transient responses of the reference target at an incident angles of 
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φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 are calculated to be x = 64 , x = 44 , x = 52 , and x = 58 

respectively. 

 

The simulation’s results for this example are shown in Figure 5.13 for different plane wave incident 

angles. In order to simulate the effect of incorrect late time determination for late time starting too 

early, AO = 1.75wjhS, AO = 2.75wjhS, AO = 4.50wjhS, and AO = 6wjhS are arbitrary chosen for an 

incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o 
 respectively. In order to simulate the effect of 

incorrect late time determination for late time starting too late, AO = 12.50wjhS is used for all the 

four incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
.  
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Figure 5.13: The performance of the modified GLRT and original GLRT methods as a 

function of SNR for four different incident angles using the five ellipsoid targets. 

 

5.4.3.4 Aircraft Targets with Different Rear Wings 

 

For our last example, we will consider five wire model aircraft targets. In this example, 512 

frequency samples were considered up to a maximum frequency of 1GHz, resulting to 1024 time 

samples. The frequency and impulse responses of the reference target, wire model aircraft with a 

rear wing length of r = 0.3m, due to an impulsive plane wave incident from φ=45
o
, can be found in 
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Figure 5.14. The dominant complex conjugate poles for the five wire model aircraft targets are 

listed in Table 5.3. 

 

Using Equation 2.4, the commencements of the late time periods for the transient responses of the 

reference target at an incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 are estimated to be 

AO = 56wjhS , AO = 60wjhS , AO = 64wjhS , and AO = 74wjhS  respectively. These late times are 

used to perform the original GLRT test. 

 

Prior to performing the modified GLRT test, WVD is used to determine the high resonance region, 

x, for the transient response of the reference target. Utilising the energy, a, of the reference target 

response, the values of x for the transient responses of the reference target at an incident angles of 

φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 are calculated to be x = 94, x = 104, x = 110, and x = 136 

respectively. 

 

The simulation’s results for this example are shown in Figure 5.15 for different plane wave incident 

angles. In order to simulate the effect of incorrect late time determination for late time starting too 

early, AO = 40wjhS , AO = 42wjhS , AO = 46wjhS , and AO = 56wjhS  are arbitrary chosen for an 

incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o 
 respectively. In order to simulate the effect of 

incorrect late time determination for late time starting too late, AO = 100wjhS is used for all the four 

incident angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
. 
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Figure 5.14: The backscattering frequency and impulse responses of the wire model aircraft 

with a rear wing length of � = �. �	 due to an impulsive plane wave incident from φ=45
o
. 

 

 

Table 5.3: Natural resonant frequencies of the five wire model aircraft targets. 
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Figure 5.15: The performance of the modified GLRT and original GLRT methods as a 

function of SNR for four different incident angles using the five wire model aircraft targets. 

 

5.4.4 Discussion 

 

A Q-Factor is used to describe how under-damped a resonator is. Higher Q indicates a lower rate of 

energy loss relative to the stored energy of the oscillator. Therefore, the oscillations die out more 

slowly. 
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In order to demonstrate the effectiveness of the modified GLRT technique, we have utilised both 

the high Q-Factor and low Q-Factor targets in our simple target examples. It can be seen from 

Figure 5.4, and Figure 5.6 that the bent wire resonates longer in the frequency domain as compared 

to the ellipsoid target. Therefore, the bent wires and the ellipsoids are our high Q-Factor and low Q-

Factor targets respectively. 

 

As can be seen from Figure 5.12, Figure 5.13, and Figure 5.15, the performance of the modified 

GLRT and original GLRT methods are plotted as a function of SNR in decibels for each target 

orientation. The performance of each technique is defined as the number of correct identifications 

(IDs) per 100 test trials at a specified SNR value. 

 

It can be seen from the bent wire targets example, Figure 5.12, that the performance of both the 

modified GLRT and original GLRT methods matches closely to each other, for each target 

orientation, when the commencement of the late time period for the transient response of the 

reference target is correctly estimated. At an aspect angles of φ=15
o
, φ=30

o
, φ=45

o
, and φ=75

o
 both 

the techniques begin to correctly identify the reference target in every trial at a SNR of 4dB, 8dB, 

and 4dB respectively. 

 

It can be seen from the ellipsoid targets example, Figure 5.13, that the modified GLRT technique 

outperforms the original GLRT method at aspect angles of φ=15
o
 and φ=45

o
, even though the 

commencement of the late time period for the transient response of the reference target is correctly 

determined. At an aspect angle of φ=30
o
 and φ=75

o
, the performance of the modified GLRT and 

original GLRT techniques matches closely to each other and both the detectors start to correctly 

identify the reference target in every trial at a SNR of 12dB and 16dB respectively. 

 

Last but not least, it can be seen from the wire model aircraft targets example, Figure 5.15, that the 

modified GLRT technique outperforms the original GLRT method at aspect angles of φ=15
o
, even 

though the commencement of the late time period for the transient responses of the reference target 

is correctly determined. At an aspect angle of φ=30
o
, φ=45

o
, and φ=75

o
, the performance of the 

modified GLRT and original GLRT techniques matches closely to each other and both the classifier 

start to correctly identify the reference target in every trial at a SNR of 14dB, 12dB, and 16dB 

respectively.  
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It can be seen from our simple target examples that there is a slight drop in the detectors’ 

performance on the ellipsoid targets because the ellipsoid has a lower Q factor. The substructures 

and the small difference in the rear wings of the wire model aircraft targets have also deteriorate the 

performance of the classifiers. Also as predicted, the performance of both the modified GLRT and 

the original GLRT techniques decreases as SNR decreases. 

  

It is demonstrated from both the simple targets and complex targets examples that the modified 

GLRT technique outperforms the original GLRT method when the commencement of the late time 

period for the transient response of the reference target is incorrectly estimated. If the 

commencement of the late time period is estimated to start too early, the inclusion of the early time 

component in the transient response of the reference target will deteriorate the performance of the 

original GLRT method as the original GLRT technique is based on SEM representation which 

models only the late time response of the target. If the commencement of the late time period is 

determined to start too late, the exclusion of some resonances which are used to reconstruct the 

transient response of the reference target will also affect the performance of the original GLRT 

method. 

  

In summary, it is noted in the bent wire targets, ellipsoid targets, and wire model aircraft targets 

simulation results that the performance of the modified GLRT method either matches closely or 

exceeds the performance of the original GLRT technique when the commencement of the late time 

period is determined correctly. If the commencement of the late time period is determined 

incorrectly, the modified GLRT technique will outperform the original GLRT method by a 

considerable margin. Therefore, this has demonstrated the robustness of the modified GLRT 

technique although its computational cost is higher. The additional computational complexity 

involved including the formation of the WVD map and the construction of x GLRT tests in the 

classification process. By using a set of five candidate targets, the typical runtime for the 

classification of a test target in MATLAB, using a computer with Intel Core 2 Quad processor, is 

around 20 seconds (approximate 4 seconds for the formation of the WVD map and approximate 16 

seconds for the construction of x GLRT tests).  
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5.4.5 Remarks 

 

In this research, we have developed a robust resonance based target identification technique which 

does not require prior knowledge of the commencement of the late time period for the transient 

reponse of the unknown target.  Numerical results using both the simple and complex targets have 

demonstrated the effectiveness of  our method, modified GLRT test, as compare to the original 

GLRT technique in the presence of random noise. Improving the speed of the new technique and 

applying it to the dielectric target and more realistic target will be the subject of further 

investigation. 

 

5.5 Conclusion 

 

In the context of ATR, the design of a reliable and robust classifier plays an important role in the 

feature based target identification system. Therefore, it is the dream of researchers around the world 

to keep on enhancing the performance of the current classifiers. In this chapter, we have proposed 

two unique classifiers to improve the resonance based target identification process. 

 

Numerical results have proven that the recommended CCA based and modified GLRT techniques 

are comparable to the well-known GLRT technique in the presence of noise. In some cases, the 

modified GLRT method even outperforms the original GLRT technique. Examples have also shown 

that prior knowledge of the commencement of the late time period for the transient reponse of the 

unknown target is not require by using the proposed modified GLRT. However, to further quantify 

the performance of the proposed resonance based target classifiers, further investigation using 

dielectric targets is needed. 
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Chapter 6: Conclusions and Future Works 

 

6.1 Conclusions 

 

The popularity of using CNRs as a feature set for radar target identification is no doubt due to the 

fact that they are theoretically independent of the aspect angle between the radar and the target, and 

they form a minimal set of parameters by which the target can be identified thus assisting the 

classification problem. In this thesis, the concert of radar target classification based on CNRs is 

further examined. 

 

This thesis focuses on designing a reliable and robust resonance based target discrimination process 

by breaking down the resonance based target identification process into two parts. The first part 

which involves identifying the dominant poles of the target could be found in Chapter 4 and the 

second part which consists of designing a classifier that is capable of identifying the correct object 

from a set of targets under all weather conditions could be found in Chapter 5.  

 

MPM has been widely used in the literature for extracting the resonant frequencies of the target due 

to its robustness to noise in the sampled data and computational ease. But the rank deficiency 

problem in the Z matrix, shown in Equation 2.15, of the MPM has degraded the performance of the 

MPM. A solution to the rank deficiency issue of the MPM has been presented in Chapter 4 and it is 

hoped that the proposed solution would enhance the performance of the MPM. 

 

It is important for the CNRs to be properly excited before they could be extracted from the 

backscattered signature of the target. However, for certain aspect angles some poles cannot be 

excited sufficiently. Therefore, in order to ensure that all of the dominant CNRs of the target are 

extracted so as to avoid false alarms during the target identification process, target responses from 

multiple incident aspect angles and/or multiple incident polarizations are used. A novel technique 

based on multiple data sets and PCA is introduced in Chapter 4 to enhance the CNRs extraction 

process. Numerical examples have proven the feasibility of the proposed technique. 

 

Determining the modal order of the system is one of the major problems related to CNRs extraction. 

Incorrectly determining the modal order of the system may result in spurious poles and affect the 



      

Chapter 6: Conclusions and Future Works 

 - 96 -  

identification results. Moreover, if the received signature is corrupted by noise, identifying the 

significant poles of the target will become an even more complex problem to solve. A post 

processing technique, based on examining the energies of the extracted CNRs, has been introduced 

in Chapter 4 to identify the dominant CNRs of the target for a particular aspect. The extraction for 

the dominant poles of the target is done without prior knowledge of the modal order of the system. 

Numerical results have demonstrated the viability of the proposed method. 

 

In order to correctly identify a remote target, a robust target signatures identification technique is 

required. As evident from the literature, statistical techniques such as the GLRT have produced a 

better identification result, in the presence of noise, compared to some other SEM based 

identification methods such as the E-pulse technique. Two novel resonance based classifiers have 

been presented in Chapter 5 and their performances are measured against the original GLRT 

method. Numerical examples have demonstrated the performance of the proposed CCA based 

technique. Simulation results using various targets have also shown that the suggested modified 

GLRT method, which utilizes the WVD, is comparable to the original GLRT technique when the 

commencement of the late time period for the unknown target response is correctly determined and 

outperforming the original GLRT technique when the commencement of the late time period for the 

unknown target response is incorrectly determined. 

 

In conclusion, a unique set of resonance based target recognition techniques have been proposed in 

this thesis and it is hope that the works presented in this research would enhance the ATR process. 

 

6.2 Limitations and Future Works 

 

The scope of this thesis has been limited to free space stationary PEC targets. The contributions 

made by this thesis may also be applied to dielectric targets, subsurface targets, and non-stationary 

targets. Upon the proposition of the SEM, efforts have largely focused on target recognition 

applications that involve radar targets in free space. The concept of target resonances for subsurface 

target was first fully addressed by Carin in a number of his works [68], [69]. Baum [70] has also 

studied the scattering and target resonances of buried metallic and dielectric target within a lossy 

media. Recently, microwave remote sensing that utilizes Baum technique has been applied to 

biological targets (i.e. breast tumor, hip prosthesis etc.) detection [71]-[74]. 
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When the target is buried beneath a half-space, the scattering problem becomes increasingly 

complicated. Usually the excitation and the measured field points are located in the free space (air) 

and the target is embedded in the heterogeneous dispersive dielectric half-space. The ‘total target’ is 

the target together with the presence of the environment. As the depth and orientation of the target 

changes inside the environment, the characteristics of the ‘total target’ change as well. Furthermore, 

the scattered field from the object varies as the dielectric properties of the surrounding environment 

change. 

 

As a first step to identify the target below a half-space, the authors of [74] have suggested using 

Baum’s transform [11], [70] to classify an object below a homogeneous and lossy environment. 

Although it is a promising approach, it is noted that Baum’s transform does not take the air-medium 

interface into consideration. Therefore, future works on subsurface target identification could go in 

this direction but include some techniques to remove the air-medium interface before applying the 

Baum’s transform. Further investigations on using the poles extracted from the target in the 

homogeneous medium to classify the target below the half-space could also be conducted. 

 

The scattering behaviour of the dielectric targets is much more complicated than that of the PEC 

targets. One of the most major differences is that there are additional resonant modes from internal 

bouncing that are in addition to the normal radiating modes [70]. Therefore, it is suggested to 

investigate the feasibility of applying the contributions make in this thesis to the dielectric targets in 

free space first before investigating the feasibility of applying them to the dielectric targets under 

the half-space.  

 

As mentioned previously, the works presented in this thesis are limited to the stationary targets. 

Hence, future work could involve studying the resonances behaviour of the non-stationary targets 

and applying the contributions make in this thesis to them. 

 

The impact of scatterer occlusion on the performance of the resonance based target identification 

system could also be the subject of further investigation. 

 

Last but not least, white Gaussian noise is the only component that is being introduced into the 

system to quantify the performance of the proposed techniques in this thesis. Therefore, future work 
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could involve investigating the effect of other sources of interferences, such as clutter and 

multipath, on the performance of the proposed techniques presented in this thesis. 

 

Finally, other than the above suggested future works, investigation on improving the speed of the 

proposed modified GLRT method could also be carried out. 
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