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Domain-wall melting in ultracold-boson systems with hole and spin-flip defects
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Quantum magnetism is a fundamental phenomenon of nature. As of late, it has garnered a lot of interest
because experiments with ultracold atomic gases in optical lattices could be used as a simulator for phenomena of
magnetic systems. A paradigmatic example is the time evolution of a domain-wall state of a spin-1/2 Heisenberg
chain, the so-called domain-wall melting. The model can be implemented by having two species of bosonic atoms
with unity filling and strong on-site repulsion U in an optical lattice. In this paper, we study the domain-wall
melting in such a setup on the basis of the time-dependent density matrix renormalization group (tDMRG). We
are particularly interested in the effects of defects that originate from an imperfect preparation of the initial
state. Typical defects are holes (empty sites) and flipped spins. We show that the dominating effects of holes on
observables like the spatially resolved magnetization can be taken account of by a linear combination of spatially
shifted observables from the clean case. For sufficiently large U , further effects due to holes become negligible.
In contrast, the effects of spin flips are more severe as their dynamics occur on the same time scale as that of the
domain-wall melting itself. It is hence advisable to avoid preparation schemes that are based on spin flips.
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I. INTRODUCTION

Recent progress in ultracold-atomic-gas experiments [1,2]
has allowed for greater degrees of control where now one
has the tools to explore many interesting and fascinating phe-
nomena of quantum many-body physics that previously have
been restricted only to the realm of theoretical investigation.
Gases of ultracold fermionic and bosonic atoms in optical
lattices provide the arguably cleanest implementations of the
Fermi and Bose-Hubbard models and are very well tunable.
These fundamental models of condensed matter physics have
by now been studied quite extensively in diverse experiments.
See, for example, Refs. [3–13]. The experimental capabilities
are very well developed, as exemplified by the controlled
shifting between the superfluid (SF) and Mott-insulator (MI)
regimes [2,3], generation of random potentials [14–16], single-
atom imaging [17–20], or single-site manipulation [21,22].

In the vein of Feynman’s idea to use one well-controllable
quantum many-body system to simulate others [23,24], it
is of particular interest to gain a thorough understanding of
experimentally feasible ultracold-atomic-gas systems that can
be used to faithfully implement spin models. Such setups could
then be used to study the diverse phenomena of quantum
magnetism.

As it turns out, the drosophila of quantum magnetism, the
Heisenberg spin-1/2 XXZ model, appears quite naturally as
an effective model for the subspace of unitary occupancy
of the two-species Bose-Hubbard (BH) model in the limit
of strong on-site interaction strengths [25–29]. The effective
spin-exchange couplings are determined by the tunneling
parameters and the inter- and intraspecies interaction strengths.
Numerical investigations [29] have been presented and an
experimental realization of this model has recently been
implemented in order to study the quantum dynamics of a
single spin impurity [30]. One can envisage many interest-
ing experiments using this setup in order to observe and

FIG. 1. (Color online) Initial clean domain-wall state with spin-
up (spin-down) bosons on the left (right) half of the system at t = 0.
The illustrations for times t > 0 are based on the actual evolution
of the on-site magnetizations 〈Ŝz

j 〉 with hopping amplitude t = 1 and
onsite repulsion U = 15. The domain wall melts and evolves into a
nontrivial magnetization profile.

investigate important many-body phenomena such as quantum
phase transitions, long-range order, the temporal growth of
entanglement, diffusive versus ballistic transport, relaxation
dynamics, or integrability, to name a few. It can also provide
a testbed for ultracold-atomic-gas experimental setups where
their robustness to defects can be investigated and scrutinized.

A prominent nonequilibrium process that comprises several
of the aforementioned many-body phenomena is the melting
of a domain wall as depicted in Fig. 1, and this naturally
becomes an important phenomenon to probe in ultracold-atom
experiments that aim to map onto the spin-1/2 XXZ model.
Initially, the system is in a product state where the left half
of the system is occupied by up-spins and the right half by
down-spins. During the evolution, magnetization flows from
left to right, accompanied by a growing entanglement. The
dynamics has been studied analytically and numerically, for

1050-2947/2014/89(6)/063603(14) 063603-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.89.063603


JAD C. HALIMEH et al. PHYSICAL REVIEW A 89, 063603 (2014)

FIG. 2. (Color online) Illustration of the time evolution of a hole and a spin-flip defect in a fully polarized background. The sketches are
based on the actual evolution of densities 〈n̂↑,j + n̂↓,j 〉 and magnetizations 〈Ŝz

j 〉 for hopping amplitude t = 1 and onsite repulsion U = 15.
(a) Holes can move by one site via direct hopping and by two sites via a second-order process that gets suppressed with increasing U . As
explained in the text, the density dynamics in the effective t-J model (7) is independent of the simultaneous spin dynamics. The latter is,
however, influenced by density fluctuations. (b) The Heisenberg-type spin-spin interaction is caused by a second-order exchange process where
bosons hop between nearest-neighbor sites. The focus of this paper is to explore the effects of such defects on the domain-wall melting in
Fig. 1.

example, in Refs. [31–40]. The transport is ballistic in the
critical XY phase of the model. In the gapped phases, after
some initial ballistic transport, the spin current was found to
vanish for longer times. Besides this, there is an interesting
nearest-neighbor beating effect in the magnetization profile
(synchronized opposing oscillations of the magnetizations on
neighboring sites) and small plateaus evolve at the domain-
wall fronts. This can be attributed to the integrability of the
model.

When one implements the domain-wall melting experi-
mentally with ultracold bosons, defects can occur due to an
imperfect preparation of the initial state. There are basically
two options for the preparation. (i) In the first scheme, one
prepares a Mott insulating state of spin-up bosons. Then,
using a light mask, one addresses the right half of the system,
bringing it into resonance with a microwave pulse that causes
the spins to flip. (ii) In an alternative scheme, using light
masks for the halves of the systems, one can cool the bosons
in the lattice with strong chemical potential differences for
the two species. In both schemes, due to an ultimately finite
temperature, hole defects can occur [Fig. 2(a)]. Due to the
(shallow) trapping potential, these holes correspond to the
lowest excitations of the Mott insulator ground state. The first
scheme allows for the preparation of a spatially tighter (less
smeared) domain wall [41]. One disadvantage of this scheme is
the finite spin-flip efficiency (typically around 98% in current
experiments) which corresponds to the occurrence of spin-flip
defects as shown in Fig. 2(b).

In this paper, numerical studies are presented for the
domain-wall melting of two boson species in a one-
dimensional optical lattice using various values of the on-site
interaction strength U , most of which lie in the large-U limit
where the model maps faithfully onto a corresponding spin-
1/2 XXZ model. All corresponding model parameters offer
experimental feasibility and are simulated closely following
the conditions in Fukuhara et al. [30], and are thus very
relevant to similar future experimental investigations. We focus
in particular on the effects of typical experimental defects in the
initial state on the melting dynamics. The quasiexact numerical
treatment is performed using the time-dependent density
matrix renormalization group (tDMRG) method [42–46] in the

Krylov approach [47–49] (see also [50]). The results show that
the dominating effects of hole defects on observables like the
spatially resolved magnetization can be taken account of by a
simple averaging procedure over spatially shifted observables
from the clean case. To some extent, this smoothens out
the beating and plateaus in the magnetization profile of the
melting domain wall. For large U , the hole dynamics is
much faster than the domain-wall dynamics. Hence, effects of
holes beyond the aforementioned smoothening effect become
negligible. In contrast, the effects of spin flips are more severe
as their dynamics occur on the same time scale as that of the
domain-wall melting itself. The spatial averaging procedure
employed for the holes is still useful but not as powerful in this
case. For the experimental investigations, this gives a reason
to favor the second preparation scheme, cooling with chemical
potentials, over the first scheme that is based on inducing spin
flips for one half of the system.

The paper is divided into five sections beyond the intro-
duction: In Sec. II, the models occurring in this study and the
mappings between them are discussed. After a specification of
the different initial states in Sec. III, Sec. IV presents numerical
simulations showing how the BH dynamics approaches the t-J
model dynamics. In Sec. V, the main results are presented and
explained along with a discussion of the various observables of
interest that are best suited to study the domain-wall melting.
The paper concludes with Sec. VI and a convergence analysis
of the numerical simulations in the Appendix.

II. MODELS

A. Spin-1/2 XXZ chain

The spin-1/2 XXZ Heisenberg magnet is a classic example
of a one-dimensional quantum lattice model that has been
extensively studied [51–53] and that is of ideal importance
to the understanding of magnetism and various phenomena in
quantum many-body physics as mentioned in the introduction.
Considering a one-dimensional lattice of L sites, the Hamilto-
nian describing this model is

ĤXXZ = J⊥
L−1∑

j=1

(
Ŝx

j Ŝx
j+1 + Ŝ

y

j Ŝ
y

j+1

) + Jz

L−1∑

j=1

Ŝz
j Ŝ

z
j+1, (1)
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where the spin operators obey the commutation relations
[Ŝα

i ,Ŝ
β

j ] = iδij εαβγ Ŝ
γ

i (� = 1).
The properties of the ground state of this Hamiltonian

crucially depend upon the in-plane and on-axis spin-spin
interaction parameters J⊥ and Jz. In the case J⊥ = Jz,
ĤXXZ becomes the isotropic Heisenberg Hamiltonian [54,55]
and the interaction between the spins is rotation invariant.
When J⊥,Jz > 0, the Hamiltonian is antiferromagnetic, since
it is energetically favorable that the spins on neighboring
sites have antiparallel alignment, while when J⊥,Jz < 0,
parallel alignment is favorable and thus the Hamiltonian is
ferromagnetic. Moreover, at the critical point Jz/|J⊥| = 1,
there is a Kosterlitz-Thouless-type phase transition that the
system undergoes from a gapless XY regime (Jz/|J⊥| � 1) to
the gapped (Jz/|J⊥| > 1) Néel phase.

Domain-wall melting in this system has been investigated
analytically and numerically [31–39], and one can observe a
transition from ballistic to subdiffusive dynamics when going
from the gapless to the gapped regime. To be able to simulate
this model with an ultracold-atomic-gas system would be a
very interesting way to experimentally probe such dynamics,
and such a mapping has already been proposed [25–29], where
a two-species BH model in the limit of large interactions
at unity filling can be approximated by the spin-1/2 XXZ
model with an induced ordering field. This is discussed in
the following.

B. Two-species Bose-Hubbard model and the
relation to the XXZ model

A prominent example for using bosonic systems to simulate
others [23,24] is that of using the two-species Bose-Hubbard
(BH) model (ultracold bosonic atoms in optical lattices) to
emulate the spin-1/2 XXZ model [25–29], where the two boson
species correspond to spins up and down, respectively. This
two-species BH model is described by the Hamiltonian,

ĤBH = −
L−1∑

σ,j=1

tσ (b̂†σ,j b̂σ,j+1 + H.c.)

+
L∑

σ,j=1

Uσ

2
n̂σ,j (n̂σ,j − 1) + V

L∑

j=1

n̂↑,j n̂↓,j , (2)

where σ (=↑ or ↓) labels the boson species, tσ is the tunneling
parameter for “σ” bosons, Uσ is the intraspecies on-site
interaction strength for “σ” bosons, V is the interspecies
interaction strength between “↑” and “↓” bosons on the same
site, b̂σ,j is the annihilation operator for “σ” bosons on site
j ([b̂σ,j ,b̂

†
σ ′,j ′ ] = δσσ ′δjj ′), and n̂σ,j = b̂

†
σ,j b̂σ,j is the number

operator for “σ” bosons on site j . The bosonic species “↑”
and “↓” are associated with two internal states of the atomic
species used in the experimental setup (such as rubidium
isotope 87Rb, where the two species correspond to two
hyperfine states |F = 1,mF = +1〉 and |F = 2,mF = −1〉 of
the bosonic atom). Moreover, both bosonic species can be
trapped by separate standing laser-light waves via polarization
selection [56] and the spin distribution of such a system can
then be probed by single-site-resolved fluorescence imaging
with a high-resolution microscope objective [17–19].

In the limit of large U↑, U↓, and V , using second-order
perturbation theory or the corresponding Schrieffer-Wolff
transformation [25–29], one can derive an effective Hamil-
tonian for the subspace of unity filling (number of particles
equal to the number of lattice sites), yielding

ĤXXZ − h

L∑

j=1

Ŝz
j , (3)

where

Jz = 2
t2
↑ + t2

↓
V

− 4t2
↑

U↑
− 4t2

↓
U↓

, J⊥ = −4t↑t↓
V

, (4)

h = 4t2
↑

U↑
− 4t2

↓
U↓

. (5)

The induced homogeneous magnetic field h can be ignored
due to the conservation of the total magnetization in Eq. (1).
The spin-exchange terms are due to a second-order process
where bosons hop twice between neighboring sites and the
energy in the intermediate states is increased due to the on-site
repulsion Uσ , V .

For the experimentally most relevant situation t↑ = t↓ ≡ t,
and U↑ = U↓ = V ≡ U , one arrives at the isotropic Heisen-
berg antiferromagnet with J⊥ = Jz. This regime is at the focus
of this paper since, on the one hand, the main purpose of
the paper is to study the effect of holes and spin flips on
domain-wall melting rather than the effect of anisotropies on
it and, on the other hand, significant anisotropies are very hard
to achieve experimentally [30,41]. For instance, the variance
in V is typically given by the parameter,

�V = U↑ + U↓
2

− V, (6)

and �V can be set experimentally [30,41] to a value in
[−0.1,0.1] × U↑. Note that the available range for the effective
spin couplings can be extended substantially by employing op-
tical superlattices as discussed and demonstrated, for example,
in Refs. [29,57,58].

C. The t- J model as an effective model for strong repulsion

Since we want to study the effect of hole defects which
occur in the experiments, we cannot restrict the analysis to the
subspace of unitary occupancy as done in the previous section.
Rather, one has to take into account all states where on each site
we have either one or no boson. The second-order perturbation
theory for the limit of strong repulsion leads in this case to
a bosonic variant of the so-called t-J Hamiltonian [60–64],
containing in this case some three-site terms that are particular
to the bosonic nature of the particles. For our specific two-
species Bose-Hubbard model (2), we obtain a hard-core boson
t-J model

Ĥt−J = Ĥt + ĤXXZ + Ĥ3−site, (7)

where ĤXXZ is the XXZ Hamiltonian (1) that encodes the
nearest-neighbor spin exchange and

Ĥt = −
L−1∑

σ,j=1

tσ (â†
σ,j âσ,j+1 + H.c.) (8)
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is the direct hopping. Here, âσ,j are hard-core-bosonic anni-
hilation operators with commutation relations [âσ,j ,â

†
σ ′,j ′ ] =

δσσ ′δjj ′ ∀j 
=j ′ and {âσ,j ,â
†
σ ′,j } = δσσ ′ . In terms of the Pauli

matrices {σ̂ α|α = x,y,z}, the spin operators (occurring in
ĤXXZ and Ĥ3−site) are given by

Ŝα
j := 1

2

∑

σσ ′
â
†
σ,j [σ̂ α]σσ ′ âσ ′,j . (9)

The terms,

Ĥ3−site = −
L−2∑

σ,j=1

t2
σ

V
(â†

σ,j n̂−σ,j+1âσ,j+2 + H.c.)

− t↑t↓
V

L−2∑

σ,j=1

(â†
−σ,j Ŝ

σ
j+1âσ,j+2 + H.c.)

−
L−2∑

σ,j=1

2t2
σ

Uσ

(â†
σ,j n̂σ,j+1âσ,j+2 + H.c.), (10)

describe second-order processes, where bosons move by two
sites. In the first term, a “σ” boson hops via a site occupied by
a “−σ” boson. In the second term, a “σ” boson hops from site
j + 2 to a neighboring site j + 1 occupied by a “−σ .” The
latter subsequently hops to site j , causing an effective spin flip
on site j + 1. In the third term, a “σ” boson hops over a site
occupied by the same species to a next-nearest-neighbor site.
We have used the notation Ŝσ

j+1 to denote Ŝ+
j+1 (Ŝ−

j+1) when σ

is “↑” (“↓”).

III. INITIAL STATES

In investigating the dynamics of a global quench where an
initial state |ψ0〉 = |ψ0(t � 0)〉 is time evolved for t > 0 with
the Hamiltonian Ĥ , which can be either ĤBH or Ĥt−J for the
purposes of this paper, it is particularly interesting to study the
effect of defects in the initial domain-wall state on the melting
dynamics, because defects such as holes and spin flips can
occur naturally in the preparation process. For our numerical
investigations of the full BH model, the clean domain-wall
initial state |ψBH

c 〉 is chosen to be the ground state of the
Hamiltonian,

Ĥprep := ĤBH − μ

L/2∑

j=1

(n̂↑,j + n̂↓,j+L/2), (11a)

Ĥprep

∣∣ψBH
c

〉 = E0

∣∣ψBH
c

〉
, (11b)

at unity filling with L/2 “↑” bosons and L/2 “↓” bosons on
an L-site lattice. The species- and site-dependent chemical
potential (μ), when chosen sufficiently large compared to the
hopping amplitude tσ in ĤBH, ensures that a domain-wall state
is formed whereby the left half of the lattice (1 � j � L/2) is
mostly occupied by “↑” bosons and the other half (L/2 + 1 �
j � L) is mostly occupied by “↓” bosons. For large chemical
potential and density-density interaction (Uσ , V ), the state
|ψBH

c 〉 is in fact close to the product state,

|ψc〉 =
L/2∏

j=1

â
†
↑,j â

†
↓,j+L/2|0〉 = |↑↑ . . . ↑↓↓ . . . ↓〉, (12)
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FIG. 3. (Color online) The spin-density 〈Ŝz
j (t)〉 as a function of

position and time for t = 1, U = 15, lattice size L = 320, and defect
positions jh = L/2 − 16, jf = L/2 − 8. All three maps show times
up to 80/t as by then the part of the hole that initially moves away from
the domain wall will have been reflected off the boundary but still not
interacted with the domain wall. Like the domain wall, the spin flip
evolves on a time scale (4t2/U )−1, while the hole defect moves on the
shorter time scale t−1. It is interesting to note in the cases of the clean
domain-wall and spin-flip initial states that along the domain wall
there is a nearest-neighbor beating behavior (synchronized opposing
oscillations on neighboring sites) that is absent in the hole case.
See also Fig. 4 for slices and the Supplemental Material [59] for
animations.
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FIG. 4. (Color online) Spin-density 〈Ŝz
j (t)〉 profiles around the

domain wall at various times for the clean, hole, and spin-flip initial
states (t = 1, U = 15, L = 320, jh = L/2 − 16, jf = L/2 − 8).
Time is indicated chromatically where blue corresponds to t = 0
and red to t = 227/t (reached for the clean and spin-flip cases). In
the case of the hole, only times up to t = 80/t are shown. Also here
one sees distinctive nearest-neighbor beating behavior in the clean
and spin-flip cases that is considerably smoothened out in the hole
case. Online, animations are provided that show the evolution of the
states with defects in direct comparison to the clean domain-wall
state [59].

where |0〉 is the vacuum state. The larger the interaction
strengths in ĤBH, that is, the deeper the system is in the
Mott-insulator phase, the greater the overlap of

∣∣ψBH
c

〉
and

|ψc〉.
In principle, one obtains the XXZ model or the t-J model

within second-order perturbation theory as the effective model
for the BH model for the sector of single-site bosonic states
{|↑〉 , |↓〉} or {|0〉 , |↑〉 , |↓〉}, respectively. Formally one gets
from the original to the effective model via a unitary Schrieffer-
Wolff transformation eiŜ followed by a projection to the
aforementioned subspace. So the correspondence between

the spin |σ 〉 and bosonic atom |σ 〉 is not 1 : 1—one has
corresponding perturbative corrections on top due to the
unitary transformation [29]. Thus, if one wants to study the
analog of the XXZ domain-wall dynamics in the BH model, one
should not start from the state |ψc〉, but take the perturbative
corrections into account. If one did not, one would have
nontrivial dynamics also in the “fully polarized” regions that
are not influenced by the domain wall. In a bosonic state
|↑↑↑ . . . ↑〉, for example, the BH dynamics is not trivial: Due
to the hopping, states with n↑,j 
= 1 get populated (also, the
boundary acts as a distortion). This also leads to entanglement
growth in this supposedly trivial state. One can take into
account the perturbative corrections very easily, by choosing
the initial state, as described above, to be the ground state
|ψBH

c 〉 of the BH model with a strong chemical potential for
“↑” bosons on the left half and for “↓” bosons on the right half.
This state is the actual counterpart of the spin domain-wall state
|ψc〉 = |↑↑ . . . ↑↓↓ . . . ↓〉 in the XXZ chain and the dynamics
far away from the center is trivial then as it should be. With
the Schrieffer-Wolff transformation eiŜ , the correspondence
between the states is

∣∣ψBH
c

〉 ≈ e−iŜ |ψc〉. (13)

The dominant defects occurring in the different experimen-
tal preparation schemes, as described in the introduction, are
holes,

∣∣ψBH
h

〉 = b̂↑,jh

∣∣ψBH
c

〉
, (14)

and spin flips,
∣∣ψBH

f

〉 = b̂
†
↓,jf

b̂↑,jf

∣∣ψBH
c

〉
, (15)

where, in this paper, the defects are initially located in
the left half of the system (1 < jh,jf < L/2) without loss
of generality. These types of defects naturally arise in the
initial-state preparation or can simply be prepared determin-
istically in order to investigate their effects. The evolution of
magnetization profiles for the different initial states are shown
in Figs. 3 and 4 and will be discussed in Sec. V.

IV. CONVERGENCE OF BH DYNAMICS TO THE t- J
DYNAMICS AND DMRG SPECIFICS

For the reasons given in Sec. II A, in the following, the
analysis will be restricted to the isotropic case, where t↑ =
t↓ ≡ t and U↑ = U↓ = V ≡ U . The resulting isotropic two-
species BH model (2) is found to map faithfully onto the t-J
model (7) for U � 8 (t = 1). Figure 5 shows a comparison of
the BH- and t-J -model results for the observable 〈Ŝz

L/2+�x〉 as

well as the connected two-point correlation functions 〈Ŝz
i Ŝ

z
j 〉 −

〈Ŝz
i 〉〈Ŝz

j 〉 and 〈Ŝx
i Ŝx

j 〉 (note that 〈Ŝx
i 〉 = 0 for all times) for an

initial hole state where the hole is located at L/2 − 4 and
�x = 1. For all considered observables, the agreement is good
for all values of U � 8, and matches remarkably well for larger
U , as is expected.

Although it is not an exact correspondence, we used here
for the Bose-Hubbard model,

1

2

∑

σσ ′
b̂
†
σ,j [σ̂ α]σσ ′ b̂σ ′,j , (16)
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FIG. 5. (Color online) Comparison of the dynamics in the full
BH model (2) (light, thick lines) and the corresponding t-J model (7)
(dark, thin lines) for an initial state with a hole at jh = L/2 − 4,
where L = 20 and t = 1. Here, �x = 1 for all observables. Even for
the smallest U (=8), there is good agreement between the results of
the BH and t-J models. With increasing U , the agreement improves
and the time from which deviations become appreciable increases.

as the counterpart of the observable Ŝα
j in the t-J model. In

analogy to the relation (13) of states in the original (BH) and
the effective model (t-J ) which is “simulated” in the original
model, the correct counterpart of an observable Ô of the
effective model is e−iŜÔeiŜ for the original model. Simply
employing Ô also in the original model, as we did in this case
by using the expression (16) instead of e−iŜ Ŝα

i eiŜ causes an
error O(Ŝ) = O(t/U ) in the expectation values. A thorough
discussion concerning these issues can be found in Ref. [29].

All simulations are carried out using tDMRG [44–46]
in the Krylov approach [47–49] (see also [50]), where we
compute each Krylov vector as a separate matrix product
state. In the DMRG framework, one can control the accuracy
of the simulation using the so-called truncation or fidelity

threshold [42,43,65] which puts an upper bound on the
norm distance between the exactly evolved state and the
approximately evolved state of the simulation. For the results
of the main text, we used a threshold of 10−6 for each time
step and time steps of size 0.01/t and 0.1/t for the BH and
the t-J model, respectively. The convergence of the numerical
results with respect to the fidelity threshold is demonstrated in
the Appendix.

V. DOMAIN-WALL MELTING WITH AND WITHOUT
DEFECTS

As was described and numerically checked above, the
two-species BH model ĤBH maps onto the spin-1/2 XXZ
model ĤXXZ [25–29] or on the hard-core boson t-J model (7)
for sufficiently large U/t � 8. As this is the regime of
experimental interest we can hence base the further analysis
on simulations of the t-J model. The t-J -model parameters
are set to t = 1 and U = 15 for a lattice of L = 320 sites.
The domain wall is located between sites L/2 and L/2 + 1
and, in the following, the cases of the clean domain-wall
state |ψc〉 [Eq. (12)], a domain wall with a hole defect at
site jh = L/2 − 16, â↑,jh

|ψc〉, and a domain wall with a
spin-flip defect at site jf = L/2 − 8, Ŝ−

jf
|ψc〉, are investigated

beginning with the magnetization profiles as shown in Fig. 3.

A. Magnetization profiles

The clean case is not surprising and exhibits the known
domain-wall melting dynamics associated with the Heisenberg
XXZ model [31–38]. A noteworthy feature of this domain-
wall melting process in the clean case is a nearest-neighbor
beating mechanism (synchronized opposing oscillations of
the magnetizations on neighboring sites) that persists even
at later times and that one can make out in Fig. 3 and
clearly see in Fig. 4. Corresponding animations are available
online [59]. This feature, which causes short magnetization
steps, is noticeably missing in the hole case, where the beating
is strongly reduced and the short steps in the magnetization
are smoothened out. At long times a further notable feature
consists in (short) magnetization plateaus around the fronts
of the domain wall [34,38] that will also be smoothened in
the presence of hole defects. The spin-flip defect does not
smoothen out the beating but it does have an effect on it
nevertheless, as also shown in Fig. 4. Figure 3 also shows the
significant difference in the velocities of the hole (2t = 2) and
that of the spin flip (4t2/U = 4/15) which is a manifestation
of the spin-charge separation [51,66,67]. In Fig. 3 it is difficult
to pinpoint the influence of the defects on the domain wall, but
Fig. 4 indicates, for example, that there is a resulting spatial
shift of the magnetization profile. In Fig. 4 this shift is the
reason why magnetization profiles of the evolved defect states
at different times do not intersect the 〈Ŝz

j 〉 = 0 line at the same
point. For sufficiently large times, the magnetization profile is,
in comparison to the clean domain-wall evolution, shifted by
about 0.5 sites in the hole case and by 1 site in the spin-flip
case.
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B. Explanation for the smoothening effect and spatial shifts

The observed spatial shifts and smoothening effects can
be understood as follows. If one looks at the system at some
long time t , at which the right-traveling part of the defect is
assumed to have passed thorough the domain wall, one can
express the time-evolved wave function |ψ〉 as a superposition
of two approximately orthogonal states:

|ψ〉 = 1√
2

(|ψ
〉 + |ψr〉). (17)

Here, |ψ
(t)〉 describes a state with a defect traveling to the
left, and thus the defect never interacts with the domain wall,
and |ψr (t)〉 describes a state with a defect traveling to the right
and that has already interacted with and passed through the
wall. Now in the case of the hole defect, due to the absence of
one “↑” boson, it is expected that the domain wall in |ψr (t)〉 is
shifted by a single site towards the left, while in the case of the
spin flip, not only is one “↑” boson missing, but in its place
we have an extra “↓” boson, and thus the shift is expected
to be by two sites to the left. The states |ψ
,r (t)〉 that contain
defect wave packets traveling to the left or right, respectively,
are for sufficiently long times (approximately) orthogonal.
This is due to the conservation of the particle number (hole
case) or magnetization (spin-flip case) in the spatial region
where the left-moving wave packet is supported. With this, one
obtains at some site j not too far away from the domain-wall
region,

〈ψ |Ŝz
j |ψ〉 = 1

2

(〈ψ
|Ŝz
j |ψ
〉 + 〈ψr |Ŝz

j |ψr〉
)

≈ 1
2

(〈ψc|Ŝz
j |ψc〉 + 〈ψc|Ŝz

j+d |ψc〉
)
, (18)

where d = 1 (2) in the case where the defect is a hole (spin flip)
and |ψc(t)〉 is the evolved wave function for the clean domain-
wall state. Figure 6 shows the magnetization profile for each of
the hole and spin-flip states at three different points in time as
compared to the corresponding magnetization profiles for the
clean state |ψc〉 and the corresponding magnetization profiles
due to the superposition as quantified in Eq. (18). In the case of
the hole, there is great agreement between the magnetization
profile of the hole state and Eq. (18), especially for long times
at which the hole has already passed through the domain
wall (Fig. 3). Moreover, this averaging of two density profiles
shifted by one site from each other (18) explains well why the
beating observed for the clean case in Fig. 4 is smoothened
out in the case of the hole state: The beating consists of a
synchronized opposing oscillation of the magnetizations on
neighboring sites. Summing the magnetization profile and
its one-site translate (18), the opposing oscillations basically
cancel out. The remaining smaller deviations are beyond
the simple “classical” shifting effect. They are due to the
modification of the domain-wall dynamics caused by the
passing hole. At the location of the passing hole, the spin-spin
interaction is practically switched off for a short period of
time. This alteration of the domain-wall evolution will reduce
with increasing U , as the hole will then pass faster and faster
through the domain wall (when viewed in time units of 1/J ).
In the case of the spin-flip defect, the superposition picture (17)
is still useful but not as powerful for explaining the deviations
to the clean case. One observes that, even at longer times,
the magnetization profile for the spin-flip state does not fully
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FIG. 6. (Color online) Investigation of the influence of hole and
spin-flip defects on the magnetization profile (t = 1, U = 15, L =
320, jh = L/2 − 16, jf = L/2 − 8). It is observed that at long times,
the magnetization profile in the hole case matches its corresponding
average quantity (18) due to the superposition hypothesis (see text)
very well, whereas the correspondence is not as good in the spin-flip
case. This is due to the fact that the hole completely passes through
the domain wall while the spin flip does not.

converge to the corresponding averaged profile of Eq. (18).
This is due to the fact that the spin-flip defect dynamics occurs
on the same time scale as the domain-wall dynamics and that,
at least up to the maximum simulated times, the spin flip does
not completely pass through the domain wall. Besides this, it
is clear that the beating is not reduced by the spin-flip defect
because, according to the superposition hypothesis, one has to
add magnetizations of next-nearest neighbor sites [d = 2 in
Eq. (18)] for which the beating oscillations are in sync.

C. Correlation functions

The above intuitive notion of a superposition of left-
and right-moving defects works well when it comes to the
magnetization profile. Additionally, one can see how it fares
when considering experimentally relevant connected two-
point correlators around the domain wall,

ζ�x := 〈
Ŝz

i Ŝ
z
j

〉 − 〈
Ŝz

i

〉〈
Ŝz

j

〉
and (19a)

χ�x := 〈
Ŝx

i Ŝx
j

〉
, (19b)

where i = L/2 + 1 − �x and j = L/2 + �x. For clarity, ζ�x

and χ�x will refer to the clean case, while in the case of a hole
or a spin flip, both two-point correlators will be augmented
with the superscript “h” or “f,” respectively. Moreover, it is to
be noted that, in this model, one always has 〈Ŝx

j 〉 = 〈Ŝy

j 〉 = 0,
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FIG. 7. (Color online) (Left) Connected Sz–Sz correlators (19) with �x = 1 (t = 1, U = 15, L = 320, jh = L/2 − 16, jf = L/2 − 8).
The results show that the correlator ζ h

�x for the hole case deviates quite strongly from the same correlator ζ�x in the clean case. But, after the
point in time where the hole has passed the domain wall, ζ h

�x agrees very well with ζ ′
�x,1 [Eq. (20)] which is computed from the clean correlator

ζ h
�x by superimposing results for a small spatial shift. The coincidence of ζ

f

�x and ζ ′
�x,2 is not as good, indicating that holes have much less

influence on the spin dynamics than spin-flip defects. (Right) The same conclusion holds for the Sx–Sx correlators. Also here, χh
�x agrees very

well with χ ′
�x,1 [Eq. (21)], while deviations of χ

f

�x from χ ′
�x,2 are still appreciable and comparable to the deviation from χ�x .

hence the apparent difference in the definitions of ζ�x and
χ�x . Based on the superposition in Eq. (17), the two-point
correlators for the defect case should agree with

ζ ′
�x,d := 1

2

(〈ψc|Ŝz
i Ŝ

z
j |ψc〉 + 〈ψc|Ŝz

i+d Ŝ
z
j+d |ψc〉

)

+ 1
4

(〈ψc|Ŝz
i |ψc〉 + 〈ψc|Ŝz

i+d |ψc〉
)

× (〈ψc|Ŝz
j |ψc〉 + 〈ψc|Ŝz

j+d |ψc〉
)
, (20)

and

χ ′
�x,d := 1

2

(〈ψc|Ŝx
i Ŝx

j |ψc〉 + 〈ψc|Ŝx
i+d Ŝ

x
j+d |ψc〉

)
, (21)

respectively. As above, we have again d = 1 for the hole case
and d = 2 for the spin-flip case. As shown in Fig. 7, ζ h

�x

(χh
�x) agrees well with ζ ′

�x,1 (χ ′
�x,1) for longer times, and this

behavior supports the idea that the hole indeed passes through
the domain wall completely, leading to a smoothening effect as
dictated by the superposition concept of Eq. (17). However, in
the case of the spin flip, the explanatory power of this concept
is again not as impressive.

D. Particle density is independent of spin dynamics

Next, the particle density is considered. In the case of
the clean domain-wall state and the case of a domain
wall with a spin-flip defect, the particle density is simply
constant with exactly one particle per site for all times.

120 130 140 150 160 170

0.5
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0.8

0.9

1  
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<n
↑,

j+n
↓,

j>

t=0.5
t=2
t=10
t=20

FIG. 8. (Color online) Dynamics of the particle density 〈n̂↑,j +
n̂↓,j 〉 for the domain-wall state with a hole defect (t = 1, U = 15,
L = 320, jh = L/2 − 16). The particle density is symmetric with
respect to the initial position of the hole and shows now particular
features at the domain wall (dashed line). As discussed in the text,
the density dynamics is in fact completely independent of the spin
dynamics (the converse is of course not the case).
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FIG. 9. (Color online) Currents (22) for a domain wall with a hole defect (t = 1, U = 15, L = 320, jh = L/2 − 16). The figures show
from top to bottom the density currents for “↑” bosons, “↓” bosons, and the spin current. On the left, the contributions of the dominating
two-site terms (24) are shown. The contributions (25) of the three-site hopping terms [Ĥ3−site in the t-J Hamiltonian (7)] are given on the right.
For the given U , they are suppressed by one order of magnitude. The suppression is stronger for larger U .

For the hole defect, one might naively expect some nontrivial
effects, like reflection of the hole from the domain wall, etc.
However, as the Hamiltonian terms that change the particle
density distribution are species independent (t↑ = t↓), the hole
dynamics is completely independent of the spin dynamics.
This is visualized in Fig. 8 where the initial position of the
domain wall is marked by a dashed line. Indeed, 〈n̂↑,j + n̂↓,j 〉
is symmetric around the initial position of the hole for all times
and shows no special features in the domain-wall region.

E. Quantification of higher-order effects by
spin and density currents

Finally, let us consider the spin and density (“charge”)
currents during the dynamics. They correspond to specific
short-range correlators which are in principle accessible in
experiments. Besides offering another perspective on the
evolution of the domain wall and the defects, we can use it

to quantify the effect of the higher-order (three-site) hopping
terms Ĥ3−site in the effective model (7). The density current
ĵσ,i for boson species “σ” at a bond (i,i + 1), denoted by the
bond index i, is defined as the time derivative of the total
particle number

∑
j>i n̂σ,j to the right of that bond. For the

t-J model (7), one obtains

ĵσ,i = −itσ (b̂†σ,i b̂σ,i+1 − H.c.) + i
J⊥
2

(
Ŝσ

i Ŝ−σ
i+1 − H.c.

)

+ ĵ a
σ,i + ĵ b

σ,i + ĵ c
σ,i , (22)

where

ĵ a
σ,i = − it2

σ

V
(b̂†σ,i−1n̂−σ,i b̂σ,i+1 + b̂

†
σ,i n̂−σ,i+1b̂σ,i+2 − H.c.),

ĵ b
σ,i = − it↑t↓

V
(b̂†−σ,i−1Ŝ

σ
i b̂σ,i+1 + b̂

†
σ,i Ŝ

−σ
i+1b̂−σ,i+2 − H.c.),

ĵ c
σ,i = −2it2

σ

Uσ

(b̂†σ,i−1n̂σ,i b̂σ,i+1 + b̂
†
σ,i n̂σ,i+1b̂σ,i+2 − H.c.).
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FIG. 10. (Color online) Investigating the effect of two holes with
initial positions jh1 = L/2 − 16 and jh2 = L/2 − 8 (t = 1, U = 15).
The magnetization profiles at long times indicate that, like in the
single-hole case [(17)], the two-hole dynamics can be approximated
as a superposition of orthogonal states which correspond to spatial
shifts of the clean domain-wall state; see the text and Eq. (27).

The spin current is then simply

ĵs,i = 1
2 (ĵ↑,i − ĵ↓,i). (23)

In Fig. 9 the two-site and three-site contributions to the charge
and spin currents,

ĵ 2−site
σ,i = −itσ (b̂†σ,i b̂σ,i+1 − H.c.) + i

J⊥
2

(
Ŝσ

i Ŝ−σ
i+1 − H.c.

)
,

(24)

ĵ 3−site
σ,i = ĵ a

σ,i + ĵ b
σ,i + ĵ c

σ,i , (25)

and

ĵm−site
s,i = ĵm−site

↑,i − ĵm−site
↓,i , (26)

with m = 2 or 3 are shown for t = 1 and U = 15. The currents
offer another deeper look at the dynamics, visualizing the flow
of particles and magnetizations. For the given parameters, the
contributions of the effective three-site hopping terms is one
order of magnitude below that of the two-site terms. Their
effect decreases further for larger U .

F. Multiple defects

Now that the effect of a single-hole defect on the domain-
wall evolution is understood, one may be interested in
investigating, on the one hand, the effect of two simultaneously
present holes, and on the other hand, whether or not such
two-hole defects interact with each other. For times when

the left- and right-moving parts of the holes are sufficiently
separated, one can once again intuitively describe the system
by a superposition of orthogonal states,

|ψ〉 = 1
2 (|ψ

〉 + |ψ
r〉 + |ψr
〉 + |ψrr〉), (27)

where |ψ

〉 describes two holes moving to the left, and thus
they never interact with the domain wall, |ψ
r〉 (|ψr
〉) is the
state where the left (right) hole is moving to the left and never
interacts with the wall while the right (left) hole has passed
through the wall, shifting it by one site to the left, and |ψrr〉
describes the state where both holes have traveled to the right
and passed through the domain wall, shifting it by two sites to
the left. This leads to the following magnetization profile for
the two-hole state:

〈ψ |Ŝz
j |ψ〉 = 1

4

(〈ψ

|Ŝz
j |ψ

〉 + 〈ψ
r |Ŝz

j |ψ
r〉
+ 〈ψr
|Ŝz

j |ψr
〉 + 〈ψrr |Ŝz
j |ψrr〉

)

≈ 1

4

(〈ψc|Ŝz
j |ψc〉 + 2〈ψc|Ŝz

j+1|ψc〉

+ 〈ψc|Ŝz
j+2|ψc〉

)
. (28)

The magnetization profiles for a single hole at site jh = L/2 −
16 and two holes at sites jh1 = L/2 − 16 and jh2 = L/2 − 8
are shown in Fig. 10 along with the corresponding curves due
to Eqs. (18) and (28) at three different points in time. One
observes that, especially at longer times, the magnetization
profile of the two-hole state matches remarkably well the
curve due to Eq. (28). The smaller deviations beyond this
effect, are roughly proportional to the number of holes and
decrease when t/J is increased (larger U ) as discussed in the
following.

G. Reducing the effects of holes by increasing t/J

The effect of holes depends on the relative velocity of the
holes with respect to the domain wall. A relatively faster
hole has a smaller effect on the domain-wall dynamics, as
the interaction time between the hole and the domain wall is
smaller in such a case. Alternatively, a relatively slower hole
will have more time to distort the dynamics of the domain
wall, and thus the dynamics will deviate stronger from the
superposition behavior such as that described by Eq. (18).
Figure 11 shows the magnetization profiles and two-point
correlators over time for the single-hole state (jh = L/2 − 16)
for different values of U . One sees that the smaller U is, and
thus the slower the hole is relative to the domain-wall melting,
the larger the deviation of the above observables from their
superposition curves given in Eq. (18) for the magnetization
profile and Eqs. (20) and (21) for the two-point correlators.
On the other hand, for very large U = 60, the agreement
between the magnetization profile and Eq. (18), and between
ζ h
�x (χh

�x) and ζ ′
�x,1 (χ ′

�x,1) is excellent after a certain short
time ∼1/t corresponding to the phase where the hole passes
the domain-wall region.
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FIG. 11. (Color online) Comparison of the effect of a hole defect
on two-point correlation functions in the domain-wall dynamics
(t = 1, L = 320, jh = L/2 − 16) at different values of the on-site
repulsion U for the t-J model (7). The greater the value of U ,
the faster the hole propagates relative to the domain-wall front,
and thus the shorter the interaction time between the hole and the
domain wall, which in turn leads to greater agreement between the
hole-case dynamics and the approximation due to the superposition
hypothesis (27).

VI. CONCLUSION

The numerical simulations and the analysis of disturbances
due to defects that we have provided in this paper give
useful insights concerning future experiments using ultracold
atomic gases to simulate the dynamics of quantum magnets.
Specifically, we have investigated domain-wall melting in the
two-species Bose-Hubbard model in the presence of hole
and spin-flip defects. For large on-site repulsions, the model
maps to a hard-core boson t-J model with particular effective
three-site hopping terms. The study is based on tDMRG
calculations using the Krylov approach. It is concluded,
through measurements of magnetization profiles and two-point

correlators, that a domain wall with a single-hole defect
evolves into a superposition of two (approximately) orthogonal
states, where the domain-wall melting becomes equivalent to
that of two domain walls, one of which is shifted towards
the initial position of the hole by one site. The situation of
multiple holes can be described in a similar manner. The
leading effect of holes hence corresponds to a certain averaging
of spatially shifted observables that can be taken account
of. Further smaller deviations due to holes diminish with
increasing repulsion U as the hole dynamics gets faster and
faster in comparison to the domain-wall evolution. Whereas
hole defects are in this sense not so problematic, the effect
of spin-flip defects is more severe as they evolve on the same
time scale as the domain wall itself. Although it is still useful,
this limits the explanatory power of the superposition picture
for spin-flip defects. For the experimental investigations this
has implications on the preparation of the initial states. In
particular, our results suggest that the second preparation
scheme (see introduction), based on cooling with species- and
position-dependent chemical potentials, should be favorable
over the first scheme that is based on inducing spin flips in
parts of the system.

ACKNOWLEDGMENTS

The authors are grateful to Immanuel Bloch, Marc Cheneau,
Christian Gross, and Takeshi Fukuhara (all of LMU Physik
and MPQ Garching) for fruitful and insightful discussions.
This work has been supported through the FP7/Marie-Curie
[Grant No. 321918 (J.C.H.)], the Australian Research Council
[Grant No. CE110001013 (I.P.M.)], and DFG FOR 801 (US
and J.C.H.).

APPENDIX: CONVERGENCE OF THE DMRG
SIMULATIONS

All simulations in this paper are carried out using
tDMRG [44–46] in the Krylov approach [47–49] (see
also [50]) with time steps of a certain size �t . In the tDMRG,
the evolved many-body state is approximated as a so-called
matrix product state at all times which is achieved by repeated
truncations of small Schmidt coefficients. The accuracy of the
simulation is controlled using a threshold ε on the fidelity loss
due to truncations [42,43,65]. Let |ψt 〉 be the state for time
t . In every time step, we apply the Hamiltonian Ĥ multiple
times to |ψt 〉, to obtain matrix product state representations
of the Krylov vectors {|ψt 〉,Ĥ |ψt 〉,Ĥ 2|ψt 〉, . . . }. Controlling
errors due to DMRG truncations of the Krylov vectors
and due to a restriction on the number of used Kryolv
vectors, we implement the time evolution in the Krylov
subspace to obtain a new matrix product state |ψt+�t 〉 such
that r2 := ‖Û�t |ψt 〉 − |ψt+�t 〉‖2/‖Û�t |ψt 〉 + |ψt+�t 〉‖2 < ε,
where Û�t is the (exact) time-evolution operator for a single
time step. For the computation of a bound on r , we use
some very conservative assumptions on the decay of the
coefficients in the expansion of the evolved state in the Krylov
basis.

The size of the time step was chosen such that the number of
required Krylov vectors was roughly 10. In particular, we chose
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�t = 0.01/t and �t = 0.1/t for the Bose-Hubbard (BH) and
the t-J model, respectively. For all analyzed observables
one should ensure convergence with respect to the fidelity
threshold ε. As described in the following we determined
these parameters such that the data presented in the figures
is quasiexact.

For the t-J model, a lattice of L = 320 sites was used and
the results presented in the main text are based on a fidelity
threshold of ε = 10−6. In order to check for convergence,
several runs are carried out at different ε for the single-hole
state where the hole is located at L/2 − 1 (this state is found
to be the most challenging numerically among all initial states
simulated) at U = 15 and t = 1. Once again, the observable
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FIG. 12. (Color online) Convergence of tDMRG results with
respect to the fidelity threshold ε, for magnetizations and two-point
correlators (19) for the t-J model specified in Eq. (7) (L = 320,
t = 1, U = 15). Here, the initial state is the domain wall with a hole
defect at site L/2 − 1. Good convergence is achieved at a fidelity
threshold of 10−6.

〈Ŝz
L/2+�x〉 and the two-point correlators ζ h

�x and χh
�x [Eq. (19)]

for various �x are taken into account, and as Fig. 12 shows,
very good convergence is achieved at a fidelity threshold
of 10−6.

Furthermore, in order to validate the comparison in Fig. 5,
one must ascertain the convergence of the corresponding
BH-model results, where a fidelity threshold of 10−6 is
also used. Figure 13 shows the observable 〈Ŝz

L/2+�x〉 and
the two-point correlators ζ h

�x and χh
�x at various �x, and,

indeed, a fidelity threshold of 10−6 exhibits very good
convergence.
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FIG. 13. (Color online) Convergence of tDMRG results with
respect to the fidelity threshold ε, for magnetizations and two-point
correlators (19) for the two-species BH model specified in Eq. (2)
(L = 20, t = 1, U = 8). The initial state is the domain wall with a
hole defect at site L/2 − 1 [Eq. (14)]. Good convergence is achieved
at a fidelity threshold of 10−6.
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S. Hild, C. Gross, U. Schollwöck, T. Giamarchi, I. Bloch, and
S. Kuhr, Nat. Phys. 9, 235 (2013).

[31] I. G. Gochev, JETP Lett. 26, 127 (1977).
[32] G. Gochev, Sov. Phys. JETP 58, 115 (1983).
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