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Robustness of system-filter separation for the feedback control of a quantum harmonic oscillator
undergoing continuous position measurement
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We consider the effects of experimental imperfections on the problem of estimation-based feedback control of
a trapped particle undergoing continuous position measurement. These limitations violate the assumption that the
estimator (i.e., filter) accurately models the underlying system, thus requiring a separate analysis of the system
and filter dynamics. We quantify the parameter regimes for stable cooling and show that the control scheme
is robust to detector inefficiency, time delay, technical noise, and miscalibrated parameters. We apply these
results to the specific context of a weakly-interacting Bose-Einstein condensate (BEC). Given that this system
has previously been shown to be less stable than a feedback-cooled BEC with strong interatomic interactions,
this result shows that reasonable experimental imperfections do not limit the feasibility of cooling a BEC by
continuous measurement and feedback.
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I. INTRODUCTION

Ultracold atomic gases and Bose-Einstein condensates
(BECs) are one of the premier platforms for the investigation
of quantum fields [1] and precision inertial measurements [2]
due to their isolation from the environment and ability to
be controlled precisely using optical and magnetic fields.
The practical sensitivity of precision devices is limited by
the ability to produce stable, low-linewidth sources [3,4].
Measurement-based feedback control has shown promise for
improving control of quantum systems, although early exper-
iments [5–8] and much theoretical work [9–13] on feedback
control of quantum systems has been applied to relatively low-
dimensional systems. Models of Bayesian feedback control on
multimode BEC systems have shown that they can be cooled
using feedback control for readily accessible trap parameters
[14–16]. The key assumption in most Bayesian feedback
control simulations is that the estimate of the state of the system
(called the filter) is an accurate representation of the system
itself. This assumption is typically very robust, but obviously
it can break down outside various limits. This paper quantifies
the parameter regime for which this assumption is valid in
the context of feedback control of a BEC whose position is
continuously monitored. Our results are also applicable to the
cooling of nanomechanical resonators [17], the localization of
a particle in a double-well potential [6], and, most generally,
the linear feedback control of a quantum harmonic oscillator
undergoing continuous position measurement.

The first study of feedback control on ultracold gases
showed that it could be used to narrow the linewidth of
a continuously pumped single-mode atom laser [18]. This
linewidth is normally limited by phase diffusion caused by
the strong interatomic nonlinearities. Feedback significantly
reduces this phase diffusion, although the linewidth still
scales with the strength of the nonlinearity. Unfortunately,
semiclassical models later showed that continuous pumping
would only produce single-mode operation in the presence
of strong nonlinearities [19,20]. This suggests that alternative
methods of stabilizing the spatial degrees of freedom are likely

to be very productive in producing highly coherent atom laser
output.

Using feedback to control the spatial degrees of freedom
of a trapped atom was examined by Doherty and Jacobs [12],
who considered a continuous position measurement of an atom
with harmonic confinement. By assuming an initial Gaussian
state for the system, and applying linear-quadratic-Gaussian
(LQG) control [13, Sec. 6.4], they were able to calculate the
optimal cooling scheme even in the presence of measurement
backaction. The evolution using an arbitrary initial state was
later examined for a linear model [16], and nonlinear models of
a BEC using phase-contrast imaging, which gives a continuous
measurement of the density profile rather than just the position
[14,15]. Cooling to near the ground state was still possible
when using this more disruptive measurement process, and
the nonlinearities in fact made the cooling more efficient.

All of these simulations used a Bayesian analysis where
the best estimate of the quantum state of the system, called
the filter, was calculated from the dynamics of the system
and the measurement result, and an appropriate control was
used. This explicit separation of the system and filter has
recently been considered in the context of quantum-state
estimation for a single qubit [21], one and two qubits with
a digitized “one-bit” measurement signal [22], a double
quantum dot charge state [23,24], and a BEC in a double-well
potential [25]. Continuous-time quantum filters have been
proven to be stable [26] and, except in pathological cases,
it can be shown that the filter converges to the state of the
system conditioned on the measurement. Consequently, no
distinction is usually made between the filter and system
for the purposes of discussing controllability of the system.
However, in a situation where feedback cooling is competing
with uncharacterized heating processes, the time scale of
this convergence is particularly important, as the mismatch
between the system and filter will be widened by the heating
as it is reduced by the measurement. Although filters are
typically robust to corruption of the measurement signal,
time delays, and even miscalibrations of the system, there
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are obviously limits beyond which the controlled system will
no longer be stable. When the filter is not robust to unmodeled
uncertainty, control is still possible (although not guaranteed)
using risk-sensitive filtering [27–29], whereby the filter is
modified to increase robustness, but with the tradeoff that it no
longer minimizes the least-squares error. Our results show that
such an approach is not required, as standard least-squares
filtering is robust to corrupting classical Gaussian noise,
mismatch of system and filter parameters, and time delay of
the control signal. Furthermore, this paper quantifies the limits
of the controllability of a BEC and, more generally, a quantum
oscillator with respect to these experimental inevitabilities.

The paper is structured as follows. In Sec. II, we introduce
our model of a system-filter separation for linear feedback
control of a single particle in a harmonic trap subjected to
a continuous measurement of position. Analytic results for
the system stability, average steady-state energy, and rate of
convergence to a steady state are presented in Sec. III. These
results are used in Sec. IV to quantitatively investigate the
effects of experimental imperfections on the effectiveness of
the control. In particular, we focus on the effects of corrupting
classical Gaussian noise, mismatch of system and filter
parameters, and time delay of the control signal. Finally, in
Sec. V, we consider the specific example of a trapped, weakly-
interacting BEC coupled to a cavity mode, and illustrate that a
feedback-cooled BEC is robust to experimental imperfections.
Section VI presents the combined conclusions of these results.

II. MODEL OF SYSTEM-FILTER SEPARATION

Semiclassical simulations showed that atomic nonlineari-
ties improved the efficiency of the cooling [15], which means
that the linear case is, in fact, the worst-case scenario. In this
limit, we can model a trapped BEC as a single particle, as
discussed in more detail in Sec. V. Therefore, we consider
a quantum harmonic oscillator (with mass m and angular
frequency ωS) undergoing a continuous position measurement
and linear feedback control. The system is described by the Ito
stochastic master equation for the conditional density operator
ρ̂t [30]:

dρ̂t = −i
[
Ĥ

ρ

0 + Ĥ ρ
con(t),ρ̂t

]
dt + αSD[x̂]ρ̂t dt

+√
αSηS H[x̂]ρ̂t dWt , (1)

where Ĥ
ρ

0 = (p̂2 + x̂2)/2 is the oscillator Hamiltonian,
Ĥ

ρ
con(t) = uρ(t)x̂ is the linear feedback control Hamiltonian

with control signal uρ(t), αS is the measurement strength, ηS

is the detector efficiency, dWt is the Wiener increment which
satisfies dWtdWt ′ = δ(t − t ′)dt , and the superoperators are
defined as

D[ĉ]ρ̂ = ĉρ̂ĉ† − 1
2 (ĉ†ĉρ̂ + ρ̂ĉ†ĉ), (2)

H[ĉ]ρ̂ = ĉρ̂ + ρ̂ĉ† − Tr{(ĉ + ĉ†)ρ̂}ρ̂. (3)

These are the decoherence and innovations superoperators,
respectively, for any arbitrary operator ĉ. For convenience, we
have expressed energy, position, and time in units of h̄ωS ,√

h̄/(mωS), and 1/ωS , respectively.
For closed-loop feedback control, the control signal must

be a function of the filter π̂t , which is the best-estimate (in

the least-squares sense) of the system ρ̂t conditioned on the
information obtained from the continuous position measure-
ment. Ideally, the equation of motion for the filter will be (1).
However, since filtering requires some a priori information
about the measurement signal, the system being estimated,
and the choice of feedback control, it is possible for the
dynamical equation for the filter to differ from that describing
the system. We call this a system-filter separation. In this
paper, we consider three distinct experimental imperfections
that would result in a system-filter separation:

(1) The measurement signal is corrupted by classical
noise. The measurement signal for a continuous position
measurement has the form

dYt = 2
√

αSηS〈x̂〉ρt + dWt, (4)

where 〈x̂〉ρt = Tr{x̂ρ̂t }. The Gaussian noise on the signal is the
irreducible quantum noise from the weak measurement, which
is required in order to preserve the commutation relations
between the system operators. It gets relatively smaller as
the strength of the measurement αS is increased, but must
always be finite. However, it is always possible for the position
measurement signal to be corrupted by classical noise due to,
for example, electronic noise. If we characterize this noise as
Gaussian, then the signal fed into the filter is

dỸt = dYt + √
ν dW cl

t , (5)

where dW cl
t is the Wiener increment describing this classical

noise and ν is the strength of the classical noise.
(2) Filter and system parameters differ. The parameters

that define the filter are the measurement strength αF , detector
efficiency ηF , and oscillator frequency ωF . We allow these to
differ from the system parameters αS, ηS , and ωS . In harmonic-
oscillator units, it is more convenient to denote the relative
deviation between the filter and system oscillator frequency
with 	ωF , where ωF = ωS(1 + 	ωF ).

(3) Control signal is time delayed. In a realistic experiment,
it will take some finite time to measure the system, construct
the estimate, and use this estimate to feed back to the system.
This means that the feedback experienced by the system at
time t will be based upon the estimate of the system at some
prior time t − τ , where τ is called the time delay. We will
assume that the control signal has the form

uρ(t) = u(t − τ ) ≡ k〈p̂〉πt−τ , (6)

where 〈p̂〉πt = Tr{p̂ π̂t } is the expectation value of momentum
as estimated by the filter, and k > 0 is the feedback strength.
In contrast, if the experimenter is unaware that there is a time
delay, then the filter will model the control signal as

uπ (t) = u(t) = k〈p̂〉πt . (7)

We will assume throughout this paper that the feedback
strength k can be accurately chosen and implemented by the
experimentalist.

By including these considerations, the equation of motion
for the filter is

dπ̂t = −i
[
Ĥ π

0 + Ĥ π
con,π̂t

]
dt + αFD[x̂]π̂t dt

+√
αF ηF H[x̂]π̂t

(
dỸt − 2

√
αF ηF 〈x̂〉πt

)
, (8)
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System ρ̂t

αS , ηS

Measurement
Signal dYt

Classical Noise√
νdW cl

t

dỸt

Control
Signal u(t) Filter π̂t

αF , ηF , ΔωF

τ
Time Delay

u(t + τ)

FIG. 1. Illustration of the feedback-control loop under a system-
filter separation. A position measurement of the system, ρ̂t , gives
a measurement signal dYt . This signal is first corrupted by some
classical Gaussian noise,

√
νdW cl

t . The resultant signal dỸt is then
used to form an estimate of the system, π̂t . The control signal u(t),
which is a function of the estimate π̂t , is fed back into the system
after being delayed by some time τ .

where Ĥ π
0 = [p̂2 + (1 + 	ωF )2x̂2]/2 and Ĥ π

con(t) = uπ (t)x̂.
Note that the innovations term is proportional to the difference
between the measurement signal dỸt and the current best
estimate of the expectation value of position (up to constants).
A diagram summarizing the control scheme under a system-
filter separation is shown in Fig. 1.

III. ANALYTIC RESULTS FOR SYSTEM-FILTER
SEPARATION

Since the Hamiltonian for the system contains no terms
higher than quadratic order in position and momentum, an
initial Gaussian state will remain Gaussian. Furthermore, non-
classical states evolve over a short time scale to Gaussian states
due to environmental interactions (such as the measurement
process) [31–33]. This was verified in the specific context of
continuous measurement of atoms by direct integration of the
full Wigner function [16] and the result is that we are free to
use the Gaussian approximation. This approximation allowed
Doherty and Jacobs to find the optimal feedback in the case
when the system and filter are identical [12], but we will use
it to consider the (robust and near optimal) linear damping
when the system and filter differ. If ρ̂t is a Gaussian state, then
it can be precisely and uniquely represented by the Wigner
quasiprobability distribution,

Wπ (x,p; t) = exp
[ − 1

2

(
x − xρ

t

)T (
Vρ

t

)−1(
x − xρ

t

)]
2π

√
det

(
Vρ

t

) , (9)

where xT = (x,p), and

xρ
t =

( 〈x̂〉ρt
〈p̂〉ρt

)
, (10)

Vρ
t =

(
V

ρ
xx(t) V

ρ
xp(t)

V
ρ
xp(t) V

ρ
pp(t)

)
. (11)

Here, 〈x̂〉ρt and 〈p̂〉ρt are the means, V
ρ
xx = 〈x̂2〉ρt − (〈x̂〉ρt )2

and V
ρ
pp = 〈p̂2〉ρt − (〈p̂〉ρt )2 are the variances, and V

ρ
xp =

〈x̂p̂ + p̂x̂〉ρt /2 − 〈x̂〉ρt 〈p̂〉ρt is the joint covariance. We refer to
the collective of these latter three quantities as the variances.

The filter π̂t can also be represented with similarly defined
Wπ (x,p; t), xπ

t , and Vπ
t .

Under the Gaussian state assumption, it can be shown that
Eqs. (1) and (8) reduce to matrix differential equations for the
means and variances [12,16]:

dxπ
t = (

Aπ + K − 4ηF Vπ
t LπLT

π

)
xπ

t dt

+ 4
√

ηF ηS Vπ
t LπLT

ρ xρ
t dt

+ 2
√

ηF Vπ
t Lπ

(
dWt + √

νdW cl
t

)
, (12a)

dxρ
t = (

Aρxρ
t + Kxπ

t−τ

)
dt + 2

√
ηS Vρ

t Lρ dWt , (12b)

V̇
π

t = AπVπ
t + Vπ

t AT
π + Dπ

− 4ηF (1 + ν)Vπ
t LπLT

π Vπ
t , (12c)

V̇
ρ

t = AρVρ
t + Vρ

t AT
ρ + Dρ − 4ηSVρ

t LρLT
ρ Vρ

t , (12d)

where

� =
(

0 1

−1 0

)
, G =

(
(1 + 	ωF )2 0

0 1

)
, (13a)

K =
(

0 0

0 −k

)
, Lπ =

(√
αF

0

)
, Lρ =

(√
αS

0

)
, (13b)

and Aπ = G�, Aρ = �, Dπ = �[LπLT
π ]�T , and Dρ =

�[LρLT
ρ ]�T .

Equations (12c) and (12d) are decoupled from each other,
the equations for the means, and the feedback. Both are
examples of Riccati matrix differential equations and so are
guaranteed to converge to a steady state in the limit t → ∞
[12,34]:

V π
xx(t → ∞) = 1 + 	ωF

2
√

2αF ηF (1 + ν)

√
ξF − 1, (14a)

V π
pp(t → ∞) = (1 + 	ωF )3

2
√

2αF ηF (1 + ν)
ξF

√
ξF − 1, (14b)

V π
xp(t → ∞) = (1 + 	ωF )2

4αF ηF (1 + ν)
(ξF − 1), (14c)

V ρ
xx(t → ∞) = 1

2
√

2αSηS

√
ξS − 1, (14d)

V ρ
pp(t → ∞) = 1

2
√

2αSηS

ξS

√
ξS − 1, (14e)

V ρ
xp(t → ∞) = 1

4αSηS

(ξS − 1), (14f)

where for convenience we have defined

ξF =
√

1 + 4α2
F ηF (1 + ν)

(1 + 	ωF )4
, (15a)

ξS =
√

1 + 4α2
SηS. (15b)

In contrast, the equations of motion for the means are
delay differential equations and so have no analytic solution.
However, to first order in the time delay, we can approximate
[13], [pp. 300 and 301]

xπ
t−τ dt ≈ xπ

t dt − τdxπ
t . (16)
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This allows Eq. (12b) to be approximated as a differential
equation:

dxρ
t ≈ K

[
(I − τK) − τAπ + 4ηF τVπ

t LπLT
π

]
xπ

t dt

+ (
Aρ − 4

√
ηF ηS τKVπ

t LπLT
ρ

)
xρ

t dt

+ 2
(√

ηS Vρ
t Lρ − √

ηF τKVπ
t Lπ

)
dWt

− 2
√

ηF ν τKVπ
t LπdW cl

t , (17)

where I is the 2 × 2 identity matrix. Taking the ensemble
average of Eqs. (12a) and (17), it can be shown that if a
steady state exists, and k 
= [4τ

√
αF αSηF ηSV

π
xp(t → ∞)]−1,

then (see Appendix A)

E
[
xπ

∞
] = E

[
xρ

∞
] = 0. (18)

However, what we are ultimately concerned with is the average
steady-state energy for the system:

Eρ
∞ = 1

2E
[〈p̂2〉ρ∞ + 〈x̂2〉ρ∞

] = 1
2E

[
(〈x̂〉ρ∞)2 + (〈p̂〉ρ∞)2

]
+ 1

2

[
V

ρ
xx(t → ∞) + V

ρ
pp(t → ∞)

]
. (19)

The terms E[(〈p̂〉ρ∞)2] and E[(〈x̂〉ρ∞)2] cannot be solved in
isolation. However, using (12a) and (17), a closed set of
ten coupled differential equations is formed by finding the
dynamical equation for the conditional expectation of every
pairwise combination of 〈x〉πt , 〈p〉πt , 〈x〉ρt , and 〈p〉ρt . These
equations can be expressed as the matrix differential equation

v̇t = Mtvt + bt , (20)

where

vt =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E
[(〈x〉πt

)2]
E

[〈x〉πt 〈p〉πt
]

E
[〈x〉πt 〈x〉ρt

]
E

[〈x〉πt 〈p〉ρt
]

E
[(〈p〉πt

)2]
E

[〈p〉πt 〈x〉ρt
]

E
[〈p〉πt 〈p〉ρt

]
E

[(〈x〉ρt
)2]

E
[〈x〉ρt 〈p〉ρt

]
E

[(〈p〉ρt
)2]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, bt =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

βF (1 + ν)
(
V π

xx

)2

βF (1 + ν)V π
xxV

π
xp

βFSV
π
xxV

ρ
xx

βFSV
π
xxV

ρ
xp + βF (1 + ν)kτV π

xxV
π
xp

βF (1 + ν)
(
V π

xp

)2

βFSV
π
xpV

ρ
xx

βFSV
π
xpV

ρ
xp + βF (1 + ν)kτ

(
V π

xp

)2

βS

(
V

ρ
xx

)2

βSV
ρ
xxV

ρ
xp + βFSkτV

ρ
xxV

π
xp

βS

(
V

ρ
xp

)2 + 2βFSkτV
ρ
xpV π

xp + βF (1 + ν)k2τ 2
(
V π

xp

)2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (21)

Mt =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−2βF V π
xx 2 2βFSV

π
xx 0 0 0 0 0 0 0

−QF −(
βF V π

xp + k
)

βFSV
π
xp 0 1 βFSV

π
xx 0 0 0 0

0 0 −βF V π
xx 1 0 1 0 βFSV

π
xx 0 0

−kτQF −k(1 + kτ ) RFS −βF V π
xx 0 0 1 0 βF V π

xx 0

0 −2QF 0 0 −2k 2βFSV
π
xp 0 0 0 0

0 0 −QF 0 0 −k 1 βFSV
π
xp 0 0

0 −kτQF 0 −QF −k(1 + kτ ) RFS −k 0 βFSV
π
xp 0

0 0 0 0 0 0 0 0 2 0

0 0 −kτQF 0 0 −k(1 + kτ ) 0 RFS 0 1

0 0 0 −2kτQF 0 0 −2k(1 + kτ ) 0 2RFS 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(22)

For notational compactness, we have defined βF = 4αF ηF ,
βS = 4αSηS , βFS = 4

√
αF αSηF ηS , and

QF = [
βF V π

xp + (1 + 	ωF )2
]
, (23)

RFS = kτβFSV
π
xp − 1. (24)

A. Average steady-state energy

In the long-term limit, the matrix Mt in Eq. (20) goes to
a constant matrix M∞. Provided M∞ is invertible, a unique

stationary solution v∞ exists, given by

v∞ = −M−1
∞ b∞. (25)

Note that this is independent of the initial conditions of both
the filter and the system. Thus, if incorrect initial conditions are
input into the filter, then this will not affect the effectiveness
of the control in the long-time limit.

In the limit where the system and filter are identical
(i.e., ν = 0, τ = 0, αF = αS, ηF = ηS, 	ωF = 0), the aver-
age steady-state energy is simply that computed for the filter
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in Ref. [16]:

E0
∞ = αF ηF

{
2V π

xx(t → ∞)V π
xp(t → ∞) + k

[
V π

xx(t → ∞)
]2

+ 1

2kηF

}
+ 1

2

[
V π

xx(t → ∞) + V π
pp(t → ∞)

]
. (26)

Minimizing Eq. (26) with respect to k gives the optimal
feedback strength,

kπ
opt = 1√

2ηF V π
xx(t → ∞)

. (27)

Thus an experimenter who believes that the filter represents the
underlying system exactly would construct kπ

opt from the filter
parameters αF , ηF , and 	ωF , assume ν = 0, and set k = kπ

opt.
Explicitly, the experimenter would use the feedback strength

k = 2αF
√

ηF

1 + 	ωF

⎡
⎣

√
1 + 4α2

F ηF

(1 + 	ωF )4
− 1

⎤
⎦

−1/2

. (28)

We assume this feedback strength throughout Secs. IV and V.
Note, however, that this is only the optimal feedback strength
when the system and filter are identical. In general, the optimal
feedback strength k

ρ
opt will be some more complicated function,

or cannot be determined analytically.

B. System stability

Even if the stationary solution (25) exists, there is no
guarantee that the system will converge to this steady state.
Indeed, we expect that there exist unstable regimes, such as for
k < 0, which result in gain (and, therefore, indefinite heating)
rather than damping. Heuristically, we expect this to occur
when the filter differs from the system to such an extent that the
control signal is based on a highly faulty estimate of the system
and is, therefore, ineffective. We can quantify these regimes of
instability by considering a perturbation ṽt = vt − v∞. Once
the variances have attained a steady state (which they are guar-
anteed to do), the equation of motion for this perturbation is

˙̃vt = M∞ṽt . (29)

As outlined in standard stability analysis, the stability of
the system of equations (i.e., whether ṽt vanishes, grows
indefinitely, oscillates, etc.) is determined by the eigenvalues
of the matrix M∞. If the real component of all of the
eigenvalues is strictly negative, then ṽ goes to zero and the
system is stable. In this case, M∞ is a negative-definite
matrix and hence invertible, and so the steady state (25) is
guaranteed to exist. However, if the real component of at least
one eigenvalue of M∞ is positive, then ṽt will grow and the
system will never be controlled to a steady state.

C. Rate of convergence to steady state

Our control goal is not only to cool the oscillator as close to
the ground state as possible, but also as quickly as possible. The
time it takes for the system energy to converge to a steady state
depends on (a) the initial conditions, (b) the time it takes for the
variances to attain a steady state, and (c) the time it takes for
ṽt to attain a steady state. The effect of the initial conditions
is a transient that dies out quickly relative to the other time

scales and so its effect can be neglected. The convergence rate
of the filter variances to a steady state is bounded above by an
exponential with decay rate (see Appendix B)

rπ
vars =

√
2(1 + 	ωF )

1 + ν

( −
√

ξF − 1 + Re
√

ξF − 1 − 

)
,

(30)

where


 ≡ 2(1 + ν)[1 + ν + (1 + 	ωF )2(ξF − 1)]. (31)

An identical result holds for r
ρ
vars with the replacements ξF →

ξS , ν → 0, and 	ωF → 0. This is also the rate at which Mt →
M∞, which occurs before ṽt reaches a steady state. Finally,
the rate at which ṽt converges can be estimated by considering
the eigenvalues of M∞. For if λi and wi are the eigenvalues
and eigenvectors of M∞, respectively, then

ṽt =
10∑
i=1

ciwie
λi t (32)

for constants ci . Hence, for a stable system of equations, in the
long-time limit (i.e., after all transients have damped out) |ṽt |
exponentially decays to zero at a rate

r = − min
i

Re{λi}. (33)

In practice, the variances attain a steady state well before |ṽt |.
Therefore, (33) usually serves as an excellent estimate of the
overall time scale.

For the case when the filter and system are identical, the
long-time convergence rate to a steady state can be determined
analytically (see Appendix C):

r0 = Re
{
k −

√
k2 − 4

}
. (34)

Setting the feedback strength to kopt [see Eq. (27)], a Taylor-
series expansion of r0 in powers of αF

√
ηF gives

r0 =
√

2 + α2
F ηF√

2
+ O((αF

√
ηF )3), (35)

which shows that in the limit of sufficiently small αF and/or
ηF , the long-term convergence rate is independent of the
measurement strength and detection efficiency. To second
order in αF

√
ηF , r0 increases with both increasing αF (a

stronger measurement collapses to a steady state faster) and
increasing ηF (better efficiency improves the effectiveness
of control), as expected. However, outside this regime, as
shown in Fig. 2, the long-time convergence rate decreases
with increasing αF and/or ηF .

IV. EFFECTS OF EXPERIMENTAL IMPERFECTIONS

We now have the tools to consider the effect of classical
noise, inaccurate filter parameters, and time delay on the effi-
cacy of the feedback control. When judging the effectiveness
of the control, we will focus our analysis on the following
three criteria:

(1) Does the system converge to a steady state?
(2) How close to the ground state is the average steady-state

energy?
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FIG. 2. (Color online) Plot of the long-time convergence rate r0

as a function of αF and ηF , assuming optimal feedback strength
k = kopt. Note that r0 and αF have units of ωS .

(3) At what rate does the system exponentially converge to
the steady state?

Doherty and Jacobs [12] and Wilson et al. [16] have already
addressed these questions in the context where the system and
filter are identical. Thus, in our analysis, where we consider
a separation between the system and filter, results will always
be given with respect to this identical case.

A. Effect of classical Gaussian noise

Let us examine the case where the measurement signal
fed into the filter is corrupted by classical Gaussian noise of
strength ν [see Eq. (5)], but there is no time delay (τ = 0) and
the filter parameters agree with the system (α ≡ αF = αS , η ≡
ηF = ηS , and 	ωF = 0). Furthermore, the feedback strength
k is set by the experimenter under the assumption ν = 0 [see
Eq. (28)]. In this scenario, the matrix M∞ is the same as the
case when the system and filter are identical, except with the
replacement η → η(1 + ν) in the steady-state variances for
the filter.

In the absence of external heating, the corruption of the
measurement signal by classical Gaussian noise does not
alter the stability, and so the system is guaranteed to converge
to a steady state (see Appendix D). However, as shown in
Fig. 3, the inclusion of this classical noise degrades the
effectiveness of the control, both by increasing the average
steady-state energy (relative to E0

∞) and decreasing the
rate of convergence to this steady state relative to r0. When
the detection efficiency is close to one, the control only loses
effectiveness for weaker measurement strengths. However, as
η is reduced, both E

ρ
∞/E0

∞ and r0/r increase with increasing
ν, with little regard for the value of α. Note that there are some
regimes (e.g., α = 1, ν = 60) where decreasing η actually
decreases r0/r . This does not imply, however, that lower
detection efficiencies result in a better control, since both r

and r0 decrease with decreasing η (cf. Fig. 2).

B. Effect of imperfect filter parameters

Now we consider the case where there is a difference
between the filter and system parameters defining the measure-
ment strength, detection efficiency, and oscillator frequency
(αF 
= αS, ηF 
= ηS, 	ωF 
= 0), but there is no time delay
(τ = 0) or classical Gaussian noise (ν = 0). In this scenario,
there exist some regimes where the filter’s estimate of the
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FIG. 3. (Color online) Slices of (ν, α, η) parameter space showing
the average steady-state energy (top) and long-time convergence rate
(bottom). This illustrates the effect of corrupting classical Gaussian
noise of strength

√
ν on the average steady-state energy and long-time

convergence rate, relative to the case when the system and filter are
identical [see Eqs. (26) and (34)]. Note also that τ = 0, α = αF = αS ,
η = ηF = ηS , and 	ωF = 0. Both α and ν have units of ωS .

system is sufficiently inaccurate that not only is the feedback
effectiveness reduced, but it is now entirely ineffective. In
this regime, the oscillator heats indefinitely and fails to
converge to a steady state. Plots showing regions of stability,
average steady-state energies, and convergence rates relative
to E0

∞ and r0, respectively, for slices of parameter space
(αF , αS, ηF , ηS, 	ωF ) are shown in Fig. 4.

Before we proceed, let us consider qualitatively what
effects a mismatch between the filter and system parameters
should have on the effectiveness of the control. For feedback
to be effective, the rate at which energy is removed from
the oscillator must (eventually) balance the rate at which the
measurement backaction causes heating. The rate at which
the system heats is fixed by αS . However, the cooling rate is
strongly dependent on the filter. All three filter parameters are
used to determine the feedback strength (which is optimal if
the system and filter agree). Imperfect selection of parameters
will result in suboptimal feedback, which in this context will
result in under- or overdamping of the oscillator. Furthermore,
the quality of the estimate 〈p̂〉πt depends on αF and ηF . When
these filter parameters are larger than the corresponding
system parameters, the filter overestimates the momentum
diffusion and information rate of the position measurement.

Let us consider the case 	ωF = 0 [see Figs. 4(a) and 4(b)].
First, when αF > αS and/or ηF > ηS , the system converges to
a final steady-state energy approximately equal to the identical
system-filter case. Furthermore, the convergence rate r ≈ r0.
It seems, therefore, that overestimating the measurement
strength and detection efficiency has almost no effect on
the effectiveness of the control. Second, if there is a weak
measurement strength and/or low detection efficiency, then the
control is robust to imperfect guesses of αS and ηS . We have
seen that filter-based estimation is robust to uncorrelated errors
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1

FIG. 4. (Color online) Slices in (αF , αS, ηF , ηS,	ωF ) parameter
space showing the average steady-state energy (top) and long-time
convergence rate (bottom). This illustrates the effect that choosing
filter parameters αF , ηF , and 	ωF which differ from the system
parameters has on the average steady-state energy and long-time
convergence rate, relative to the case when the system and filter are
identical [see Eqs. (26) and (34)]. The white dashed lines indicate the
points where the system and filter are identical. Note also that τ = ν =
0, and that the measurement strengths αF and αS are in units of ωS .

with zero mean, and so it is not surprising that it is also robust
to an incorrectly estimated detection efficiency. The robustness
with respect to an incorrectly characterized measurement
strength, which causes momentum diffusion, was less clear.

The regime where 	ωF 
= 0 behaves somewhat differently
[see Fig. 4(c)]. When the harmonic-oscillator frequency is
mischaracterized, then even if the filter has a perfect guess
of the initial state, the mean values will still diverge from
the system. The phase of the feedback will then modulate.
Measurement will update the filter to help preserve the phase,
but there are obvious regimes of instability if the trap is
mischaracterized by a significant fraction. There is a second
effect, whereby the strength of the damping is chosen by the
filter, so the feedback response is under- and overdamped
on the lower and upper sides of the resonance 	ωF = 0,
respectively. The combination of these two effects lead to an
asymmetric response with respect to the sign of 	ωF between
the filter and system. Note that there are unstable regions lying
on both sides and a valley of stability near the resonance.

C. Effect of time delay

We now consider the case of nonzero time delay τ when
the filter and system parameters agree and there is no classical
noise (α = αF = αS , η = ηF = ηS , and ν = 	ωF = 0). By
computing the eigenvalues of M∞, and using Eq. (25), we
examined the effectiveness of the control (see Fig. 5). The
results show that the control is robust to short-time delays, but
very quickly loses effectiveness and becomes unstable as τ

increases. However, the boundary of instability is, in fact, due
to a breakdown in the short-time-delay approximation (16).
We used a numerical solution of the stochastic equations to
determine stability for longer delay times.
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FIG. 5. (Color online) Slices in (τ, α, η) parameter space showing
the average steady-state energy (top) and long-time convergence
rate (bottom) under the short-time-delay approximation (16). This
illustrates the effect of a time delay on the average steady-state energy
and long-time convergence rate, relative to the case when the system
and filter are identical [see Eqs. (26) and (34)]. Note also that ν = 0,
α = αF = αS , η = ηF = ηS , and 	ωF = 0. α and τ have units ωS

and 1/ωS , respectively.
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FIG. 6. (Color online) Slices in (τ, α, η) parameter space showing
the average steady-state energy, computed via numerical simulation
of Eq. (12a). Points required averaging over 105–106 trajectories and
have a standard error no greater than 10%. Note also that ν = 0,
α = αF = αS , η = ηF = ηS , and 	ωF = 0, and that the τ axis has a
different scale than the plots shown in Fig. 5. α and τ have units ωS

and 1/ωS , respectively.

We computed the average steady-state energy (19) by
numerically integrating Eqs. (12a) and (12b) with a fixed
step fourth-order Runge-Kutta algorithm. This was done
using the software package XMDS2 [35]. The results of this
numerical analysis are shown in Fig. 6. It was assumed that
the variances had reached the steady-state values (14) and
that the means were initially zero. For the parameters consid-
ered, the steady state occurred somewhere between t = 10 and
t = 1000 (where t is in units of 1/ωS). Instability in the system
is easily recognized by examining the energy, which when
unstable grows exponentially without bound. We categorized
a point as unstable if at the end of the interval of integration
E

ρ
∞/E0

∞ > 100. This heuristic worked well in practice, as
most of the unstable points sampled grew to energies 106–108

times larger than E0
∞.

As can be seen from Fig. 6, the control is stable for larger
regimes of parameter space than was predicted under the
short-time-delay approximation (cf. Fig. 5). Instability begins
to occur around τ � 0.6, which corresponds to the feedback
lagging the oscillator by �35◦. For weaker measurement
strengths, the feedback can lag the oscillator a larger amount—
for some parameters, �60◦. Furthermore, the short-time-delay
approximation (16) predicted that as τ increases, there will
always be smaller values of α for which the system is stable.
The numerical analysis shown in Fig. 6 disagrees and seems
to indicate that after around τ ∼ 1.4, feedback will never cool
the oscillator to a steady state.

V. EXAMPLE SCENARIO: A FEEDBACK-COOLED
BOSE-EINSTEIN CONDENSATE

We now consider a scenario that incorporates all of the
experimental imperfections examined in Sec. IV simulta-
neously: a feedback-cooled noninteracting BEC. A position
measurement could be engineered by placing the condensate
in a cavity, probing the cavity with a laser off-resonant with
the transition of the BEC, and measuring the output from the
cavity (see Fig. 7). More precisely, for a careful choice of
atomic trapping potential and atom-cavity detuning, this gives
a measurement of the center-of-mass position X̂ = ∑

i x̂i/Na ,
where x̂i is the position of the ith atom and Na is the total

FIG. 7. (Color online) Diagram depicting the feedback control
of a BEC via a cavity-mediated measurement of the center-of-mass
position.

number of atoms in the condensate. This can be shown by first
following a similar argument to Ref. [36], [pp. 12–17], which
describes how a single-mode coupling between a collective
atomic position mode and the cavity mode can be engineered.
The derivation showing that the setup in Fig. 7 results in a
position measurement is then identical to the derivation of
a position measurement for a single atom in Doherty and
Jacobs [12] with the replacements x̂ → X̂ and g0 → √

Nag0

(where g0 is the cavity QED coupling constant). Therefore,
the system state is described by conditional master equation
(1), with x̂ → X̂, p̂ → P̂ = ∑

i p̂i/Na (for p̂i , the ith atom’s
momentum), and measurement strength

αS = 4k2
0Nag

4
0 n̄x2

HO

ωSκ	2
, (36)

where k0 = 2π/λ is the wave vector of the probe laser, n̄ is
the steady-state average photon number in the cavity in the
absence of the atomic sample, κ is the cavity linewidth, 	 is
the detuning of the probe laser from the cavity resonance, and
xHO = √

h̄/(mωS). Note that this choice of αS assumes that X̂

has been written in units of xHO/
√

Na , which is the natural
length scale to use in this situation.

We consider a condensate of rubidium 85 atoms, as this
allows us to turn off the interatomic interactions via a Feshbach
resonance [37]. A similar situation has been engineered in
an optomechanical system, allowing a measurement of the
center-of-mass position for a (noncondensed) sample of cold
atoms [38]. We set the system parameters based loosely upon
those used in that experiment: Na = 104, λ = 780 nm, ωS =
2π × 110 kHz, g0 = 2π × 12 MHz, κ = 2π × 2 MHz, 	 =
2π × 20 GHz, n̄ = 0.8 (⇒ αS ≈ 0.1), and ηS = 0.16.

Finally, as a highly conservative upper bound, we will
assume that the estimate of the system parameters is incorrect
by 100%: αF = 0.05, ηF = 0.08, and 	ωF = 1. Furthermore,
the measurement fed into the filter has classical Gaussian noise
of strength ν = 10 and the control signal is delayed by time
τ = 0.1.

Combining all of these experimental imperfections, a
numerical simulation of Eqs. (12) shows that the control still
brings the BEC to a steady state, as is shown by the red
curve in Fig. 8. This, of course, is in excellent agreement with
the analytic results. Compared to the case where the system
and filter are identical, the system has an average steady-state
energy roughly 4.2 times larger and convergence time ∼100
times longer.
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FIG. 8. (Color online) Numerical simulations of the average
system energy as a function of time for (blue, lower line) identical
system and filter (αF = αS = 0.1, ηS = ηF = 0.16, and 	ωF = ν =
τ = 0) and (red, upper line) a system-filter separation (αF = 0.05,
αS = 0.1, ηF = 0.08, ηS = 0.16, 	ωF = 1, ν = 10, and τ = 0.1).
Initial conditions for system and filter were identical and 〈x̂〉ρ

0 = 2,
〈p̂〉ρ

0 = 1, V ρ
xx(0) = 2, V ρ

xp(0) = 0.25, and V ρ
pp(0) = 1. Simulations

were over 105 paths and so the standard error in the means is less
than the line thickness on the plots. The black, dashed horizontal
line is the average steady-state energy for the system-filter separation
(parameters as above) analytically computed using Eq. (25).

VI. CONCLUSIONS

In this paper, we have investigated the linear feedback
control of a quantum harmonic oscillator undergoing a
continuous position measurement under the more realistic
scenario of a filter-system separation (see Fig. 1). In particular,
we considered the effectiveness of the control (i.e., whether
the oscillator cools to a steady state, and, if so, to what energy
and at what rate) when (i) the measurement signal fed into
the filter is corrupted by classical Gaussian noise, (ii) the
filter parameters governing the measurement strength, detector
efficiency, and oscillator trapping frequency differ from those
of the system, and (iii) the feedback control signal is time
delayed. Although our investigation has found regions where
the control is clearly ineffective, these only occur for serious
mismatches between the filter and system. This was illustrated
by considering the specific example of cooling a BEC. Overall,
we conclude that under the likely experimental imperfections
that result in a system-filter separation, the control scheme is
robust.
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APPENDIX A: DERIVATION OF EQUATION (18)

Assuming the existence of a steady state on average, the
ensemble average of Eqs. (12a) and (17) gives

0 = M1E
[
xπ

∞
] + M2E

[
xρ

∞
]
, (A1a)

0 = M3E
[
xπ

∞
] + M4E

[
xρ

∞
]
, (A1b)

where

M1 = Aπ + K − 4ηF Vπ
∞LπLT

π , (A2a)

M2 = 4
√

ηF ηSVπ
∞LπLT

ρ , (A2b)

M3 = K
[
(I − τK) − τAπ + 4ηF τVπ

t LπLT
π

]
, (A2c)

M4 = Aρ − 4
√

ηF ηS τKVπ
t LπLT

ρ . (A2d)

Now,

det(M1) = (1 + 	ωF )2 + 4αF ηF

[
kV π

xx(t → ∞)

+ (1 + 	ωF )2V π
xp(t → ∞)

]
, (A3)

det(M4) = 1 − 4kτ
√

αF αSηF ηSV
π
xp(t → ∞), (A4)

which are both guaranteed to be nonzero for k > 0 and k 
=
[4τ

√
αF αSηF ηSV

π
xp(t → ∞)]−1. We can, therefore, write

E
[
xπ

∞
] = −M−1

1 M2E
[
xρ

∞
]

(A5)

and

0 = (
I2 − M−1

1 M2M−1
4 M3

)
E

[
xπ

∞
]
. (A6)

It is easily checked that the matrices M−1
1 M2 and (I2 −

M−1
1 M2M−1

4 M3) are nontrivial, which implies that E[xπ
∞] =

E[xρ
∞] = 0, as required.

APPENDIX B: DERIVATION OF BOUND ON
CONVERGENCE RATE FOR VARIANCES

Consider the difference between the matrix of variances
and its steady state, Ṽ

π

t = Vπ
t − Vπ

∞. Using Eq. (12c) and

0 = AπVπ
∞ + Vπ

∞AT
π + Dπ

− 4ηF (1 + ν)Vπ
∞LπLT

π Vπ
∞, (B1)

it can be shown that
˙̃V

π

t = Ãπ Ṽ
π

t + Ṽ
π

t Ã
T

π + 4ηF (1 + ν)Ṽ
π

t LπLT
π Ṽ

π

t , (B2)

where Ãπ = Aπ − 4ηF (1 + ν)Vπ
∞LπLT

π . This is a Lyapunov
differential equation and has the solution

Ṽ
π

t = eÃπ t Ṽ
π

0 eÃ
T

π t + 4ηF (1 + ν)

×
∫ t

0
dseÃπ (t−s)Ṽ

π

s LπLT
π Ṽ

π

s eÃ
T

π (t−s). (B3)

The two eigenvalues of Ãπ are

λ± = (1 + 	ωF )√
2(1 + ν)

[−
√

ξF − 1 ±
√

ξF − 1 − 
], (B4)

where


 ≡ 2(1 + ν)[1 + ν + (1 + 	ωF )2(ξF − 1)]. (B5)

The real component of these eigenvalues is always negative and
so the integral on the right-hand side of Eq. (B3) is bounded
from above by some constant matrix C. Hence,

Ṽ
π

t � eÃπ t
[
Ṽ

π

0 + C
]
eÃ

T

π t ∼ exp
[
2
(

max
j={+,−}

Re{λj }
)
t
]
C̃

= exp (Re {2λ+} t) C̃, (B6)
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for some constant matrix C̃. This gives the result (30). A
similar argument allows one to bound Ṽ

ρ

t . As an aside, one
can see immediately that bound (B6) is highly insensitive to
the initial condition, which can only change the bound by a
multiplicative factor.

APPENDIX C: DERIVATION OF CONVERGENCE RATE r0

Since we are assuming that the filter and system are
identical, we drop the superscripts and subscripts π,ρ. The
stochastic differential equation for the means [see Eq. (12b)]
is an Ornstein-Uhlenbeck process. The correlation function
is [39], [p. 109]

E
[〈x̂〉2

t + 〈p̂〉2
t

] = E
[
xT

t xt

] = xT
0 e−AT

t e−Atx0

+ 4η

∫ t

0
ds LT VT

s e−AT
(t−s)e−A(t−s)VsL

� xT
0 e−AT

t e−Atx0 + C, (C1)

where C is some positive constant that will have no effect on
the convergence time. The first term on the right-hand side can
be explicitly computed, which gives

E
[〈x̂t 〉2 + 〈p̂t 〉2

]
� e−kt

k2 − 4

{ − 4
(〈p〉2

0 + k〈x〉0〈p〉0 + 〈x〉2
0

)
+ k

√
k2 − 4

(〈x〉2
0 − 〈p〉2

0

)
sinh(t

√
k2−4)

+ k
[
4〈x〉0〈p〉0 + k

(〈x〉2
0 + 〈p〉2

0

)]
× cosh(t

√
k2 − 4)

} + C. (C2)

There are three exponentially decaying rates here: k and
Re{k ± √

k2 − 4}. The slowest decaying rate is

r0 = Re
{
k −

√
k2 − 4

}
. (C3)

APPENDIX D: PROOF OF SYSTEM STABILITY WHEN
MEASUREMENT SIGNAL IS CORRUPTED BY

CLASSICAL GAUSSIAN NOISE

In Sec. IV A, we claimed that when there is no time
delay (τ = 0) and the filter parameters agree with the system
(α ≡ αF = αS , η ≡ ηF = ηS , and 	ωF = 0), but ν 
= 0, the
system and filter always converge to a steady state. This can
be straightforwardly shown by examining the matrix M [see
Eq. (22)]. In this regime, the eigenvalues of M∞ are

λ1 = −k, (D1a)

λ2 = −k −
√

k2 − 4, (D1b)

λ3 = −k +
√

k2 − 4, (D1c)

λ4 = −4αηV π
xx, (D1d)

λ5 = −4αηV π
xx − 2

√
4αη

[
αη

(
V π

xx

)2 − V π
xp

] − 1, (D1e)

λ6 = −4αηV π
xx + 2

√
4αη

[
αη

(
V π

xx

)2 − V π
xp

] − 1, (D1f)

λ7 = 1
2

[ − (
k + 4αηV π

xx

) − √
ζ−

]
, (D1g)

λ8 = 1
2

[ − (
k + 4αηV π

xx

) + √
ζ−

]
, (D1h)

λ9 = 1
2

[ − (
k + 4αηV π

xx

) − √
ζ+

]
, (D1i)

λ10 = 1
2

[ − (
k + 4αηV π

xx

) + √
ζ+

]
, (D1j)

where

ζ± = (
k + 4αηV π

xx

)2 − 8
[
1 + αη

(
kV π

xx + 2V π
xp

)]
±

√
(4 − k2)

{
1 + 4αη

[
V π

xp − αη
(
V π

xx

)2]}
, (D2)

and we have assumed the variances have attained their steady-
state values given by Eqs. (14). We will now show that the real
component of these eigenvalues is always negative, implying
that the system always converges to the steady state.

(1) λ1,λ2,λ4,λ5: For α > 0, η > 0, and ν � 0, we have
V π

xx > 0, V π
xp > 0, and k > 0. Under these conditions, a quick

inspection shows the real component of these eigenvalues to
be strictly negative.

(2) λ3: For k2 < 4, λ3 = −k + i
√

4 − k2 ⇒ Re(λ3) =
−k < 0. For k2 > 4,

√
k2 − 4 < k, and therefore Re(λ3) < 0.

(3) λ6: Using Eqs. (14), it can be shown that

αη
(
V π

xx

)2 − V π
xp = − (1 + 2ν)(1 + 	ωF )2(ξF − 1)

8αη(1 + ν)2
< 0.

(D3)

Therefore, 4αη[αη(V π
xx)2 − V π

xp] − 1 < 0, which implies that
Re(λ6) = −4αηV π

xx < 0.
(4) λ7,λ8,λ9,λ10: It is enough to show that Re(

√
ζ±) <

(k + 4αηV π
xx). First, note that we can rewrite the expression

under the square root in ζ± as

κ ≡ (4 − k2)
{
1 + 4αη

[
V π

xp − αη
(
V π

xx

)2]}
= 4

[
1 + αη

(
kV π

xx + 2V π
xp

)]2 − {(
k + 4αηV π

xx

)2

+ 4αηV π
xp

[
k2 + 4αη

(
V π

xp + kV π
xx

)]}
(D4)

< 4
[
1 + αη

(
kV π

xx + 2V π
xp

)]2
. (D5)

If k2 < 4, then κ > 0, and so ζ± is real. In this case,√
ζ− <

√(
k + 4αηV π

xx

)2 − 8
[
1 + αη

(
kV π

xx + 2V π
xp

)]
< k + 4αηV π

xx, (D6)

and √
ζ+ <

√(
k + 4αηV π

xx

)2 − 6
[
1 + αη

(
kV π

xx + 2V π
xp

)]
< k + 4αηV π

xx, (D7)

where we have used inequality (D5) to bound
√

ζ+.
If k2 > 4, then κ < 0, and so ζ± is complex. In order to

compute
√

ζ±, we note that if ζ± = a± + ib±, then

Re(
√

ζ±) = 1√
2

√√
a2± + b2± + a±, (D8)

Im(
√

ζ±) = sgn(b±)√
2

√√
a2± + b2± − a±. (D9)

For the case under consideration,

a± = (
k + 4αηV π

xx

)2 − 8
[
1 + αη

(
kV π

xx + 2V π
xp

)]
, (D10)

b± = ±√−κ. (D11)
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We can write

b2
± = (

k + 4αηV π
xx

)2[
1 + 2αη

(
kV π

xx + 2V π
xp

)] − μ, (D12)

where

μ = 2(k2 − 2) + 2αη
[
4(k2 − 2)V π

xp + k
(
k2 + 4

)
V π

xx

]
+ 4α2η2V π

xx

[
8kV π

xp + (8 + 3k2)V π
xx

]
+ 32α3η3

(
V π

xx

)2(
kV π

xx + 2V π
xp

)
(D13)

is guaranteed to be positive since k2 > 4. Therefore, with some
algebraic manipulation,

a2
± + b2

± = {(
k + 4αηV π

xx

)2 − 8
[
1 + αη

(
kV π

xx + 2V π
xp

)]}2

+ (
k + 4αηV π

xx

)2[
1 + 2αη

(
kV π

xx + 2V π
xp

)] − μ

<
(
k + 4αηV π

xx

)4 + 64
[
1 + αη

(
kV π

xx + 2V π
xp

)]2

− 14
(
k + 4αηV π

xx

)2[
1 + αη

(
kV π

xx + 2V π
xp

)]
<

(
k + 4αηV π

xx

)4 + 64
[
1 + αη

(
kV π

xx + 2V π
xp

)]2

+ 16
(
k + 4αηV π

xx

)2[
1 + αη

(
kV π

xx + 2V π
xp

)]
= {(

k + 4αηV π
xx

)2 + 8
[
1 + αη

(
kV π

xx + 2V π
xp

)]}2
.

(D14)

Further algebraic manipulation of inequality (D14) yields√
a2± + b2± + a± < 2

(
k + 4αηV π

xx

)2
, (D15)

and therefore Re(
√

ζ±) < (k + 4αηV π
xx), as required.
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and F. Nori, Phys. Rev. A 86, 052320 (2012).

[25] M. Hiller, M. Rehn, F. Petruccione, A. Buchleitner, and
T. Konrad, Phys. Rev. A 86, 033624 (2012).

[26] H. Amini, M. Mirrahimi, and P. Rouchon, in 50th IEEE
Conference on Decision and Control and European Control
Conference (CDC-ECC), 12–15 Dec. 2011, Orlando, FL (IEEE,
New York, 2011), pp. 6242–6247.

[27] M. R. James, Phys. Rev. A 69, 032108 (2004).
[28] M. James, H. Nurdin, and I. Petersen, IEEE Trans. Auto. Control

53, 1787 (2008).
[29] N. Yamamoto and L. Bouten, IEEE Trans. Auto. Control 54, 92

(2009).
[30] A. C. Doherty, A. Szorkovszky, G. I. Harris, and W. P. Bowen,

Phil. Trans. R. Soc. A 370, 5338 (2012).
[31] W. H. Zurek, S. Habib, and J. P. Paz, Phys. Rev. Lett. 70, 1187

(1993).
[32] B. M. Garraway and P. L. Knight, Phys. Rev. A 50, 2548

(1994).
[33] M. Rigo, G. Alber, F. Mota-Furtado, and P. F. O’Mahony, Phys.

Rev. A 55, 1665 (1997).
[34] V. P. Belavkin, J. Multivar. Anal. 42, 171 (1992).
[35] G. R. Dennis, J. J. Hope, and M. T. Johnsson, Comput. Phys.

Commun. 184, 201 (2013).
[36] K. W. Murch, Ph.D. thesis, University of California, Berkeley,

2008.
[37] J. Stenger, S. Inouye, M. R. Andrews, H.-J. Miesner, D. M.

Stamper-Kurn, and W. Ketterle, Phys. Rev. Lett. 82, 2422
(1999).

[38] N. Brahms, T. Botter, S. Schreppler, D. W. C. Brooks, and D.
M. Stamper-Kurn, Phys. Rev. Lett. 108, 133601 (2012).

[39] C. W. Gardiner, Handbook of Stochastic Methods: For Physics,
Chemistry and the Natural Sciences, 3rd ed. (Springer-Verlag,
Berlin, 2004).

013626-11

http://dx.doi.org/10.1126/science.1079430
http://dx.doi.org/10.1103/PhysRevA.84.033610
http://dx.doi.org/10.1088/1367-2630/14/2/023009
http://dx.doi.org/10.1126/science.1078446
http://dx.doi.org/10.1103/PhysRevA.62.012105
http://dx.doi.org/10.1103/PhysRevLett.92.223004
http://dx.doi.org/10.1103/PhysRevLett.89.133601
http://dx.doi.org/10.1103/PhysRevLett.70.548
http://dx.doi.org/10.1103/PhysRevLett.70.548
http://dx.doi.org/10.1088/1464-4266/7/10/001
http://dx.doi.org/10.1088/1464-4266/7/10/001
http://dx.doi.org/10.1103/PhysRevA.60.2700
http://dx.doi.org/10.1103/PhysRevA.80.013614
http://dx.doi.org/10.1103/PhysRevA.82.043632
http://dx.doi.org/10.1103/PhysRevA.76.013610
http://dx.doi.org/10.1103/PhysRevB.68.235328
http://dx.doi.org/10.1103/PhysRevB.68.235328
http://dx.doi.org/10.1103/PhysRevLett.86.1143
http://dx.doi.org/10.1103/PhysRevLett.86.1143
http://dx.doi.org/10.1103/PhysRevLett.88.170403
http://dx.doi.org/10.1103/PhysRevLett.88.170403
http://dx.doi.org/10.1103/PhysRevA.68.023607
http://dx.doi.org/10.1103/PhysRevA.84.052119
http://dx.doi.org/10.1103/PhysRevA.84.052119
http://dx.doi.org/10.1103/PhysRevLett.107.260503
http://dx.doi.org/10.1103/PhysRevLett.107.260503
http://dx.doi.org/10.1103/PhysRevB.71.165317
http://dx.doi.org/10.1103/PhysRevA.86.052320
http://dx.doi.org/10.1103/PhysRevA.86.033624
http://dx.doi.org/10.1103/PhysRevA.69.032108
http://dx.doi.org/10.1109/TAC.2008.929378
http://dx.doi.org/10.1109/TAC.2008.929378
http://dx.doi.org/10.1109/TAC.2008.2009571
http://dx.doi.org/10.1109/TAC.2008.2009571
http://dx.doi.org/10.1098/rsta.2011.0531
http://dx.doi.org/10.1103/PhysRevLett.70.1187
http://dx.doi.org/10.1103/PhysRevLett.70.1187
http://dx.doi.org/10.1103/PhysRevA.50.2548
http://dx.doi.org/10.1103/PhysRevA.50.2548
http://dx.doi.org/10.1103/PhysRevA.55.1665
http://dx.doi.org/10.1103/PhysRevA.55.1665
http://dx.doi.org/10.1016/0047-259X(92)90042-E
http://dx.doi.org/10.1016/j.cpc.2012.08.016
http://dx.doi.org/10.1016/j.cpc.2012.08.016
http://dx.doi.org/10.1103/PhysRevLett.82.2422
http://dx.doi.org/10.1103/PhysRevLett.82.2422
http://dx.doi.org/10.1103/PhysRevLett.108.133601



